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Abstract- Illumination variation often occurs in visual tracking, which has a severe impact on the system 

performance. Many trackers based on Discriminative correlation filter (DCF) have recently obtained 

promising performance, showing robustness to illumination variation. However, when the target objects 

undergo significant appearance variation due to intense illumination variation, the features extracted from 

the object will not have the ability to be discriminated from the background, which causes the tracking 

algorithm to lose the target in the scene. In this paper, in order to improve the accuracy and robustness 

of the Discriminative correlation filter (DCF) trackers under intense illumination variation, we propose 

a very effective strategy by performing multiple region detection and using alternate templates (MRAT). 

Based on parallel computation, we are able to perform simultaneous detection of multiple regions, 

equivalently enlarging the search region. Meanwhile the alternate template is saved by a template update 

mechanism in order to improve the accuracy of the tracker under strong illumination variation. 

Experimental results on large-scale public benchmark datasets show the effectiveness of the proposed 

method compared to state-of-the-art methods. 
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1. Introduction

Object tracking is one of the important fields in computer vision, and has a wide range of applications in 

military security, human-computer interaction, robotics and other fields [1]. The purpose of object 

tracking is to forecast and track the object’s state from video frames when the initial state of the target 

(such as position and size) is given in the first video frame. In recent years, visual tracking has attracted 

widespread attention, and a lot of work in this field have been conducted from various perspectives [2, 

3]. During the movement of objects, the complex changes of the scene and target appearance, such as 

illumination change, deformation, occlusion and fast motion, make the object tracking face great 

challenges. 

In order to improve the accuracy of object tracking, researchers have proposed a variety of tracking 

algorithms [4-6], [50-54]. Discriminative correlation filters have attracted more and more attention 

recently due to its high speed and robust performance [7-11]. The correlation filter was introduced for 

the first time by Galton in 1888 [12], after that it has been used to deal with various computer vision 

difficulties, such as object detection and recognition, attitude detection, and object tracking [49]. The 

DCF based methods use Fourier Transform to solve the target detection and training process in Fourier 

domain [13, 14]. These methods significantly reduce necessary calculations and accelerate the tracking 

process. DCF trackers perform dense sampling by utilizing cyclic shifts operation, which can expand the 

sample space and improve the tracking performance. 
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Although many advances have been made in DCF methods, there are still many challenges remaining in 

real tracking applications. The tracking of the target or background will be affected by dynamic changes, 

especially intense illumination variation. An example is presented in Figure 1, where the tracked object 

has been changed very much. In this condition, features of the target cannot be extracted, which cause 

the failure of tracking. Then the update step is prone to generate a model which has a poor ability to 

distinguish between the foreground and the background. Illumination changes often occur during 

tracking, such as the light and dark changes in the indoor lighting and outdoor shaded areas and non -

shaded areas appear alternately. Most of the DCF based algorithms use Histogram of Oriented Gradient 

(HOG) [15] features to improve tracking performance under illumination variation. However, when the 

object is under intense illumination variation, the performance of DCF based trackers is poor. In order to 

solve the problem, we propose a novel strategy for visual tracking under intense illumination variation 

in this paper, which performs multiple regions detection and using alternate template (MRAT) based on 

parallel computing. The main contributions of our work are summarized below: 

First, when undertaking detection, the common idea of the correlation filter-based trackers is to search 

an object in the area around the target in the previous frame. In order to improve the computing speed, 

the area will not be too large. With the help of parallel computing, we can perform simultaneous detection 

of the other 8 sub regions, equivalent to enlarging the search region which helps to improve tracking 

performance under intense illumination variation. Parallel Computing means that an application which 

is applied on a parallel machine is decomposed into a plurality of sub-tasks which are assigned to 

different processors. Each processor can cooperate with each other and execute subtasks in parallel, so 

as to speed up the process or improve the scalability of the solution [42]. 

Second, we preserve the template which is obtained from the previous frame as an alternate template. 

After the next few frames are detected, we use alternate templates for detection to prevent tracking drifts 

under intense illumination variation. 

Third, we evaluate our approach on benchmark datasets with large-scale sequences and extensive 

experimental results show that the proposed MRAT method performs favorably against the other state-

of-the-art tracking algorithms. 

The rest of this paper is arranged as following: In section 2, we outlined some of the prior art related to 

this work. In section, we introduce the framework of the trackers based on correlation filters. The 

descriptions and details of our proposed methods (MRAT) are introduced in section 4. In section 5, we 

demonstrate detailed experimental results and analyze for the results. Finally we conclude our work and 

provide future directions in section 6. 
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Ground-truth MRAT (Ours) CCT 

Figure 1. The tracking results of CCT (Zhu et al, BMVC 2015 [34]) and our approach (MRAT) in 

challenging situation of intense illumination change. 

2. Related work

2.1 Correlation filters trackers 

The correlation filtering algorithms have better tracking outcomes [16]. Bolme et al. [13] proposed a 

target tracking algorithm by learning a minimum output sum of squared error (MOSSE) correlation filter 

on a gray scale image. MOSSE applies correlation filtering to object tracking for the first time. This 

method is not only simple but also fast in tracking speed which is able to reach more than 600 frames per 

second (fps). Henriques et al. proposed the CSK algorithm [17] which trains a Ridge Regression 

Classifier [18] by intensive sampling. By combining convolution and cyclic matrix theory, a single-

channel kernel-dependent filter is designed. However, the CSK algorithm can only use a single feature 

for learning and training, and then they proposed a Kernel Correlation Filter algorithm (KCF) [19]. The 

KCF algorithm extends the single channel kernel correlation filtering to multiple channels which allowed 

one to use robust features (e.g. HOG). Danelljan et al proposed a color names (CN) algorithm [7] which 

reduces the dimension of the target color attribute information [20] by doing Principal Component 

Analysis (PCA) [21] and then inputs it to the CSK tracker after their concatenation with the gray features. 

In [22], Ma et al. added an online random fern classifier as a long-term tracking re-detection component. 

Zhou et al. proposed a method which fuses a variety of features and presents an adaptive learning rate 

and an occlusion detection mechanism to update the target appearance model in presence of occlusion 

problem [55]. The method also can handle scale changes by using a scale adaptive scheme. In order to 

solve the scale variation problem, Ding et al. proposed a method called Quadrangle Kernelized 

Correlation Filters (QKCF) [56], which can simultaneously obtain the location and scale of the target 

object. Zhang et al. proposed the latent constrained correlation filters (LCCF) and introduced a subspace 

ADMM algorithm to solve the new learning model [57] which can improve the performance of the 

tracker very well. A two-camera system based on a RGB-D have been proposed in [58] which enables 
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person detection, tracking and re-entry identification for real-time. The system can be the stepping stone 

for smart environment applications. Recently, recognizing the deep convolutional neural network (CNN) 

in the visual recognition tasks on a broad range of success, several tracking methods which combine deep 

features with correlation filters have been proposed [23,24]. Empirical studies using large target tracking 

datasets have shown that these CNN-based trackers perform exceptionally well for hand-feature-based 

methods. 

2.2 Research on illumination variation 

Illumination changes is a common problem in the tracking process. There are three types of methods 

commonly used to handle light changes: The first method is to recover as much information as possible 

from the image to reduce the effects of changes in lighting, such as Histogram equalization [25]. The 

second method uses light invariant features to describe objects, such as edge features. The last method 

focuses on describing the changes of images in different lighting environments, and builds models to 

predict possible images of targets in various lighting environments. To overcome the impact of intense 

illumination variation and increase the robustness of the visual tracking algorithm, researchers have 

proposed a number of methods. In [26], Li et al. incorporates the shape, texture, and color features of an 

image to describe objects. The algorithm is stable for human tracking in the light changing environment, 

but the real-time performance is poor. As the shape and texture features of object are not very similar 

before and after illumination change, it has poor tracking results under the illumination change. Chen et 

al. propose a method that extracts illumination invariant features to deal with tracking under illumination 

changes [27]. However this method is difficult to use for object tracking in actual scenarios due to the 

complicated feature extraction. A robust mean-shift tracking algorithm for illumination variation is 

proposed by Gerald et al. [28]. This method adopts the local background of a target to modify the target 

model dynamically, and it can reduce the shortcomings that are sensitive to changes in illumination when 

target modeling based on the color histogram. Zhu et al. establish an efficient target tracking algorithm 

based on normalized gradient matching which is insensitive to illumination change [29]. However, this 

method is difficult to be applied to moving target tracking in complex environments. Recently, Histogram 

of Oriented Gradient (HOG) [15] which constitutes the features by calculating and counting histograms 

of gradient direction in local region of image is widely used in tracking algorithms.  

2.3 Parallel computing 

Parallel computing is accompanied by the emergence of parallel machines and becomes an 

interdisciplinary subject in the last 30 years. It includes parallel machine architecture, compiler system, 

parallel algorithm, parallel programming, parallel software technology, parallel performance 

optimization and evaluation, parallel application, etc. [43]. Parallel Computing means that an application 

which is applied on a parallel machine is decomposed into a plurality of sub-tasks which are assigned to 

different processors. Each processor can cooperate with each other and execute subtasks in parallel, so 

as to speed up the solution or improve the scale of the problem [44]. In short, parallel computing uses 

multiple computing resources to solve a computational problem. A parallel machine consists of three 

elements: Node, Interconnect network and Memory [45]. Each node is composed of multiple processors, 

which can be directly input and output and all nodes can connect and communicate with each other 

through the Interconnect network. Memory consists of multiple memory modules, can be symmetrically 

distributed with the nodes on both sides of the Interconnect network. In 1966, American scholar Flynn 

divided computers into four categories according to the instruction flow and data stream of the system. 
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They are Single Instruction Single Data (SISD), Single Instruction Multiple Data (SIMD), Multiple 

Instruction Single Data (MISD) and Multiple Instruction Multiple Data (MIMD) [46]. Instruction flow 

refers to the amount of instruction flow that a computer can process at a single time point. Similarly, data 

flow refers to a number of data streams that a computer can process at a single time point. Parallel 

machines belong to SIMD, MISD and MIMD and most of the serial machines belong to SISD. Parallel 

algorithms are algorithms for solving problems and processing data on a variety of parallel computers. 

The essence of it is to map multiple tasks into multiprocessors, or to map realistic multidimensional 

problems into multiprocessors with specific topology [47]. According to different basic computing 

objects, Parallel algorithm can be divided into many categories such as Numerical parallel algorithm, 

Non-numerical parallel computation and Synchronized parallel algorithm [48]. 

3. Correlation Filters 

Before introducing our method in detail, we first introduce the traditional the framework of Correlation 

Filters (CF) tracking. CF trackers first generate a series of samples by doing cyclic shifts based on the 

target area. This is a dense sampling process which can obtain lots of negative samples. Then, the kernel 

correlation filter is obtained by training the kernel ridge regression classifier with the circular sample 

sets. In the tracking process, the target position of the next frame is obtained by the response confidence 

map of the kernel correlation filter. 

3.1 The ridge regression classifier 

Assuming that 𝑥𝑖  is the 𝑖𝑡ℎ sample, which is labeled as 𝑦𝑖 . The purpose of training is to find the 

objective function 𝑓(𝑥) = 𝑤𝑇𝑥 to minimize the square error between prediction result and real label 

𝑦𝑖: 

min
𝑤

∑(𝑓(𝑥𝑖) − 𝑦𝑖)
2

𝑖

+ 𝜆‖𝑤2‖   (1) 

Where the first is empirical risk term, the second is the regularization term, and λ is the regularization 

coefficient of the relationship between the two terms. The solution shown in [30] can obtain the closed 

form solution of classifier weights based on formula (1): 

 

𝑤 = (𝑋𝑇𝑋 + 𝜆𝐼)−1𝑋𝑇𝑦                   (2) 

 

𝑋 represents the training sample matrix, 𝑦 represents the corresponding labels which are generated by 

a Gaussian function based on the shifted distance, and 𝐼 is the unit matrix. For ease of handling in 

frequency domain, 𝑋  is given Hermitian Transformation, namely 𝑋𝐻 = (𝑋∗)𝑇 , where 𝑋∗  is a 

complex conjugate matrix of 𝑋 and 𝑋𝑇 is the transpose of 𝑋. Thus, formula (2) can be transformed 

into formula (3): 

𝑤 = (𝑋𝐻𝑋 + 𝜆𝐼)−1𝑋𝐻𝑦                 (3) 

The performance of the classifier can be improved by using Kernel function κ, which can map the input 

𝑥 to the high-dimensional feature space 𝜑(𝑥). From the Representer Theorem [31], the weight 𝑤 can 

be expressed as a linear combination of the sample 𝑥𝑖: 

𝑤 =  ∑ 𝛼𝑖

𝑖

 𝜑(𝑥𝑖)             (4) 

The solution to the kernelized versions of Eq. (4) is given by the following formula, K is the kernel 

matrix obtained by inputting the samples to the kernel function. 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



α =  (𝐾 + 𝜆𝐼)−1 𝑦             (5) 

3.2 Circulant matrix and confidence map 

Assuming there is a vector 𝓍 = (𝑥1 ⋯ 𝑥𝑛), the circulant matrix has the following form: 

X = C(𝑥) = [

𝑥1, 𝑥2 ⋯ 𝑥𝑛

⋮ ⋱ ⋮
𝑥2, 𝑥3 ⋯ 𝑥1

]       (6) 

The circulant matrix has some excellent properties, such as that any circulant matrix can be diagonalized 

by the Fast Fourier Transform (FFT) of the original vector. We can obtain the solution of Eq. (5) in the 

Fourier domain as follows. 

𝛼̂ =
𝑦̂

𝜅̂𝑥𝑥 + 𝜆
      (7) 

Where 𝜅𝑥𝑥 is the first row of the kernel function matrix Κ = C(𝜅𝑥𝑥), 𝛼̂ and 𝑦̂ are Discrete Fourier 

transform (DFT) of α and 𝑦. Then we circulate the search area 𝓏 of the current frame to get the 

circulant test samples and it can evaluate every cyclic patch of 𝓏 by: 

 

𝑓(𝓏) = ℱ−1(𝑘̂𝑥𝑧⨀𝛼̂)  (8) 

 

Where  𝑓(𝓏) are the Confidence map for all the cyclic shifts of 𝓏 and ℱ−1  represents the Inverse 

Fourier transform. According to the correlation filtering principle, the maximum confidence value is 

selected as the target in the current frame. 

4. Proposed approach 

 

(a) 

 

(b) 

Figure 2. The flowchart of our strategy when frame at T moment under the intense illumination variation. 

The red box is the ground truth and the blue box is the tracking result of the trackers. Figure 2(a) shows 

the tracking result of the baseline algorithm. 𝑅𝑐 is the template (context regression model) and it will 

be updated every frame. Figure 2(b) shows the tracking result of our approach. The 𝑅𝑎 is the alternate 
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template which is saved before intense illumination occurs.  

Algorithm 1: The strategy of improved tracking algorithm 

Input : Initial target bounding box 𝑥1; the threshold 𝒯𝑎, the threshold 𝒯𝑏, the parameter Κ and the 

parameter ρ. 

Output : Estimated object position Χ𝑡 = (𝑥𝑡 , 𝑦𝑡), context regression model 𝑅𝑐. 

repeat 

  Detect: According to the position (𝑥𝑡−1, 𝑦𝑡−1) to crop out the searching window at frame t and 

extract the features; Compute the correlation response 𝑦𝑡  using 𝑅𝑐 and (8) to estimate the new 

position(𝑥𝑡 , 𝑦𝑡). 

  If max 𝑦𝑡 < 𝒯𝑎 then 

    Based on the position (𝑥𝑡−1, 𝑦𝑡−1) to calculate other 8 search regions according to Eqs.10a-

10h 

    Do Detect simultaneously for the 8 search regions based on parallel computing and obtain their 

correlation responses 𝑦𝑡
𝑖  (𝑖 = 1 ⋯ 8) 

    𝑦𝑚 = Max (𝑦𝑡
𝑖) 

     If 𝑦𝑚 >  𝒯𝑏 

       𝑦𝑡 =  𝑦𝑚 

     Else 

        𝑦𝑡 =  𝑦𝑡  

     end 

end 

   Save 𝑅𝑐 as the alternate template 𝑅𝑎 

Update 𝑅𝑐 according to the Eqs.11a-11b 

If t < frame < t + K then 

  Do Detect, using 𝑅𝑐 to compute the correlation map 𝑦𝑡  

Update 𝑅𝑐 according to the Eqs.11a-11b 

Else if frame = t + K then 

  When do Detect, using 𝑅𝑎 to compute the correlation map 𝑦𝑡  

      If max 𝑦𝑡 < 𝒯𝑎 then 

        Based on the position (𝑥𝑡−1, 𝑦𝑡−1)  to calculate other 8 search regions according to 

Eqs.10a-10h 

        Do Detect simultaneously based on parallel computing for the 8 search regions and obtain 

their correlation responses 𝑦𝑡
𝑖  (𝑖 = 1 ⋯ 8) 

        𝑦𝑚 = Max (𝑦𝑡
𝑖) 

        If 𝑦𝑚 >  𝒯𝑏 

          𝑦𝑡 =  𝑦𝑚 

        Else 

          𝑦𝑡 =  𝑦𝑡  

        end 

end 

  Let 𝑅𝑐 = 𝑅𝑎 

Update the 𝑅𝑐 according to the Eqs.11a-11b 

End 

 until End of video sequences; 
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In this section, we describe the proposed approach which performs multi-regions detection and uses 

alternate template (MRAT) in detail. The main purpose of our method is to improve the robustness and 

accuracy of the correlation filter-based trackers for handling intense illumination change. First, we 

analyze the confidence of the objects obtained under intense illumination changes. Then, we combine 

parallel computation to detect multiple regions. Finally, we introduce our model update mechanism 

which saves an alternate template when illumination changes occur. We outlined our strategy in algorithm 

1 and display the flowchart of our approach in Figure 2. 

4.1 The confidence of target under illumination variation 

In the detection part of the tracking process, most of the CF trackers will take dense sampling through 

cyclic shift operations around the target region in the last frame. Then it will generate many candidate 

windows and each candidate window will be described by the appearance model. The appearance model 

is an important part of tracking algorithms, which mainly consists of two parts: visual representation and 

statistical modeling [32]. Visual representation uses different types of visual features to describe objects. 

Statistical modeling exploits statistical learning techniques to build the object models. Finally, we use 

Eq. (8) to compute the confidence of each window which represents the possibility of being the target 

and the one with the highest score is chosen to be the target. When the time interval is very small, the 

changes between the two consecutive frames are not very large, and the background around the target 

remains possibly unchanged. For this reason, the background information surrounding the target is 

helpful to find the target and the appearance model in the CF trackers usually larger than the target area 

as figure 3 shows. The visual features easily change dramatically when objects are in the strong light. In 

this case, the confidence score of the object will be very low. We first compute the similarity values 𝑆𝑣 

of two image patches which have the same foreground target, but the background is completely different. 

When the tracking failure occurs under intense illumination, the confidence score of the object is lower 

than a threshold 𝑇𝑎 which can be obtained by Eq.9. 

𝑇𝑎 =  
𝑆𝑣

𝜂
   (9) 

 

 

Figure 3. The image patch containing the target, which is in the yellow rectangular and the background 

context (the Blue areas) surrounding it. 

4.2 Multi regions detection based on parallel computing 

In order to make an accurate tracking of the object under intense illumination, we perform detection of 

the other 8 sub regions with the help of parallel computing simultaneously. Parallel computing can solve 

a computational problem by using multiple computing resources simultaneously. It is assumed that the 

target detection part in the tracking process is considered as a computational problem. The traditional 
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method is to search objects in one region. Now, we perform detection in another 8 regions and they have 

the same size as the original search region. In this way, we divide the computational problem of the 

detection part into 9 small sub problems that can be executed concurrently. Therefore, the detection of 

sub regions can be executed on different processors simultaneously to maintain high computational 

efficiency. If the other 8 search regions are adjacent to the original search region, this means that the 9 

search regions are adjacent to each other and have no intersection, which can lead to the following 

problems. When the part of the tracking target is beyond the boundary of the search region, it causes the 

target to be divided into two search regions and both of the two search regions fail to detect the target 

which ultimately lead to tracking failure. In order to get over this situation, we consider when the target 

is just in the boundary of one search area. The search area adjacent to it intersects with this region, and 

the intersected part just contains the target. Then the center distance of the two search regions is 

calculated in this case to obtain the location of the other 8 search regions. As mentioned above, the search 

region is 𝜌 times larger than the target. The position of the target in the previous frame is 𝑃𝑡−1(𝑥, 𝑦), 

the 𝓍 and 𝑦 are the central coordinate of the target, then the location of other 8 search regions can be 

calculated, see Eqs.10a-10h. 

 

𝑃1
𝑡 =  (𝑥, 𝑦 + (𝜌 − 1)𝑛)    (10𝑎)  𝑃2

𝑡 =  (𝑥, 𝑦 − (𝜌 − 1)𝑛)  (10𝑏) 

𝑃3
𝑡 =  (𝑥 + (𝜌 − 1)𝑚, 𝑦)   (10𝑐)    𝑃4

𝑡 =  (𝑥 − (𝜌 − 1)𝑚, 𝑦)  (10𝑑) 

𝑃5
𝑡 =  (𝑥 + (𝜌 − 1)𝑚, 𝑦 + (𝜌 − 1)𝑛)   (10𝑒)    𝑃6

𝑡 =  (𝑥 − (𝜌 − 1)𝑚, 𝑦 − (𝜌 − 1)𝑛)  (10𝑓) 

𝑃7
𝑡 =  (𝑥 + (𝜌 − 1)𝑚, 𝑦 − (𝜌 − 1)𝑛)   (10𝑔)    𝑃8

𝑡 =  (𝑥 − (𝜌 − 1)𝑚, 𝑦 + (𝜌 − 1)𝑛)  (10ℎ) 

 

Where 𝓂 and 𝓃 are the size of the target box, and 𝑃𝑛
𝑡  (𝑛 = 1 ⋯ 8) are the locations of the search 

regions in the current frame. The results of the 9 search regions are shown in Figure 4. 

 

 

Figure 4. The results of 9 search regions. The region in the center is the area which methods based on 

Discriminative Correlation Filter (DCF) use to detect objects. Other 8 search regions are generated 

according to the middle one by Eqs.10a-10h. 

 

After detecting in 9 regions simultaneously, each regions will give a candidate box to be the target with 

the confidence which represents the possibility of becoming the target. Then we choose a box with the 

highest confidence of these nine candidate boxes to be the final tracking result of this frame. We've added 

multiple search regions, and it is equivalent to expanding the search area which will lead to more 

background clutters. Background clutters means that the background has the similar color or texture as 

the target are included. Therefore, in order to prevent tracking error targets under illumination variation, 

the confidence of the 8 extra search regions should be higher than a threshold 𝒯𝑏. In this way, they can 
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be chosen as the final tracking result. 

4.3 Alternate template 

Because the target changes constantly in the process of tracking, we need to update the model in time so 

that it can adapt to the change of the target. In DCF trackers, each frame can produce a correlation filter 

(template) according to training schemes described above. Most of the correlation filter-based trackers 

adopt the real-time template (filter) updates, they update the correlation filter in every frame by 

combining the filter obtained from the previous frame with existing trained filter. The template is updated 

by Eqs.11a-11b, which linearly interpolates the obtained values of α and x with the ones from the 

previous frame, to provide the tracker with some memory of the target information in the previous frame 

to improve the robustness of tracking. Where t is current frame and θ is interpolation weights. The 𝛼̂ 

and 𝑥̂  are Discrete Fourier transform (DFT) of α and 𝓍 . The 𝑥̂𝑡  is the object appearance model 

trained by the current frame. The 𝛼̂𝑡 is the dual variable in the current frame. One problem with this 

approach is that when the template does not describe the target well under intense illumination conditions, 

it will cause the tracking to fail owing to the feature of the target has changed a lot and it can't match the 

template very well. In order to improve the performance of the tracker under illumination change, we 

have made improvements to the template update process by using alternate template. In the current frame, 

when illumination change occurs, the confidence values of the selected target will be lower than the 

threshold T𝑎, we save the correlation filter which has been trained from the previous frame as an alternate 

template 𝑅𝑎. An intense lighting event in the field of view can last for a period of time, after K frames 

covering the duration of this event, the intense light condition would have passed and the target will 

recover from it. At this point, we use the alternate template to detect the object and update the template. 

During the K frames, the existing template (context regression model) 𝑅𝑐 is used to detect the target 

and update the template. Meanwhile the template 𝑅𝑎 is in reserve and not updated.  

 

𝑋̂𝑡 = (1 − 𝜃)𝑋̂𝑡−1 + 𝜃𝑥̂𝑡          (11𝑎) 

 

𝐴̂𝑡 = (1 − 𝜃)𝐴̂𝑡−1 + 𝜃𝛼̂𝑡           (11𝑏) 

5. Experiment and Analysis 

We use a well-known benchmark dataset – Online object tracking: A benchmark (OTB2013) [33] to 

evaluate our proposed algorithm. The benchmark dataset contains 50 challenging video sequences with 

11 attributes, these are: illumination variation (IV), scale variation (SV), occlusion (OCC), deformation 

(DEF), motion blur (MB), fast motion (FM), in-plane rotation (IPR), out-of-plane rotation (OPR), out-

of-view (OV), background clutters (BC) and low resolution (LR) respectively. Each attribute represents 

a specific challenging factor in object tracking. One sequence may be annotated with many attributes. 

OTB2013 uses one-pass evaluation (OPE) to evaluate tracers, which is referred to an initial test sequence, 

from the initial position of first frame to the last frame to evaluate trackers. When doing quantitative 

analysis, two metrics: precision and success plots are used. The precision metric computes the distance 

precision (DP) rate of frames whose center location is within some certain distance with the ground truth 

location. The success metric computes the overlap success (OS) rate between the tracked and ground 

truth bounding boxes. Usually, it report the area under curve (AUC) of the success plot and precision 

score at 20 pixels threshold corresponding to the one-pass evaluation for each tracking method. 

Setup parameters.  
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The search region where most tracking algorithms use is 2.5 times larger the target, therefore the 𝜌 

which we use here is 2.5. We believed that when the target's confidence is less than 1.5 times the value 

𝑆𝑣, the tracking results under this setting would not be considered reliable and require re-detection, hence 

we set η = 1.5. The value 𝑆𝑣 which can be obtained by the method mentioned in section 3.2 is set to 

0.4. Based on Eq. 1, the threshold 𝑇𝑎  was set to 0.25. The threshold 𝒯𝑏  is set to 0.27, and if the 

confidence of other 8 regions is higher than it, we can adopt their results. For the template update, we set 

K = 4. This meant that after 4 frames, we would use the alternate template and no longer used the current 

template for testing and updating templates. 

5.1 Overall performance 

We conduct experiments on the OTB-2013 with comparisons to the baseline tracker (CCT) [34] which 

is one of the top performing trackers and other 7 state-of-the-art trackers, including ACFN-selNet [35], 

Staple [36], BIT[37], fDSST [38], SiamFC_3s [39], RPT [40] and CFNet-conv3 [41]. The performance 

results are illustrated in Figure 5 and Table 1. For the overall performance, the MRAT (Ours) obtains the 

best performance with an average DP of 83.4% in precision plots of OPE. In the success plots, our method 

MRAT also achieves excellent performance with the OS of 61.7% among these existing trackers. 

Compared with baseline the algorithm, our approach performs favorably against the CCT method with 

DP of 79.5% and OS of 59.4%. The results proves that our approach achieves good performance. The 

CFNet-conv3 uses the deep learning methods to represent object appearance and its performance with 

an OS of 61.0% is slightly weaker than our method. Overall, our method, MRAT, is shown to perform 

well both from the precision and success plots. This is unlike several other algorithms which only achieve 

good performance in either the precision or success plots such as ACFN-selNet tracker, which obtains 

the second-best score of 82.3% for DP but performs very poorly with the OS of 58.9% in the success 

plots. In addition, due to the adoption of a parallel framework, our method is able to achieve real-time 

tracking with speed of 28 frames per second (fps). 

 

Table 1.The results of our method and other 8 state-of-the-art trackers. The two best trackers are shown 

coloured in red and blue.  

 
CCT 

[34] 

ACFN-

selNet [35] 

Staple 

[36] 

BIT 

[37] 

fDSST 

[38] 

SiamFC_

3s [39] 

RPT 

[40] 

CFNet-

conv3 [41] 

MRAT 

(ours) 

DP 

(%) 
79.5 82.3 79.3 81.6 80.2 80.9 81.0 82.2 83.4 

OS 

(%) 
59.4 58.9 60.0 59.3 59.5 60.8 57.8 61.0 61.7 
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Figure 5. Precision and success plots using OPE on OTB2013. The numbers in the legend indicate the 

representative precisions at 20 pixels for precision plots, and the AUC scores for success plots. Our 

approach MRAT performs favorably against the other state-of-the-art trackers. 

5.2 The performance on the subsets with different challenging 

attributes 

In this section, we further analyze the performance of MRAT based on the attributes of image sequences 

in terms of 11 challenging factors. These attributes are useful for analyzing the performance of trackers 

in different aspects. For each challenging attributes, we do the performance evaluation on subsets with 

the challenging attributes in the benchmark. For example, when we evaluate the performance of the 

algorithms on the challenging attribute of scale variation. In the benchmark, there are 29 video sequences 

that are tagged with this challenging attribute, so we will perform experiment to evaluate the performance 

of the algorithms on these 29 video sequences. Here, we provide the overlap success plots in Figure 6, 

and the details of the attribute-based performance is shown in Table 2. The main purpose of our paper is 

to deal with tracking problem under intense illumination variation conditions, and the proposed MRTA 

method achieves remarkable improvements over the baseline method (CCT) that it has about 3.87% 

improvement in OS. In the sequences which contain illumination variation, our method MRAT is the 

second-best algorithm, with the OS of 58.3% among all the algorithms. The fDSST which proposes a 

novel scale adaptive tracking method has a slightly improved performance with an OS of 59.1%. From 

the results, it clearly shows that it is able to deal with the tracking well under the conditions of 

illumination variation and our method achieves superior performance and robustness in these scenarios. 

We note that the proposed tracking method also performs well in dealing with challenging factors 

including background clutters, deformation, out-of-plane rotation, in-plane rotation, out-of-view, 

occlusion and scale variation.  
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Figure 6. The success plots over 11 tracking challenging attributes of FM, BC, MB, OPR, DEF, SV, IV, 

OCC, OV, LR and IPR. The AUC values of each tracker are included in the legend. Our improved 

algorithm gets outstanding performance compared with other 8 algorithms especially in scenarios with 

illumination variation (IV). 

 

Table 2: OS scores of our approaches compare with other 8 outstanding trackers on 11 Challenging 

attributes in OTB-2013. First, second, and third trackers are marked in red, blue, and green fonts, 

respectively. 

 FM BC MB DEF IV OCC OPR OV SV LR IPR 

CCT [34] 53.3 57.7 51.3 61.7 56.1 61.0 57.8 63.0 55.1 43.3 54.7 

ACFN-selNet[35] 50.2 53.7 48.6 62.2 53.7 58.1 58.5 60.9 56.0 33.1 56.0 

Staple [36] 50.8 57.6 54.1 61.8 56.8 59.3 57.5 54.7 55.1 43.8 58.0 

BIT[37] 50.4 56.6 52.1 61.0 56.0 62.8 59.5 55.2 56.6 32.4 55.7 

fDSST [38] 55.3 61.7 59.1 56.2 59.1 55.4 56.6 55.6 56.4 39.5 57.7 

SiamFC_3s [39] 54.4 54.8 51.6 54.4 53.6 59.8 59.0 63.5 60.1 49.9 57.0 

RPT [40] 56.1 61.4 57.6 53.7 55.9 53.3 55.5 57.6 53.8 36.3 56.9 

CFNet-conv3 [41] 52.0 56.8 53.5 58.1 53.1 56.6 58.3 42.3 58.4 43.4 56.5 

MRAT (proposed) 51.4 59.2 49.7 64.3 58.3 62.3 61.4 61.2 57.8 36.8 58.9 

 

5.3 The tracking visualization results on challenging sequences 

We compare our algorithm to the basic trackers on some challenging sequences, which are mainly 
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under intense illumination changes as shown in Figure 7. As we can see, when intense illumination 

changes occur, the baseline tracker (CCT) obviously can't keep up with the target, but our MRAT can 

deal with this kind of scene very well. The results in the figure demonstrate that our method has an 

improved tracking effect in the case of intense illumination changes. 

 

 

 

 

Ground-truth                    MRAT                 CCT 

Figure 7. Tracking results of ours (MRAT) and CCT (Baseline) on four challenging sequences. The 

names of them from top to down are Shaking, Tiger1, Sylvester and Tiger2. 

6. Conclusion  

Object tracking is the key technology of intelligent video surveillance, and it is the basis of computer 

intelligent recognition and analysis. Illumination change is a common challenge in intelligent 

surveillance systems. In order to deal with target tracking tasks in varying lighting conditions, we put 

forward a novel strategy for object tracking in this paper, which performs multi regions detection and 

uses an alternate template (MRAT) based method. Further, In order to improve the speed of calculation 

and meet the requirements of real-time tracking, we combine our method with parallel computing. We 

conducted extensive experiments comparing our approach with other state of the art tracking algorithms. 

The results show that, the proposed approach has improvement of adaptability and robustness for intense 

illumination variation. Moreover, our strategy (MRAT) can be combined with other strategies such as 

taking advantage of divide-and-conquer strategy in order to track multiple objects based on the single 

object tracking algorithms. This is able to provide a unifying platform to deliver this new breed of 

emerging services and enable the development of new urban surveillance and monitoring applications. 

Our future work will aim to address other challenges such as fast motion in tracking to achieve more 

accurate tracking. 
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