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We use the coexisting phases approach to calculate melting phase diagrams of several Fe-C interac-
tion potentials, such as Embedded Atom Method (EAM) potential of Lau et al. [Phys. Rev. Lett. 98,
215501 (2007)], EAM potential of Hepburn and Ackland [Phys. Rev. B 78, 165115 (2008)], and two
flavours of the Analytic Bond Order potential (ABOP) of Henriksson and Nordlund [Phys. Rev. B
79, 144107 (2009)]. Melting of both bcc (ferrite) and fcc (austenite) crystals is investigated with
C concentrations up to 5 wt%. The results are compared with the experimental data and suggest
that the potential of Hepburn and Ackland is the most accurate in reproducing the melting phase
diagram of the ferrite, although the austenite cannot be stabilized at any C concentration for this
potential. The potential of Lau et al. yields the best qualitative agreement with the real phase dia-
gram in that the ferrite-liquid coexistence at low C concentrations is replaced by the austenite-liquid
coexistence at higher C concentrations. However, the crossover C concentration is much larger and
the ferrite melting temperature is much higher than in the real Fe-C alloy. The ABOP of Henriksson
and Nordlund without the Ziegler-Biersack-Littmark (ZBL) correction correctly predicts the relative
stability of ferrite and austenite at melting, but significantly underestimates the solubility of C in
the solid phases, while the same potential with the ZBL correction predicts the austenite to be more
stable compared to the ferrite at all C concentrations near the melting transition.

Highlights

• Coexisting phases approach is used to compute the phase diagrams of Fe-C model alloys;

• Melting phase diagrams are computed for the fcc and bcc crystals;

• Fe-C models described by Embedded Atom Method and Analytic Bond Order potentials;

• The results are compared with the melting phase diagram of the real Fe-C alloy.
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I. INTRODUCTION

Iron and iron-based alloys are of considerable interest
for the materials modelling community because of the im-
mense technological importance of steels. Understanding
the melting properties of these materials is essential since
they determine microstructure of steels which is impor-
tant in applications such as casting and welding. Molecu-
lar simulation of such materials can offer insight into the
formation and evolution of microstructures during solid-
ification. However, most of the interatomic potentials
developed for iron and iron-based alloys are optimized at
lower temperatures, and the melting properties of these
model potentials are rarely explored.

In this work we investigate the melting properties of
several Fe-C model potentials. We study the Fe-C alloy
with relatively low C concentrations, up to about 20 at%
(5 wt%), and therefore explore the melting of ferrite and
austenite, but not of cementite. The experimental phase
diagram of the real Fe-C system is shown in Figure 1. The
key feature of the diagram at temperatures near melting
is the interplay between the bcc phase, known as the
δ-iron or δ-ferrite, at low C concentrations and the fcc
phase, or γ-iron (austenite), at higher C concentrations1.
For pure iron (C = 0), the bcc crystal (δ-ferrite) is stable
from the melting temperature of 1811 K down to 1667 K,
where it is replaced by a more stable fcc crystal (austen-
ite).

Carbon is an interstitial impurity in both fcc and bcc
iron crystals, occupying predominantly octahedral sites
(middle of edges and the centre of the fcc unit cell and
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FIG. 1: Experimental temperature-concentration phase dia-
gram of the Fe-C system. Adapted from Ref. 1

middle of faces and edges of the bcc unit cell). Since car-
bon more readily dissolves in the fcc crystal, its presence
stabilises the γ phase relative to the δ phase, which is
also confirmed in the measurement of relative free ener-
gies of bcc and fcc Fe-C crystals in model systems2. This
manifests itself in the disappearance of the δ phase from
the phase diagram at C >∼ 0.4 at% and the replacement of
the δ-liquid coexistence with the γ-liquid coexistence at
T < 1766 K (below the horizontal black line in Figure 1).
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While we do not expect that a model Fe-C potential
will reproduce exactly the phase diagram structure of
the real system, it would be desirable to obtain at least
a qualitative agreement with the experimental results.
Unfortunately, to the best of our knowledge, most of the
studies to date have focused on the properties of the low
temperature α-ferrite3–5, while those where the melting
of Fe or Fe-C systems was considered, only one phase
melting was investigated6. Therefore, to the best of our
knowledge, the present investigation is the first which
investigates the interplay between the melting properties
of fcc and bcc phases in the Fe-C system.

The rest of the paper is organised as follows. In Sec-
tion II we present the methodology of calculating the
solid-liquid coexistence properties of the Fe-C system. In
Section III we briefly discuss the model potentials which
we investigate in this work. The results are presented in
Section IV, with conclusions in Section V.

II. METHODOLOGY

Phase diagrams for multicomponent systems can be
obtained by a combination of the common tangent
construction7 and the Gibbs-Duhem integration8. The
common tangent construction requires calculation of
Gibbs free energies of different phases as functions of
temperature, pressure, and concentrations of various
components9. Such calculations are usually quite com-
plicated and computationally demanding, especially for
dense solid and liquid phases. Nevertheless, they have
been used to determine solid-liquid and solid-solid phase
boundaries in Fe-based metal alloys. For example,
Lopasso et al.10 used this approach to determine the
Fe-Cu phase diagram, while Sak-Saracino and Urbassek
calculated the fcc-bcc phase boundary in a model Fe-C
alloy2 with different C concentrations.

A simpler alternative to the evaluation of the Gibbs
free energies is to carry out a simulation of the two phases
coexisting within the same simulation box and separated
by an interface. If the simulation conditions are close
to coexistence, then the two phases will remain in rela-
tive equilibrium during the simulation. Otherwise, a net
melting or freezing will be observed in the simulation, de-
pending on whether the simulation conditions are within
the liquid or solid phase, respectively. By performing
simulations at a number of different conditions, it is pos-
sible to determine the location of the phase coexistence
line. This approach was successfully applied to determine
the solid-liquid coexistence conditions in hard and soft
spheres and Lennard-Jones system11–13, several models
of water14,15, many metals6,16,17, as well as more com-
plex molecular crystals18.

Typically, the method of coexisting phases cannot be
used directly to investigate the melting properties of mul-
ticomponent materials due to very slow inter-diffusion of
the components, especially in the solid phase. However,
in the case of the Fe-C alloys with low C concentrations,
the direct coexistence method benefits from the fact that
carbon diffuses relatively well both in the liquid and solid
phases at temperatures close to melting. Therefore, we
have used the coexisting phases approach in our simula-

tions.

To set up the coexistence simulations, we first prepared
separate solid (fcc or bcc) and liquid systems with given C
concentrations. Carbon atoms were initially placed ran-
domly at the octahedral sites in the solid phase. The solid
system was equilibrated at given pressure and tempera-
ture using Berendsen thermostat and anisotropic baro-
stat, where the simulation box dimensions, Lx, Ly, and
Lz are allowed to fluctuate independently. The liquid sys-
tem was initialised in the same way as the solid, but then
melted in a simulation run with the thermostat at 3000 K,
followed by an equilibration run at the same temperature
as the solid system, with anisotropic Berendsen barostat
where only Lz is allowed to vary. The typical size of
the solid and liquid systems was about Lx ≈ Ly ≈ 40 Å,

Lz ≈ 80 Å with about 10 000 Fe atoms. The orienta-
tion of bcc and fcc crystals in the solid system was (100).
The two systems were then combined in a single simula-
tion volume with 1 Å gaps between the two systems along
the z axis, preceded by a small constant volume scaling
of the liquid system in order to match the Lx and Ly

dimensions of the solid system. Potential energy min-
imisation was performed in order to remove high-energy
states of any solid and liquid atoms that happen to be too
close. Coexistence simulations were carried out on the
combined solid-liquid system of approximate dimension
Lx ≈ Ly ≈ 40 Å, Lz ≈ 160 Å with about 20 000 Fe atoms.
The system size is relatively large in order to have a suf-
ficient range of equilibration through freezing/melting at
the solid-liquid interfaces and relatively stable locations
of the interfaces in the equilibrated systems, which ex-
hibit capillary fluctuations. In all the simulation runs
the barostat pressure was 1 atm.

Coexistence conditions for the solid and liquid phases
of the Fe-C system are characterised by the equality of
temperature, Ts = Tl, pressure Ps = Pl, and chemi-
cal potentials of the two components: µFe,s = µFe,l and
µC,s = µC,l. While temperature and pressure equilibrate
to the given thermostat and barostat conditions rela-
tively quickly through the balance of kinetic energies and
forces, the equilibration of chemical potentials is achieved
through much slower processes of melting/freezing at the
solid-liquid interfaces and the diffusion of carbon atoms
between the two phases across the interfaces. When the
initial conditions are far from coexistence, we observe sig-
nificant freezing or melting at the interfaces, up to a com-
plete freezing or melting of the whole system. Otherwise,
the system reaches equilibrium coexistence conditions af-
ter sufficiently long simulations with significant fractions
of both phases present in the simulation volume. Typi-
cal simulation runs of 8-10 ns were required to reach the
equilibrium conditions, but in some cases (especially at
lower temperatures) the runs were extended to 20-30 ns
in order to allow the C concentrations in the solid and
liquid to equilibrate.

In order to ascertain that equilibrium C concentrations
were reached in the solid and liquid phases, we also per-
formed control simulations starting from initial C con-
centrations on the opposite side of the coexistence line.
For example, if during equilibration we observed net flow
of C atoms from solid to liquid due to initial excess of C
atoms in the solid compared to the coexistence concen-
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FIG. 2: Average number densities and C concentration pro-
files for the bcc-liquid system at T ≈ 2030 K for the Fe-C
model potential by Lau et al.3. Thick red lines indicate fil-
tered density profiles, Γ(z); vertical dashed blue lines indicate
positions of the solid-liquid interfaces; shaded areas indicate
interfacial regions.

tration, we initiated another simulation run at the same
temperature and lower C concentrations in the solid, ob-
serving the opposite net flux during equilibration and
convergence to the same, within statistical uncertainty,
C concentrations in the solid and liquid phases as in the
previous run.

Once the equilibrium of the solid-liquid system was
reached, the measurements of Fe and C number densi-
ties, ΓFe and ΓC, in the bulk solid and liquid phases at
coexistence were taken during a subsequent 2 ns NV T
simulation run with the Nosé-Hoover thermostat. Fe and
C number density profiles as functions of z, averaged in
the bins of width approx. 1/10-th of the interlayer spacing
in the solid phase. An example of the time-averaged Fe
and C density profiles in the bcc-liquid system is shown
Figure 2. To suppress the density oscillations in the solid
and determine the average solid and liquid densities, a
finite impulse response filter was applied to the density
profiles11

Γ(zi) =

n∑
j=−n

wjΓ(zi+j) , wi =
e−5(i/n)2∑n

j=−n e−5(j/n)2
, (1)

where zi = z + i∆z with ∆z being the width of the
bins. The factor 5 in the exponent and the parameter
n = 20 (twice the number of bins in the crystal interlayer
spacing) have been determined to be optimal for filtering
out the crystal density oscillations. The filtered profiles
are shown in Figure 2 with the thick red lines. The C
concentration profile in the bottom plot of the Figure was
calculated from the filtered density profiles

xC(z) =
ΓC(z)

ΓFe(z) + ΓC(z)
. (2)

The positions of the interfaces, indicated by the vertical

dashed blue lines, were identified with the z coordinate
where the magnitude of the Fe density profile oscillations
was approximately half of that in the bulk solid. The
shaded areas indicate interfacial regions. The width of
the regions, 24 Å, was chosen large enough to remove
its effect on the computed average bulk properties. The
average Fe and C number densities were obtained from
the unshaded intervals of the density profiles.

We have conducted our simulations with the DL POLY
package19, which we have modified to enable certain fea-
tures of the interaction potentials used in this study and
to monitor equilibration of the solid-liquid system.

III. FE-C MODEL POTENTIALS

Several different model potentials for the Fe-C system
can be found in the literature2–5,20–22. Since most of
these potentials have been developed to model ferrite or
cementite at temperatures far below melting, their ability
to describe the properties of Fe-C system at temperatures
close to melting is not known. For our computation of
the melting phase diagrams, we chose to investigate the
Embedded Atom Model (EAM) potentials of Lau et al.3

and of Hepburn and Ackland21, and the Analytic Bond
Order (ABOP) potential of Henriksson and Nordlund22.

Among the Fe-C potentials that we did not investi-
gate due to the limitations of our DL POLY implemen-
tation of the interaction models we would like to mention
the 2nd-Nearest Neighbour Modified Embedded Atom
Model (MEAM) by Lee5 and the model proposed by Sak-
Saracino and Urbassek2, which combines the Fe-Fe EAM
parametrisation by Meyer and Entel23, pairwise potential
of Johnson et al.24 or Rosato25 for the Fe-C interactions,
and the Tersoff potential for the C-C interactions26. Even
though the melting phase diagrams for these models have
not been calculated, they may be suitable for modelling
melting properties of the bcc and fcc Fe-C alloy at low
C concentrations. The relevant studies for the MEAM
potential are by Timmerscheidt et al.27 on carbon dif-
fusion in fcc iron, and characterisation of cementite and
cementite-liquid inteface by Liyanage et al.28, while the
model proposed by Sak-Saracino and Urbassek has been
used to study the α↔ γ solid-solid transitions in bulk29

and in nanowires30.

A. EAM potential by Lau et al.3

This EAM potential for the Fe-C system was developed
primarily for the accurate description of the bcc α-ferrite
supersaturated in C with particular emphasis on accurate
prediction of configurations and energetics of point defect
clusters. The form of the EAM potential and the Fe-Fe
interaction parameters were those proposed by Rosato25,
while the Fe-C and C-C interactions were parametrised
to match the experimental and DFT results for the con-
figurations and formation energies of different carbon-
vacancy point defect clusters. As far as we know, this
potential has not been tested at higher temperatures or
for modelling the austenite phase, but the simple EAM
form of the potential, which is easily implementable in
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DL POLY, makes it an attractive candidate for our in-
vestigation.

B. EAM potential by Hepburn and Ackland21

This potential was also developed for modelling the α-
ferrite phase of the Fe-C system with correct description
of the interaction of iron and carbon across a wide range
of defect environments, particularly reflecting the large
solvation energy of carbon in iron. The Fe-Fe interaction
parameters were inherited from Ref. 31, which is based on
the EAM potential by Mendelev et al.32, developed with
the view of modelling both the bcc crystal and liquid
phases of iron. As such, it is expected to be well suited
for modelling the bcc-liquid coexistence conditions.

C. ABOP by Henriksson and Nordlund22

The Analytic Bond-Order potential (ABOP) formal-
ism has a functional form similar to that of Brenner33

and Tersoff34 potentials, and has been used to describe
interaction of elements with different bonding types, in-
cluding metals, semiconductors, and their combinations.
Henriksson and Nordlund22 adopted the Fe-Fe ABOP pa-
rameters from Müller, Erhart, and Albe35, the C-C inter-
action parameters from Brenner33, and derived the Fe-C
parameters to match relatively well the properties of ce-
mentite Fe3C, carbides Fe7C3 and Fe4C, and some point
defect systems available from experiments and density
functional theory calculations.

The Fe-Fe ABOP35 is, to the best of our knowledge,
the only Fe potential designed to reproduce the α–γ–δ
solid phase transitions in pure iron. According to Ref. 35,
with increasing temperature, the model predicts a bcc-
fcc transition at 1030 K (compared to 1184 K for the α–γ
transition of the real Fe) and an fcc-bcc transition at
2210 K followed by the bcc melting point at 2270(20) K,
corresponding to 1665 K for the real γ–δ transition fol-
lowed by the 1811 K melting temperature of real δ-iron.

Our solid-liquid coexistence simulations yield the bcc
phase melting temperature of 2284(5) K. We have also
determined the fcc melting temperature in the fcc-liquid
coexistence simulations, which is 2270(5) K. The fact that
the melting temperature of the fcc phase is lower than
that of the bcc phase indicates that the fcc phase is less
stable at these temperatures. (Note that, even though
the fcc phase is less stable than bcc, the fcc phase in
the fcc-liquid coexistence simulations is stabilised by the
periodic boundary conditions commensurate with the fcc
crystal.)

In order to simulate high-energy events that occur, for
example, during sputtering, Henriksson and Nordlund in-
troduced a short-distance modification of the ABOP po-
tential

Ṽ (r) = F (r)VABOP(r) + [1− F (r)]VZBL(r) , (3)

where r is the distance between a pair of atoms,
VABOP(r) is the original ABOP potential, VZBL(r) is
the Ziegler-Biersack-Littmark potential36, and F (r) =

(1+exp[−bf (r−rf )])−1 is the Fermi-Dirac function with
two fitting parameters rf and bf .

Henriksson and Nordlund state22 that the function
F (r) is sufficiently short-ranged, so that the equilib-
rium properties of the original ABOP potential are main-
tained. However, in our preliminary investigations we
have noticed that the ZBL modification has significant
effect on the melting properties of the model. In partic-
ular, the melting temperature of the bcc phase increases
by about 60 K to become 2341(5) K, while that of the
fcc phase increases by about 100 K to become 2371(5) K.
As a result, the fcc phase becomes more stable than bcc
and so the modified ABOP model no longer predicts the
fcc-bcc solid phase transition, which corresponds to the
γ–δ transition in real iron. This, of course, has funda-
mental consequences for the qualitative structure of the
Fe-C phase diagram.

The reason that the ZBL modification has an effect on
the equilibrium properties of the ABOP model of iron is
that at temperatures around 2300 K the iron atoms ap-
proach each other to within about 1.9Å. With parameters
rf = 0.9Å and bf = 2.9Å−1 for the Fe-Fe interactions,
the value 1−F (1.9) ≈ 0.06 is still relatively large, so that
the ZBL correction, which is much more repulsive than
the ABOP at these distances, has significant influence on
the interaction of iron atoms at short distances. At the
same time, parameters of the switching function for the
Fe-C and C-C interactions are such that the ZBL correc-
tion is insignificant at the minimal approach distances
between Fe and C atoms.

In order to provide a link with the qualitatively cor-
rect description of pure Fe phase diagram by the ABOP
potential of Müller, Erhart, and Albe35, in this paper,
we present Fe-C melting phase diagram for the ABOP
model both with and without the ZBL correction.

IV. RESULTS

Here we present results of our calculations of the fcc
and bcc Fe-C alloy melting phase diagrams for the model
potentials discussed in the previous section. We present
the phase diagram in the temperature versus C concen-
tration plane, as well as the solid and liquid densities of
Fe at coexistence conditions.

A. Lau et al. potential

Figure 3 shows results for the melting phase diagram
obtained using Lau et al. EAM potential3. The cor-
responding densities of solid and liquid phases at the
coexistence conditions as functions of temperature are
shown in Figure 4. The melting phase diagram for this
model potential agrees qualitatively with the experimen-
tal phase diagram in that the bcc-liquid coexistence at
lower C concentrations is replaced by the fcc-liquid co-
existence at higher C concentrations. However, quan-
titative agreement with the experiment is rather poor.
First of all, the melting temperature of pure Fe bcc solid
is about 2400K, which is about 600K higher than ex-
perimental melting temperature of pure Fe, so the whole
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FIG. 3: Phase diagram for the EAM potential by Lau et al.3

The horizontal black line indicates the estimated crossover
between the bcc-liquid and fcc-liquid coexistence conditions.
Horizontal error bars indicate 95% confidence intervals in the
measured C concentrations. Confidence intervals in the tem-
perature measurements are smaller than the size of the sym-
bols. The data points are connected as a guide to the eye
only. The thin black lines indicate the experimental phase
diagram.
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FIG. 4: Fe number density along the solid-liquid coexistence
lines for the EAM potential by Lau et al.3 The vertical black
line indicates the estimated crossover between the bcc-liquid
and fcc-liquid coexistence conditions. Vertical error bars in-
dicate 95% confidence intervals in the measured number den-
sities of Fe. The data points are connected as a guide to the
eye only.

bcc phase diagram is shifted to higher temperatures com-
pared to experimental data. This reflects the properties
of Rosato’s parametrisation25 of the EAM potential for
pure Fe.

Also, the bcc-liquid coexistence phase extends to much
higher C concentrations than the δ-iron-liquid coexis-
tence in the real system. The cross-over from the bcc-
liquid to the fcc-liquid coexistence conditions appear as
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FIG. 5: Phase diagram of the EAM potential by Hepburn
and Ackland21. Other notations are explained in Figure 3
caption.
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FIG. 6: Fe number density along the solid-liquid coexis-
tence lines for the EAM potential by Hepburn and Ackland21.
Other notations are explained in Figure 4 caption.

the intersection of the bcc-liq and fcc-liq coexistence lines
in Figure 3, as well as the intersection of the liquid phase
density lines as functions of temperature in Figure 4.

B. Hepburn and Ackland potential

The melting phase diagram for the EAM potental
of Hepburn and Ackland21 is shown in Figure 5, with
the corresponding densities of the phases at coexistence
shown in Figure 6. It can be seen that this potential
is much better than that of Lau et al. at reproducing
the melting properties of the bcc phase. However, the
fcc phase is not shown because, according to our simu-
lations, the fcc crystal is structurally unstable at all the
studied temperatures and C concentrations.
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FIG. 7: Phase diagram of the ABOP potential by Henriksson
and Nordlund22. Other notations are explained in Figure 3
caption.
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FIG. 8: Fe number density along the solid-liquid coexistence
lines for the ABOP potential by Henriksson and Nordlund22.
Other notations are explained in Figure 4 caption.

C. ABOP by Henriksson and Nordlund

Figure 7 reports results obtained with the Analytic
Bond Order Potential proposed by Henriksson and Nord-
lund22. The corresponding Fe densities at coexistence are
shown in Figure 8. As discussed in Section III C, even
though the Fe-Fe part of this potential is adopted from
Müller, Erhart, and Albe35, which predicts the fcc-bcc
transition on increasing temperature near melting, the
ZBL correction introduced by Henriksson and Nordlund
modifies the short-range interaction between Fe atom,
leading to a relative stabilisation of the fcc phase. As a
result, the fcc phase of the Fe-C alloy is more stable than
the bcc phase near melting at all studied C concentra-
tions. Note that it is possible to reliably determine the
melting properties of the bcc phase in the bcc-liquid co-
existence simulations due to the stabilising effect of the
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FIG. 9: Phase diagram of the ABOP potential by Henriksson
and Nordlund22 without the ZBL correction. Other notations
are explained in Figure 3 caption.
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FIG. 10: Fe number density along the solid-liquid coexistence
lines for the ABOP potential by Henriksson and Nordlund22

without the ZBL correction. Other notations are explained
in Figure 4 caption.

periodic boundary conditions. So, unlike the potential of
Hepburn and Ackland, where the fcc phase could not be
stabilised at all, here the bcc phase is metastable with a
sufficiently deep local free energy minimum to allow such
stabilisation.

Compared to the experimental phase diagram, we see
that, like in the case of Lau et al. potential, the melting
of the Henriksson and Nordlund ABOP model is shifted
to higher temperatures (due to the higher melting tem-
perature of pure Fe in the model of Müller, Erhart, and
Albe35). Also, we see in Figure 7 that the solubility of
C in the fcc and (metastable) bcc crystals at melting is
much lower than in experiments.
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D. ABOP by Henriksson and Nordlund without
ZBL

The melting phase diagram of the Henriksson and
Nordlund ABOP without the ZBL correction is shown in
Figure 9 with the corresponding Fe densities in Figure 10.
We now observe a crossover from the bcc-liquid coexis-
tence at higher temperatures to the fcc-liquid coexistence
at lower temperatures. This is in qualitative agreement
with the experimental phase diagram, although, as in the
case with the ZBL, the melting temperature of both the
bcc and fcc crystal alloys is too high and the C concen-
trations in the bcc and fcc crystals is too low, especially
in the case of the fcc phase.

V. CONCLUSIONS

In this study we have demonstrated that the coexist-
ing phases approach can be successfully used to calculate
the melting phase diagram of model Fe-C alloys. The
success of this approach is enabled by a sufficiently high
diffusivity of carbon interstitials in the bcc and fcc crys-
tal lattices of Fe atoms, which enables equilibration of C
concentrations in 10-30 ns simulations runs.

Compared to the methods for determining phase di-
agrams through calculation of free energies9, the coex-
isting phases approach is much simpler to implement,
even if it does require significant computational resources
to carry out long simulations of relatively large systems
equilibrated at many thermodynamic states. There exist
various techniques that would allow using smaller sys-
tem sizes and/or enable accelerated system equilibration
and sampling of the equilibrium two-phase states. For
example, one could utilise Grand or Semi-Grand Canon-
ical ensemble Monte Carlo simulations to arrive at the
coexistence conditions for the solid and liquid phases.
One could also attempt C atom insertion/deletion moves
to accelerate the C concentration equilibration or utilise
Hamiltonian Replica Exchange approach37, where repli-
cas with weaker Fe-C interactions would promote faster
diffusion of C atoms throughout the system. These tech-
niques, however, would be more complex to implement,
and so we opt to use simpler direct methods, profiting
from faster and larger modern computing facilities. Of
course, for other solid-liquid systems, or for the Fe-C
system at higher pressures, were the equilibrium con-
centrations of multi-component systems cannot be reach
through natural diffusion of the components, the use of
such more complicated simulation techniques is unavoid-
able.

Using the direct coexisting phases approach, we have

investigated three model potentials for the Fe-C alloy
with a specific focus on the ability of these models to re-
produce the experimentally observed crossover from the
δ-liquid coexistence at low C concentrations to the γ-
liquid coexistence at higher C concentrations. We ob-
served that none of the three investigated model poten-
tials reproduce all the features of the experimental melt-
ing phase diagram. Lau et al. EAM potential3 has cor-
rect qualitative features, but the fcc phase is much less
stable and is stabilised at much higher C concentrations
compared to the real alloy. Hepburn and Ackland EAM
potential21 is the best among the three at reproducing
the bcc-liquid phase diagram, but fails to predict the ex-
istence of the stable fcc solid phase at higher C concentra-
tions. Henriksson and Nordlund ABOP22 fails to predict
the bcc-fcc crossover due to the ZBL correction, which
they introduced to simulate high-energy events. With-
out this correction, the ABOP potential is qualitatively
consistent with the real phase diagram, although it pre-
dicts higher than experimental melting temperatures of
the bcc and fcc crystals as well as much lower solubility
of C in the solid phase, especially the fcc crystal.

It is clear from our research that more work is required
in order to develop a Fe-C alloy model potential that cor-
rectly predicts the melting properties of this system. Re-
cently, a re-parametrisation of the MEAM potential has
been proposed to improve the high-temperature proper-
ties of pure Fe, including the melting transition38. How-
ever, this work only focused on the bcc phase, while it is
not clear whether the MEAM potential would be better
than the investigated EAM and ABOP at predicting the
crossover between the melting of the bcc and fcc phases.
Such crossover may be better modelled by the Fe-C po-
tential based on the Meyer and Entel EAM parameter-
isation for pure Fe23, as proposed by Sak-Saracino and
Urbassek2, since, similar to the ABOP model of pure Fe
by Müller, Ergart, and Albe35, the Meyer-Entel model
at low temperatures exhibits a metastable fcc phase,
which is stabilised relative to the bcc phase at higher
temperature39 and/or by the presence of carbon2.
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