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Abstract—Unmixing is an important issue of hyperspectral 

images. Most unmixing methods adopt linear mixing models for 

simplicity. However, multiple scattering usually occurs between 

vegetation and soil in a bilinear scene. Thus, non-linear mixing 

problems which are difficult to be solved should be taken into 

consideration under this circumstance. In practice, both linear 

and non-linear spectral mixtures exist in hyperspectral scenes. 

Considering the characteristics of different regions in images, we 

propose a hybrid unmixing algorithm for hyperspectral images 

based on region adaptive segmentation (RASU). Our method uses 

a standard K-means clustering algorithm to obtain different 

regions, including homogeneous regions and detailed regions. The 

model of the homogeneous regions is assumed to be linear, which 

will be pursued using the method of sparse constrained 

non-negative matrix factorization (SNMF), and the mixing in the 

detailed regions is assumed to be based on a non-linear model. We 

also propose a new non-linear unmixing method, called graph 

regularized semi-nonnegative matrix factorization (GNMF), 

which considers the manifold structure of hyperspectral data as 

the unmixing method to deal with the detailed regions. Finally, by 

combining the two regions, we obtain the abundance of the whole 

hyperspectral image. The proposed method cannot only achieve 

more precise abundance, but also be good at keeping the edge 

information of the bilinear abundance. The experimental results 

on both synthetic and real data also show that the proposed 

method is effective for improving the unmixing accuracy of 

hyperspectral remote sensing images. 

 
Index Terms—Hyperspectral unmixing, Region segmentation, 

Sparse constraint. 

 

I. INTRODUCTION 

 yperspectral remote sensing has been widely applied in 

many fields due to three unique characteristics, namely, 

space, radiation and spectrum. The research on 

hyperspectral image analysis includes feature extraction, 

dimensionality reduction, classification, and unmixing 

[1][2][3][4]. In the past few years, this research has obtained 

broad attention in the scientific community [5][6]. Due to the 

complexity of objects and the spatial resolution of the remote 

sensors used to capture the images, it is common to observe 

mixed pixels in a remote sensing image, especially a 

hyperspectral image. Therefore, hyperspectral unmixing 

becomes more and more important in the research community 

[5]. 

Hyperspectral unmixing refers to a process that separates the 

pixel spectra of a hyperspectral image into a collection of 

constituent spectral, or spectral signatures called endmembers 

and a set of fractional abundances [6]. Due to the low spatial 

resolution of a hyperspectral spectrometer and complexity of 

natural surface features, the spectrum of a single pixel cannot 

necessarily reflect the characteristics of a single material, and it 

may be a mixture of several different spectrum of materials [7]. 

Therefore, hyperspectral unmixing is often adopted for 

preprocessing hyperspectral data. Unmixing is an ill-posed 

inverse problem for various environmental conditions and data 

sets, and it is a challenging problem to solve as well [6][8].   

Unmixing algorithms depend on the types of mixing [6]. 

Standard spectral unmixing models can be divided into two 

categories, linear and non-linear mixing models [9]. Linear 

mixing models hold when the mixing scale is macroscopic 

[10-13]. It should be noted that linear mixture models (LMMs) 

assume minimal secondary reflections and/or multiple 

scattering effects in the data collection procedure, and hence 

the measured spectra can be expressed as a linear combination 

of spectral signatures of the materials presented in the mixed 

pixels [14]. Although LMM is not always the best model to use, 

especially in the case of strong non-linearity, LMM is still 

recognized in many real-world scenarios and can be accepted 

due to its simplicity. Besides, the explanation of the linear 

analysis is straightforward. 

LMMs have been widely studied and applied in recent years 

[15]. Traditional linear spectral unmixing algorithms usually 

consist of two steps: 1) endmember extraction [16], [17] and 2) 

abundance estimation [18-20]. For the first step, referring to as 

endmember extraction, a preliminary understanding of the 

study area should be made beforehand. Then endmembers are 

extracted after the numbers of endmembers are estimated and 

determined. The algorithms for the extraction of endmembers 

can be divided into the following categories: geometrical-, 

statistical- and sparse regression-based approaches. Vertex 

component analysis (VCA) [21] is a geometrical-based 

approach that iteratively projects data onto a direction 

orthogonal to the subspace spanned by the already determined 

endmembers. In addition, minimum volume simplex analysis 

(MVSA) [22] is also a geometrical-based method. With the 

simplex identification through variable splitting and augmented 

Lagrangian (SISAL) algorithms [23], it was implemented using 

the concept of minimum volumes. The system robustness is 

demonstrated by allowing the positivity constraint to be 

violated [6]. The sparsity-based methods have also been 

adopted for unmixing based on LMM in recent years. The 

sparse unmixing algorithm via variable splitting and augmented 
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Fig. 1.  The flowchart of the proposed method. 

methods, generally assuming that the number of endmembers 

participating in each pixel is low [25]. Finally, the assumption 

of the collaborative SUnSAL (CLSUnSAL) [26] is that all the 

pixels in a hyperspectral image share the same active set of 

endmembers. 

However, on the other hand, LMM is not a suitable 

approximation in some situations. Due to the complicated 

relationship between the actual terrain and the influence of 

atmospheric scattering, the spectral mixture demonstrates 

severe non-linearity in many real-world scenarios. Thus, we 

need to take a non-linear model into consideration. The 

generalized bilinear model (GBM) [9] is one of the most 

commonly used methods based on a non-linear model. It 

considers the second-order photon interactions between 

different endmembers as additional terms of a linear mixture 

model, assuming that the third or higher order interactions are 

negligible. Marinoni et al. proposed that inverting nonlinear 

effects starting from the measured spectral values can be 

achieved by assuming a harmonic description of the higher 

order nonlinear combinations of endmembers [27]. Moreover, 

Sevilla et al. [28] presented a new, computationally efficient 

content-based image retrieval system for hyperspectral data, 

which uses sparse unmixing concepts to retrieve hyperspectral 

scenes based on their content. Delgado et al. [29] presented 

parallel implementations of spatial preprocessing that have 

been specifically developed for commodity graphics processing 

units. 

In addition, gradient descent algorithms (GDA) (e.g. [30]) 

and semi-nonnegative matrix factorization (semi-NMF) [31] 

are typical methods to solve the endmember problem, while the 

latter outperforms the former. However, the sparsity of the data 

has not been considered for most of the existing non-linear 

unmixing algorithms. Zhang et al. [32] extended the GBM 

incorporating the sparsity constraint of the abundance matrix 

with the semi-NMF by dividing the GBM into the linear and the 

second-order parts, which can be optimized by using an 

alternating optimization algorithm. Luo et al. developed a new 

strategy to simultaneously estimate both endmember signatures 

and their corresponding abundances using a bi-swarm particle 

swarm optimization bilinear unmixing technique based on 

Fan’s model [33]. Recently, regularization methods have been 

applied to enforce the sparsity constraint on the abundance as 

they exploited the fact that most of the pixels are a limited 

number of endmembers [34]. Liu et al. [35] incorporated the 

characteristics of the abundance variables, namely the local 

spatial structural features and the statistical distribution, in the 

non-negative matrix factorization (NMF) to alleviate the 

non-convex problem of the NMF. He et al. [36] introduced a 

robust NMF (RNMF) model to unmix hyperspectral data by 

separately modeling the sparse noise and Gaussian noise that 

can be efficiently learned with elegant update rules. Li et al. [37] 

developed a new robust collaborative non-negative matrix 

factorization (R-CoNMF) algorithm to perform three steps of 

the hyperspectral unmixing chain. 

Unfortunately, multiple scattering usually occurs between 

vegetation and soil in a bilinear scene, and hyperspectral 

images containing substances such as vegetation and soil may 

contain bilinear mixing in the border areas.  

A linear spectral mixture model assumes negligible 

interactions among distinct ground cover materials while a 

nonlinear mixture model assumes that incident solar radiation 

is scattered within the scene itself and that these interaction 

events may involve several types of ground cover materials. 

Due to the complexity of the surface features, a single mixture 
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model, either linear or nonlinear, often cannot fully reflect the 

complex interaction between different objects. Therefore, we 

use a hybrid model to simulate a real scene. First of all, we use a 

clustering method to cluster the actual scene, where the 

materials in the homogeneous region are regarded as the same 

substance. The material located around the edges of the 

homogeneous regions can be regarded as a variety of material 

compositions. They often have complex interactions, so it is 

appropriate to use a nonlinear mixture model. Finally, we 

combine the two parts to obtain the results. 

Chen et al. [38] proposed to adopt neural networks to 

estimate the mixture model in hyperspectral images, and then 

unmix the pixels using different mixture models. However, this 

approach is a supervised method which required continuous 

human intervention. It also needs a large number of training 

samples, which is not an ideal solution when the training 

samples are unknown. 

Considering the difference of several areas in a hyperspectral 

image, a hyperspectral image segmentation algorithm based on 

spectral unmixing has been developed in the literature [39]. 

Different from this idea, our method is a spectral unmixing 

method which benefits from hyperspectral image segmentation. 

Our method applies K-means clustering on the hyperspectral 

data to obtain different regions, i.e., homogeneous and detailed 

regions. The homogeneous regions are based on a linear 

mixture model, which is solved by a method of sparse 

constrained non-negative matrix factorization (SNMF). The 

detailed regions are based on a non-linear model.  

Manifold learning methods have important research 

significance both in theory and practice. Manifold learning is to 

find a low dimensional manifold in a high dimensional space, 

and compute the corresponding embedding mapping to achieve 

dimension reduction. It searches for the nature of data, and 

finds the inherent associations that produce the data. 

Considering the graph constraint, we here propose graph 

regularized semi-nonnegative matrix factorization (GNMF) 

which is a new method based on semi-NMF. One of the new 

contributions in our approach is to considering the intrinsic 

manifold structure, that is, the graph constraint. Using the graph 

constraint, we can unmix the hyperspectral image effectively in 

a low-dimensional manifold. 

For the detailed regions, we use the proposed non-linear 

unmixing method called GNMF which considers a possible 

manifold structure of the hyperspectral data. After combining 

the abundances, we finally have all the abundances of the 

hyperspectral image. The proposed method cannot only find 

more precise abundance, but also keep the edge information of 

the bilinear abundance. In addition, we also analyze other 

segmentation methods and different k in the K-means 

clustering, which demonstrate the robustness of the proposed 

method. Finally, we conduct experiments on both synthetic and 

real data. The results indicate that the proposed method is 

effective and improves the unmixing accuracy of hyperspectral 

remote sensing images. The proposed method is depicted in 

Algorithm 1 and the flowchart is shown in Fig. 1. 

The rest of this paper is organized as follows. In Section II, 

related work is presented. Section III describes the proposed 

algorithm based on the standard nonlinear model GBM. In 

Section IV, we present our novel method RASU. The 

experimental results and discussion on both synthetic and real 

data are reported in Section V. Finally, conclusions and future 

work are given in Section VI. 

 

II. RELATED WORK 

Generalized bilinear models, as one of the commonly used 

nonlinear models, have been widely used for hyperspectral 

image unmixing. The second-order photon interactions 

between different endmembers is considered as the additional 

terms to the linear mixture model, assuming that the third or 

higher order interactions are negligible [50][51]. The GBM can 

be written as: 

NBEAXY                       (1) 

where PLY is a hyperspectral data matrix with L spectral 

bands and P pixels, KLA is the endmember matrix of K 

endmembers, PKX is the first-order abundance matrix, 
  21 KKL

B is the bilinear endmember matrix, 

22)1( NKK 
E  is the second-order abundance matrix, and 

PLN is the noise matrix. Two constraints need to be 

satisfied for proper unmixing: 1) the endmember and the 

abundance matrices are non-negative (ANC) and 2) the sum of 

each column of the abundance matrix is one (ASC). 

However, the GBM does not take the sparsity of abundance 

into account, which is a significant characteristic resulting from 

the correlation of hyperspectral data. Since the correlation of 

hyperspectral data leads to the sparsity of data [24], and each 

pixel cannot contain all the materials, we add the sparse 

constraint to the abundance matrix. Considering the 

characteristics of sparseness and the constraints for 

hyperspectral unmixing, the objective function is built with the 

combination of reconstruction error and a sparsity measure as 

follows: 






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XEXX

XBEAXY
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where the first term of the objective function is the 

reconstruction error for the model of GBM, 
F

  denotes the 

Frobenius norm, λ is the non-negative parameter estimated by 


 




L

i P

llP
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2111

1

1
 , il  denotes the i-th band in 

hyperspectral imagery [40]. The second term is the sparsity 

constraint on X , that is, 
21,

1,121
)( 

PK
pk p kxX , and )(kpx  

is the abundance vector for the k-th endmember at the p-th pixel. 

We also have the constraints of ANC and ASC on X . 
  PKK   21

X  with each element is calculated by 

   ),...,2,1()X()X()( , Ppjpippji 
X , ij)(  denotes the value 

for the i-th row and j-th column of the matrix. More details of 

this process can be found in [29]. 
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III. GRAPH REGULARIZED BILINEAR MODEL 

Recently, existing semi-NMF algorithms have been adopted 

for unmixing hyperspectral images, where only Euclidean 

space structures are considered. In fact, hyperspectral data is 

more likely to be located in a low-dimensional manifold than 

in a high-dimensional space. Studies suggest that image data is 

not uniformly distributed in a high dimensional Euclidean 

space. Image data can be considered as the samples from the 

surrounding space [40] that is close to the manifold. Therefore, 

we consider the intrinsic manifold structure in order to properly 

unmix hyperspectral images. 

Real hyperspectral images usually consist of several hundred 

spectral bands, meaning that each hyperspectral pixel can be 

viewed as an L-dimensional space. The objective of the 

unmixing is to find endmembers and their related proportions. 

To this end, matrix A contains a series of basic vectors in the 

new space. This matrix establishes a close relationship 

between Y and X , i.e., the relation between the original image 

and the abundance map of different endmembers. It is natural to 

believe that if the spectral characteristics of two pixels are 

similar, this similarity can be modeled by a suitable unmixing 

framework. Therefore, we could have a hypothesis that if a 

given L-dimensional data point iY is close to jY , the 

corresponding abundance iX is also close to jX . This is a 

manifold assumption, which has been applied in a variety of 

image processing fields, such as feature learning, hyperspectral 

image classification [52], etc. 

  PL

pyyy  ,...,, 21Y is the matrix of hyperspectral data, 

each column  P

PPy
1

of which represents a data point of the 

L-dimensional space. The weight matrix of the graph is 

represented as W . If iy is the nearest neighbor of the k nearest 

neighbors of jy , then the weight is specified by: 

2

2

,

i jy y

i j e 




W                       (3) 

which is known as the heat kernel [41] and σ is the scaling 

parameter. When iy and jy are close, the value of W is 

relatively large. According to the above analysis, once iy  is 

close to jy , their new representations ix and jx in the new space 

should be close too. Thus, the following functions can be 

considered: 
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where  Tr represents the trace of the matrix, X  is the matrix 

form of 
i

x which is the new representation of 
i

y , D is the 

diagonal matrix,  j ijii WD , WDL  which is a diagonal 

matrix.   

Then we propose GNMF by considering the graph 

constraint of hyperspectral unmixing. The objective function 

composed of errors and graph constraints is as follows: 
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where the first term of the objective function is the 

reconstruction error based on the model of GBM, the second 

term is the graph constraint which considers the neighborhood 

consistency. Each item of PKK   2)1(
X is composed of 

 ),...,2,1( )()()( ),( Ppjpippji 
XXX , and μ is the 

non-negative parameter. 

To solve Eq. (5), we adopt the method introduced in [42]. 

The original problem can be converted into two local 

optimization problems. Then, we respectively perform the 

iterative optimization on )(Tr
22

1 2

11

T

F
XLXAXY


  and  

2

22
2

1
F

BEY   respectively, where NAXY 11  and 

NBEY 22 . X is updated by: 

)(.)(. 11 XDAXAXWYAXX
TT          (6) 

and E  is updated by: 

  )()()()(. 2222 BBEBYBBEBYEE
TTTTTTTT  (7) 

 

ASC can be achieved by adding a row to the hyperspectral 

data matrix Y and the endmember matrix A , which is defined 

as 









T

P

f
1

Y
Y



11

11  and 









T

K

f
1

A
A


, where δ is a parameter to 

control the influence of ASC over the abundance matrix. 

Considering ASC, Y and A are replaced by f11Y  and fA  

respectively. X  is updated by: 

)(.)(. 11 XDXAAXWYAXX   f

T

ff

T

f         (8) 

 

IV. HYPERSPECTRAL UNMIXING BASED ON REGION 

ADAPTIVE SEGMENTATION 

Due to the complexity of the actual surface features, a single 

mixed model: linear mixture or nonlinear mixture model, often 

cannot truly reflect the complex interaction between different 

objects. The linear model is relatively simple, and not accurate 

enough to meet the basic requirements of unmixing. A 

nonlinear mixed model is complex and difficult to describe. 

Therefore, we use a hybrid model to tackle the problem. 

 

A. Adaptive Region Segmentation 

Firstly, we use segmentation algorithms to divide the 

hyperspectral image into several parts. The aim of this step is 

to support the extraction of edges. We apply three 

segmentation algorithms, that is, standard K-means clustering, 

superpixels segmentation and thresholding segmentation on 

hyperspectral images. Because K-means clustering needs to 

know the number of clusters k, we investigate the choice of k in 

the experimental section. Thus, we adopt the algorithm of  

hyperspectral signal subspace identification by minimum 

errors (Hysime) [43] to estimate the number of endmembers, 
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which is used as k in the K-means clustering. Then we label 

each part of the hyperspectral image after the segmentation. 

According to the results of the labeling, we scan the whole 

image using a window of 2×2 pixels. If there is at least one 

different label in the window, then the pixels within the window 

are classified as part of the detailed regions 2R2

PL
Y . 

Otherwise, they will be classified as part of the homogeneous 

regions 1R1

PL
Y . 21 PPP  denotes the total number of 

the samples, 1P is the number of the samples in the 

homogeneous regions and 2P is the number of the samples in the 

detailed regions. For example, if the labels of the pixels in the 

window are 1, 1, 1, 2 or 1, 1, 2, 3 respectively, the pixels belong 

to the detailed regions. If the labels of the pixels within the 

window are 1, 1, 1, 1 or 2, 2, 2, 2, then the pixels belong to the 

homogeneous regions. Then, we divide the hyperspectral image 

into detailed and homogeneous regions which will be 

processed as follows. 

 

B. Unmixing Model for a Homogeneous Region 

Considering the coexistence of linear and non-linear mixture 

models, we can divide a hyperspectral image into detailed and 

homogeneous regions. The homogeneous region is unmixed by 

the linear model SNMF. Then a non-negative matrix 

factorization algorithm, based on the Euclidean distance, is 

used to construct the new objective function as follows: 

TT
1X1X

XAXY





11

211

2

211

,0 .t.s

2

1
min 

           (9)                                                                                                                                                                                                                                             

where the first term of the objective function is the 

reconstruction error based on the linear model, and the second 

term is a sparse constraint. 1X  is the abundance matrix of the 

homogeneous regions,   is the parameter of the sparse 

regularization whose range is generally from 0.001 to 0.5. 
TT

1X1X  11   0，  are the constraints of ANC and ASC. 

Using the multiplication for each iteration to optimize the 

objective function, we can obtain the updating formula of the 

homogeneous regional data. Then the endmember matrix A is 

updated by TT

1111 .*. XAXXYA , and the first-order abundance 

matrix
1X is updated by the 

formula: )
2

(.*.
21

1111


 XAXAYAX
TT

, where T)( denotes 

the transpose matrix, *.  and /.  represent the multiplication 

and the division of the elements respectively. ASC is achieved 

by adding a row of constants to the homogeneous data 

matrix
1Y of the hyperspectral image and the endmember 

matrix A :  

 

 

 

 

Algorithm 1: Hyperspectral Image Unmixing Based on 

Region Adaptive Segmentation 

Input: a hyperspectral image 

Output: abundance matrix 

Step 1: estimate the number of endmembers by the Hysime 

algorithm as k 

Step 2: obtain the labels using the K-means clustering 

Step 3: scan the map by the window of size 2×2 

if at least one different label in the window  

do 

Regarded as part of the detailed regions, and adopt the 

method of GNMF for unmixing 

else 
Regarded as part of the homogeneous regions, and adopt the 

method of SNMF for unmixing 

end if 

Combine the first order abundance matrices of the detailed 

and homogeneous regions as the first order abundance 

matrix. Then, select the second-order abundance matrix of 

the detailed regions as the nonlinear coefficient of the whole 

image. 
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where
1 controls the influence of the sum-to-one constraint 

over the abundance matrix 
1X . The value of 

1  is larger and 

the sum to each column of matrix 
1X  is closer to 1. 

Let
1Y and A be replaced by

f1Y and
f1A respectively, while 

considering ASC, the matrix
1X is updated by the following 

formula: 

          )
2

/(.. 21

11111111

 XXAAYAXX


f

T

ff

T

f
     (11)  

 

C. Unmixing Model for a Detailed Region 

Section III shows the detailed regions obtained by GNMF for 

unmixing. The new objective function can be formed as 

follows: 


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where 2
2

PK
X is the first-order abundance matrix 

corresponding to the detailed regional data. 

The E  is updated by: 
  )()()()(.

22
BBEBYBBEBYEE

TTTTTTTT (13) 

2X  is updated by: 
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 and 
2  controls the 

influence of ASC of the abundance matrix
2X . It should be 

noted that in this paper we adopt the updated A of the 

homogeneous regions as the endmember of the detailed regions 
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to keep the endmember matrix of the whole image identical. 

Next, the first-order abundance matrix 1
1

PK
X of the 

homogeneous region
1Y and the first-order abundance matrix 

2
2

PK
X of the detailed region 2Y are combined 

as PKX in order to derive the first-order abundance of the 

whole image. The second-order abundance of the detailed 

region is selected as the nonlinear abundance of the whole 

image. Overall, the whole idea of this paper is to use the model 

of GNMF which considers the second-order photon 

interactions between different materials. 

 

 
Fig. 2.  Illustration of spectral features of the samples used in synthetic data. 

 

V.  EXPERIMENT RESULTS 

In our experiments, two hyperspectral data sets are used for 

demonstrating the effectiveness of the proposed method. On the 

synthetic data, we investigate several segmentation algorithms 

and the choice of k in K-means clustering. In addition, we 

perform our proposed method on two real hyperspectral data 

sets. The second-order abundance map of the first real data is 

shown and the existing unmixing algorithms are performed on 

the second real data for system comparison.  

The quality metric adopted in our experiments to assess the 

unmixing results includes spectral angle distance (SAD) [45], 

root mean square error (RMSE) and reconstruction error (RE), 

which can be defined as follows: 

T

SAD( ) arccos
 
 
 
 

A A
A, A

A A
                (15) 

where A  and A  are the matrices of the real endmember and 

the estimated endmember respectively. The SAD value 

describes the spectral angle distance between two endmember 

signatures, where a smaller value indicates a better estimation 

result [32].  
1

221
RMSE

P

 
  
 

X - X                    (16) 

where X  and X  are the matrices of the real and estimated 

abundance respectively. 

         

1

221
RE -

P

 
  
 

Y Y                     (17) 

where Y  and Y  are the matrices of the real and 

reconstructed data respectively. As for SAD, a smaller value of 

RMSE and RE represents a better estimation result for the 

abundance map. 

 

A. Synthetic Data  

Our method is firstly validated by using the synthetic data. 

We use the method introduced in [44] to compose linear 

synthetic hyperspectral images. The linear synthetic data is 

made of ten spectral features presented in the U. S. Geological 

Survey spectral library. Fig. 2 displays five curves of spectral 

features which includes Elbaite NMNH94217-1b196, Datolite 

HS4423B, TalcTL2702, Tincalconite GDS142 and Paragonite 

GDS109, while the other five spectral features are not shown. 

We randomly select three spectral features from these ten 

spectral features to generate the synthetic data which is shown 

in Fig. 3. 

In order to generate an abundance matrix that is similar to the 

ground truth, we use a strategy as follows. Firstly, we divide an 

image with the size of 
2 2z z into z z  regions. Each region 

is initialized with the same endmember that is randomly 

selected from the three endmembers. Then we apply a low-pass 

filter with the size of ( 1) ( 1)z z    on each pixel to make the 

pixels uniformly changed to generate the mixed data which is 

shown in Fig. 3(a). Secondly, we add the product of bilinear 

abundance and the second-order endmember matrix on Fig. 3(a) 

to generate the GBM-based image shown in Fig. 3(b). Fig. 3(c) 

is generated such that half of the pixels are generated using the 

generation method of Fig. 3(a) and the rest is generated using 

the same generation method of Fig. 3(b). It should be noticed 

that Fig. 3 has additive Gaussian white noise of 20 

signal-to-noise ratio (SNR). 

Next, we compare three segmentation algorithms on the 

synthetic data, i.e., the algorithms of K-means, superpixels and 

thresholding, which are shown in Fig. 4. The boundary maps of 

the different segmentation algorithms are illustrated in Fig. 5. 

From Figs. 4 and 5, we observe that the boundary maps of the 

K-means and thresholding segmentation methods generate 

better boundaries than the superpixels method. This is due to 

the over-segmentation caused by the superpixels segmentation. 

The thresholding segmentation is one of the most commonly 

used methods and can be applied to images with different gray 

scale ranges. There are many boundaries in the target, which 

may be missed, leading to unsatisfactory outcomes in a real 

image. Therefore, we choose K-means clustering as the 

segmentation method for both the synthetic and real data. For 

the setting of the parameters used in K-means, the clustering 

number k is set to be 3, and the type of the distance is set to be 

squared Euclidean distance. We select k observations from data 

randomly and remove any clusters that have no sub-class.
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                   (a)                                           (b)                                          (c)            

 Fig. 3. The illustration of synthetic data by randomly selecting three spectral features and adding the noise with SNR=20dB. (a) linear; (b) GBM-based; (c) 
mixture. 

 

 

k-means

         

superpixels

         

threshold

 
                  (a)                                            (b)                                             (c) 

Fig. 4. The segmentation map of mixture synthetic data. (a) k-means (k=2); (b) superpixels; (c) thresholding. 

 

 

                    
                (a)                                            (b)                                             (c) 

Fig. 5. The boundary map of different segmentation algorithms on mixture synthetic data. (a) k-means segmentation (k=3); (b) superpixels segmentation; (c) 

thresholding segmentation. 
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Fig. 6. The analysis to the number of k in k-means clustering. (a) the value of SAD in relation to k; (b) the value of RMSE in relation to k; (c) the value of RE in 

relation to k. 
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                  (a)                                         (b)                                            (c)     

 

Fig. 7. The real abundance maps of three endmembers in the mixture synthetic data. (a) endmember #1; (b) endmember #2; (c) endmember #3. 
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Fig. 8. The abundance maps of three endmembers generated by the proposed method on synthetic data. (a) endmember #1; (b) endmember #2; (c) endmember #3. 

 
 

TABLE I 
RE AND RMSE VALUES AFTER APPLYING FOUR DIFFERENT UNMIXING ALGORITHMS ON SIMULATED DATA OF DIFFERENT MIXED MODELS 

 

 
RE (

410 ) RMSE (
110 ) 

FLCS SNMF GNMF RASU FLCS SNMF GNMF RASU 

Fig. 3(1) 1.628e-11 6.694e-01 1.021 1.007 3.705 5.802 3.710 3.708 

Fig. 3(2) 22.00 13.00 7.521 28 5.971 6.069 5.859 4.300 

Fig. 3(3) 28.00 25.00 7.796 6.956 5.437 5.730 5.747 3.687 

 

 

In addition, we also analyze the clustering number k of the 

K-means clustering. We adopt SAD, RMSE and RE as the 

metrics. The curves of SAD, RMSE and RE in relations to k in 

the K-means clustering are shown in Fig. 6(a)-(c). Looking at 

the curves in Fig. 6, we witness that there are small fluctuations 

in the curve when k increases, and finally they are stable. The 

reason for this result is that, when the value of k increases, more 

and more boundaries are produced from the image. Thus, when 

the number of the boundaries becomes large enough, the whole 

image can be regarded as a boundary segmentation map. The 

boundaries are treated as the detailed region which is unmixed 

by GNMF. Finally, the errors become stable. In addition, we 

also find that the value between the maximum and the 

minimum is small. So, the proposed method is not only stable 

but also robust to the changes of k. We adopt the Hysime 

algorithm to estimate the number of endmembers for 

determining the value of k. 

After applying K-means clustering on the synthetic image, 
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we have two parts: homogeneous and the detailed regions. Here 

we perform two stages to extract endmembers and then 

investigate these two frames respectively.  

The first stage of our work is that we use the VCA algorithm 

to extract the endmember matrix A as the initial endmember 

and a fully constrained least squares (FCLS) [46] solution is 

adopted to produce the initial abundance matrix. Then we use 

the SNMF to unmix in the homogeneous regions whilst 

extracting the updated endmember which is used as the 

endmember of the detailed regions. Then GNMF is used for 

unmixing the detailed regions. Finally, we combine the 

first-order abundance matrix of the detailed regions and the 

homogeneous areas as the first-order abundance matrix of the 

whole image. Then we select the second-order abundance 

matrix of the detailed regions as the nonlinear abundance of the 

whole image. The whole idea of this paper is to use the model 

of GBM which considers the second-order photon interactions 

between different materials. Figs. 7 and 8 show the truth 

abundance maps and the estimated abundance maps of the three 

endmembers. The more similarity between Figs. 7 and Fig. 8 

is, the performance of the proposed method is better. Figs. 7 

and 8 look similar, which show the effectiveness of our 

method. From these two figures, we recognize that the 

proposed method can achieve a better unmixing result. In 

addition, Table I shows the values of RE and RMSE on the 

synthetic data. There are three kinds of synthetic data: linear, 

nonlinear and mixed data. In Table I, the best results of three 

different kinds images are in bold which makes Table I more 

readable. From Table I, we can find that the proposed method 

can achieve the minimum value of RE for Fig. 3(c). It shows the 

effectiveness of our proposed method for the mixture data. The 

reason is that we consider the intrinsic manifold structure to 

unmix the hyperspectral image which is more likely located in 

a low-dimensional manifold. The method of GNMF achieves 

the minimum value for Fig.3(b) compared with the other three 

methods, which shows the effectiveness of the GNMF for the 

nonlinear data. On the other hand, from the values of RMSE on 

the synthetic data, we can see that the FCLS is the best method 

for Fig. 3(a) which is slightly better than our method. The main 

reason is that Fig. 3(a) is the outcome of undertaking linear 

synthesis of spectra. The algorithm of FCLS is based on a linear 

mixture model. Thus, FCLS can achieve better results for this 

type of data. In addition, the proposed method can obtain the 

best result in both Fig. 3(b) and (c). Overall, the proposed 

method can obtain a beneficial effect for unmixing because we 

use a hybrid model to simulate the real scenes, which takes the 

complexity of the actual surface features into account.  

The second stage of this work is that we use the VCA 

algorithm to extract endmembers of the homogeneous and 

detailed regions respectively. Then we adopt SNMF and 

GNMF to unmix separately and do not combine the abundance 

matrices at the end of the algorithm. Finally, we analyze the 

results of the homogeneous and detailed region separately. For 

the experiments shown in Fig. 3(c), we obtain that the values of 

RE and RMSE in the homogeneous regions are 2.2190e-4 and 

0.4296 respectively, which are lower than the results of FCLS, 

6.7939e-4 and 0.6345. The values of RE and RMSE in the 

detailed regions are 0.0114 and 0.3359 which are lower than 

those of FCLS, i.e., 0.1964 and 0.4613. This also shows that our 

method is more effective than the others for unmixing. 

Overall, the main difference between the two stages is the 

endmembers between the homogeneous and the detailed 

regions.  At the first stage, we have the same endmembers on 

these two different regions which are updated by SNMF to 

combine the abundance matrices at the end of the algorithm. At 

the 2nd stage, we use different endmembers from the 

homogeneous and the detailed regions and their corresponding 

abundance matrices will not be combined in the end.  

 

B. Real Data  

The first real hyperspectral data in our experiments was 

taken in 1997, i.e., Moffet Field, which is at the southern end of 

San Francisco Bay. The image contains all 224 bands that the 

AVIRIS sensor collected with a wavelength spectrum from 400 

to 2500 nanometers that covers the complete VIS-NIR-SWIR 

spectrum. This dataset has been widely studied in the remote 

sensing community [47]. A region of 160 x 250 pixels of the 

original image is used in our experiments, which is shown in 

Fig. 9(a). After removing the channels affected by dense water 

vapor and atmospheric, we use the remaining 189 channels, 

which is a common preprocess for the analysis of the 

hyperspectral data. Specifically, there are three endmembers in 

the image, i.e., soil, vegetation and water respectively [48]. The 

maps of K-means clustering and the boundary are respectively 

shown in Fig. 9(b) and (c). We adopt the Hysime algorithm to 

estimate the number of endmembers which uses 3 as the value 

of k. Fig. 10 shows the first-order abundance map of three 

different endmembers in Moffet Field by our proposed method 

and we also show the second-order abundance maps separately 

in Fig. 11(a)-(c). 

In our real data experiments, the second image is the 

well-known AVIRIS Cuprite data set in west-central Nevada in 

1997 which is shown in Fig. 12(a). The portion used in our 

experiments corresponds to a 250×191 subset of the data. Due 

to water absorption and low SNR, the number of the spectral 

bands has been reduced from 224 to 188. As for the other two 

data sets, we firstly get the number of k by the Hysime method 

which is equal to 14. Fig. 12(b) and (c) respectively show the 

maps of the K-means clustering and the boundary of the 

Cuprite data. We also compare the proposed method with the 

other unmixing methods including the algorithms such as 

SUnSAL and CLSUnSAL. As shown in Fig. 13, due to the 

limited space in this paper, there are only three endmembers 

and their spectral features curves are shown including the 

alunite, the buddingtonite and the chalcedony which are known 

to be present (in prominent fashion) in the Cuprite mining 

district [49]. Most of the experimental results presented in this 

paper show the effectiveness of the proposed method for 

hyperspectral image unmixing. 
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k-means

 

boundary

 
                   (a)                                            (b)                                         (c) 

 

Fig. 9. The Moffet field and its maps of segmentation by k-means clustering and boundary detection. (a) the map of Moffeit field; (b) the segmentation map of 

k-means clustering (k=3); (c) the boundary map. 
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                  (a)                                          (b)                                          (c) 

 

Fig. 10. The first-order abundance maps of the Moffet field generated by the proposed method. (a) the abundance map of water; (b) the abundance map of 
vegetables; (3) the abundance map of soil. 

 

 

              
                 (a)                                          (b)                                             (c) 

 

Fig. 11. The second-order abundance maps of the Moffet field generated by the proposed method. (a) the second-order abundance map of water-vegetables; (b) 
the second-order abundance map of vegetables-soil; (c) the second-order abundance map of soil-water. 

 

 

k-means

 

boundary

 
                  (a)                                                            (b)                                (c) 
                                    

Fig. 12. The USGS map showing the location of different minerals in the Cuprite mining district in Nevada, its k-means clustering map and its boundary map. (a) 
the map of USGS; (b) the k-means clustering map; (c) schematic of boundary represented by white color. 
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Fig. 13. Abundance maps estimated for the minerals: alunite, buddingtonite and chalcedony by SUnSAL, CLSUnSAL and RASU algorithms of Cuprite data. 
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k-means

        

boundary

 

(a)                                     (b)                                      (c) 

Fig. 14. The HYDICE urban data and its maps of segmentation by k-means clustering and boundary detection. (a) the false figure of HYDICE urban data; (b) the 

segmentation map of k-means clustering (k=4); (c) the boundary map represented by white color. 

 

 

 
------------------------------------------------------------------------------------   L1/2-RNMF   ------------------------------------------------------------------------------------ 

 

--------------------------------------------------------------------------------------    SUnSAL    ------------------------------------------------------------------------------------ 

            

------------------------------------------------------------------------------------------   RASU   -------------------------------------------------------------------------------------- 

            
(a)                               (b)                                (c)                              (d) 

Fig. 15. Abundance maps estimated for the minerals: roof, grass, asphalt and tree by RASU algorithms of the HYDICE urban data. (a) Asphalt; (b) Grass; (c) roof; 

(d) Tree.  

 

 

 

  
 



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

13 

TABLE II 

SAD VALUES OF THE DIFFERENT ALGORITHMS FOR HYDICE URBAN DATA  

 

 

 

 

 

 

 

 
TABLE III 

FLOATING-POINT CALCULATION AT EACH ITERATION BY NMF, SNMF AND GNMF. 

 

In the real data experiments, the third image is the HYDICE 

urban data set which was collected by the HYDICE sensor with 

a wavelength spectrum from 400 to 2500 nanometers. Its false 

figure is shown in Fig. 14(a). There are 210 bands in the Urban 

dataset with the size of 307 x 307 pixels. After removing the 

channels affected by dense water vapor and atmospheric, we 

use the remaining 162 channels. There are four endmembers in 

the image, i.e., asphalt, grass, roof and tree respectively. Fig. 

14(b) and (c) show the maps of the segmentation by k-means 

clustering and boundary detection.  

We also compare the proposed method with another 

unmixing method called L1/2-RNMF [36]. The abundance maps 

of the proposed method and the L1/2-RNMF for HYDICE urban 

dataset, shown in Fig. 15. From Fig.15, we can see that the 

results of our method show more details than the method of 

L1/2-RNMF. The reason is that we consider the intrinsic 

manifold structure, that is, the graph constraint, and the 

complexity of the actual surface features that hyperspectral 

images not only contain the linear spectral mixtures, but also 

the non-linear spectral mixture. In addition, we also study the 

values of SAD from the different algorithms whose results are 

shown in Table II. The SAD values of L1/2-NMF and 

L1/2-RNMF come from [36]. From Table II, we can find that the 

results of the proposed method are comparable to the other 

three methods of endmember extraction. We extract the 

endmembers of the whole hyperspectral image firstly. Then we 

refresh the endmembers in the detailed regions and use these 

refreshed endmembers as the endmembers used in the 

homogeneous regions in order to combine the results of the 

detailed and homogeneous regions in the end. This operation 

results in the consequence that the endmembers are not accurate, 

and they may better suit the homogeneous regions.  

Besides, we also present the floating-point calculation in 

SNMF and GNMF compared with the traditional NMF, which 

is shown in Table III. Due to the existing of different regions, 

we can compare the proposed method with NMF respectively 

in homogeneous and detailed regions. From Table III, we can 

find that the calculation of GNMF is less for that we used the 

endmembers extracted before in the homogeneous regions 

which will make the SAD high. 

 

VI. CONCLUSION 

Due to the complexity of the actual surface features, 

hyperspectral images not only contain the linear spectral 

mixtures, but also the non-linear spectral mixture. However, 

most of the unmixing methods for hyperspectral images only 

consider the existence of a linear mixture model or a non-linear 

mixture model. In this paper, we consider the coexistence of the 

linear spectral mixture model and the non-linear spectral 

mixture model, and we have introduced a hyperspectral image 

unmixing method based on adaptive region segmentation. 

According to the characteristics of different regions generated 

by the segmentation of K-means clustering, we obtain accurate 

abundances and keep the edge information of the bilinear 

abundance by using the SNMF and the GNMF in two different 

regions. After combining the abundance, we obtain the whole 

abundance in the hyperspectral image. In addition, we also 

proposed a new method based on a nonlinear model called 

GNMF. The experiments show that the proposed method is 

promising for hyperspectral image unmixing. 

 RASU
 

VCA L1/2-NMF L1/2-RNMF 

Asphalt 1.0717 1.1444 0.0865 0.0871 

Grass 0.3280 0.6598 0.0864 0.0838 

Roof 1.4503 0.3601 0.1596 0.0590 

Tree 0.9603 0.7588 0.0934 0.0811 

Mean 0.9526 0.7308 0.1075 0.0777 

Region Methods 

Update A Update X 

Addition Multiplication Division Addition Multiplication Division 

Homogeneous 

NMF 
LP1K+(L+P1)

K2 

LP1K+(L+P1)K
2+

LK 
LK LP1K+(L+P1)K

2 LP1K+(L+P1)K
2+P1K P1K 

SNMF 
LP1K+(L+P1)

K2 

LP1K+(L+P1)K
2+

LK 
LK 

(L+1)P1K+(L+P1+1)K2+

P1K 

(L+1)P1K+(L+P1+1)K2+

P1K 
P1K 

Detailed 

NMF 
LP2K+(L+P2)

K2 

LP2K+(L+P2)K
2+

LK 
LK (L+P2)K

2+LP2K (L+P2)K
2+(L+1)P2K P2K 

GNMF ------ ------ ------ 
(L+P2+1)K2+(L+1)P2K+

2P2
2K 

(L+P2+1)K2+(L+3)P2K+

2P2
2K 

P2K 
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