
Direct Calculation of Solid{Liquid Interfacial Free Energy for Molecular Systems:TIP4P Ice{Water Interface||Supplementary InformationRichard Handel and Ruslan L. DavidchackDepartment of Mathematics, University of Leicester, Leicester, LE1 7RH, UKJamshed Anwar and Andrey BrukhnoComputational Laboratory, Institute of Pharmaceutical Innovation,University of Bradford, West Yorkshire BD7 1DP, UK(Dated: November 2, 2007)PACS numbers: 68.08.-p,64.70.Dv,05.70.Np,87.15.AaINTRODUCTIONWe provide here more detailed information on the fol-lowing topics:� Determination of ice Ih{water coexistence condi-tions for the TIP4P model with 10�A interactioncuto� (both van der Waals and electrostatic);� Nonequilibrium measurements approach for com-puting reversible work;� Detailed discussion of the large hysteresis in Step 2and of our approach for reducing the hysteresis� Number and simulation time of forward and reversetrajectories.COEXISTENCE CONDITIONSIn order to determine the coexistence conditions for ourmodel of water (TIP4P with 10�A interaction cuto�), weemployed the direct coexistence simulation method [1{3]. In this method a heterogeneous system containingthe two phases separated by an interface is allowed toevolve in a long simulation run. If the conditions of thesimulation are not close to the coexistence conditions forthe two phases, the system will evolve towards the phasewhich is more stable (i.e. the one with the lowest free en-ergy), with the transformation between the phases takingplace at the interface. In the system containing crystaland melt phases, one would observe melting (freezing) atthe interface if the temperature were above (below) themelting temperature. The simulation can be carried outin a variety of ensembles: NVT, NPT, NPH (constantenthalpy).In order to determine the ice Ih{water coexistence con-ditions for the TIP4P model used in our system we ran4ns simulations of the ice{water interfacial system attemperatures 213, 216, 219, 222, 225K. We observedmelting of the ice{water interfacial system at temper-atures above 219K (see Figure 1). As is noted in the
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FIG. 1: Coexistence simulations at di�erent temperatures.Each simulation starts with equal quantities of ice and waterseparated by interfaces. An increase (decrease) of potentialenergy with time indicates melting (freezing).paper, the melting temperature of 219K for our systemis lower than those for TIP4P models reported in theliterature [2{5], which were in the range 229-232K. Weattribute this to the truncation of the electrostatic inter-action at 10�A, since the higher melting temperature esti-mates were obtained for the TIP4P model either with fullelectrostatic interactions (computed via Ewald sums) [5],or with a larger interaction cuto� of 17�A [2, 4]. To ver-ify the e�ect of truncation on the melting temperature,we repeated the coexistence simulations for TIP4P withEwald sums, and the system did not melt at 230K.Based on this evidence, we conclude that the trunca-tion of electrostatic interactions in TIP4P model leads tothe decrease of melting temperature. This decrease mightnot be noticeable with the 17�A cuto� due to the relativelylow precision of the coexistence simulation method, butit is clearly observed for the 10A cuto�. We are con�dentthat our estimate of 219K is not far from the true meltingtemperature for this system. In fact, if the temperatureat which we performed the cleaving process were below



2the melting temperature for this system, we would haveended up with an excess amount of ice at the end of thefour-step cleaving process, which we did not observe.NONEQUILIBRIUM FREE ENERGYCALCULATION METHODSWe use a nonequilibrium method to calculate work inthe simulations. Since thermodynamic integration is avalid alternative, we give here some explanation of thenonequilibrium method, and discuss how it compareswith thermodynamic integration, in order to justify thechoice.To calculate the free energy between two states usingthe nonequilibrium approach, a number of trajectoriesare run. The starting point for each forward trajectoryis chosen at random from the equilibrated starting state.The trajectory then moves smoothly to the ending state.Reverse trajectories are similar { they start from a ran-domly chosen point in the equilibrated ending state, andmove smoothly to the starting state. As they run, thetrajectories are not in equilibrium.To change the system state, its potential, U , is modi-�ed via a coupling parameter �(t), which transforms thesystem from its initial state, �(0) = �i to its �nal state,�(T ) = �f . The (non-equilibrium) work done is thencomputed [6] as:W = Z Tt=0 @U(�(t);�)@� _�(t)dt; (1)where �(t) represents the phase space trajectory of thesystem. The coupling parameter speed _� = d�=dt canbe time dependent, _�(t), and tailored to slow the tra-jectory over regions where relaxation time of the systemto equilibrium is relatively slow, and therefore subject tohysteresis. This ability to vary the trajectory speed isa useful device for concentrating computing time on theproblematic regions of the state transition. We founda piecewise constant function adequate for this purpose,though other functions are possible.The measurements of nonequilibrium work in both for-ward and reverse directions are used to determine the freeenergy di�erence between the initial and �nal states, �F ,according the Bennett Acceptance Ratio (BAR) equa-tion:nFXi=1 11 + e�(M+Wi��F ) = nRXj=1 11 + e��(M+Wj��F ) ; (2)where � = 1=kBT , M = kBT ln(nF =nR), and nF (nR) isthe number of forward (reverse) trajectories. This equa-tion, originally derived by Bennett [7] for the case ofinstantaneous switching between two equilibrium states,has been shown [8] to be also valid when the potentialenergy di�erence between the two states is replaced with

the nonequilibrium work values for �nite time switchingprocesses in the forward and reverse directions.As an estimator for the free energy, this equation isoptimal in the statistical sense of a Maximum LikelihoodEstimator [9]. The variance in the obtained value for thefree energy can be estimated as follows:�2BAR = 1�2ntot (� 12 + 2cosh(�(M +Wi ��F ))��1��ntotnF + ntotnR �� (3)where ntot = nF + nR and the average, denoted by theangle brackets, is over all work measurements, both for-ward and reverse.It is instructive to contrast this method with thermo-dynamic integration, which has been used in earlier stud-ies. We have found that nonequilibrium methods provideaccuracy comparable to thermodynamic integration (forgiven computing resources). In addition, they o�er someimportant advantages:Hysteresis detection: Since forward and reverse tra-jectories are combined in the BAR calculation, anyhysteresis will show up as a signi�cant di�erencebetween forward and reverse work, which in turnwill be re
ected in a high error estimate. So themethod itself contains a built-in check for hystere-sis.Few equilibration runs: Within the nonequilibriumapproach we need to equilibrate the system only atthe initial and �nal states. Such states are usuallyfar from any thermodynamic transition points andthus the equilibration is fairly rapid. To use ther-modynamic integration, we need to equilibrate thesystem at many intermediate states. States thatare close to thermodynamic transition points mayexhibit weak ergodicity and thus require very longequilibration runs.Additional trajectories can improve accuracy: Ifadditional accuracy is required, further trajectoriescan be run after the initial results have beencollected. The results are added to the resultsof the earlier trajectories, so improved accuracycan be obtained without discarding any earliercomputations.`Naturally' parallel computation: The free energy iscalculated as an average from a number of indepen-dent trajectories. Being independent, these trajec-tories can be run on separate processors, enablingthe simulation to be run in parallel without theneed to write MPI software.An appropriate speed for the trajectories must be es-tablished: we have found that the greatest accuracy is
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FIG. 2: Hysteresis in step 2 (cleaving water). The graphshows 10 forward and 10 reverse trajectories at co-existenceconditions. Each trajectory ran for 0.9 ns. The hysteresis istoo persistent to be removed by slowing down the trajectories.Free energy is impossible to calculate when the trajectoriesare so far from reversible.
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FIG. 3: Cleaving water at reduced potential. After reducingthe system potential to 70% of full-strength, the hysteresisis completely removed. The forward and reverse paths arenow close enough for a good estimate of the free energy tobe made. The scaling and restoring of the potential are doneseparately (shown in the following �gures).achieved with a slow enough speed so that the system isnever too far from equilibrium, so that the forward andreverse work distributions overlap somewhat.HYSTERESIS DURING CLEAVING OF WATER(STEP 2)As noted in previous studies [10, 11], the structuralordering of the liquid induced by the cleaving potentialis the principal source of irreversibility in the cleavingmethod. This problem was found to be particularly se-vere for TIP4P water, as can be clearly seen in Figure 2.The hysteresis was found to be very persistent and couldnot be removed by slowing down the switching process.The hysteresis was signi�cantly reduced by reducingthe interaction potential of the molecules. Reducing thepotential, equivalent to heating up the system, movesit away from ice/water co-existence conditions. When
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FIG. 4: Scaling the potential of the (uncleaved) water system.This is done at the beginning of step 2 before cleaving. Thetransition su�ers from no hysteresis.
0.7 0.75 0.8 0.85 0.9 0.95 1

−2.5

−2.4

−2.3

−2.2

−2.1
x 10

4

λ = Potential Scaling Factor

∂U

∂λ

Step 2, stage 3 (restore potential)

 

 
Forward Trajectories
Reverse Trajectories

FIG. 5: Restoring the potential of the (cleaved) water system.This is done at the end of step 2 after cleaving. There isstill some hysteresis, as the cleaved system approaches co-existence conditions, but the problem is far less severe thanthe cleaving hysteresis of �gure 2.the cleaving wells are introduced into a system with thepotential reduced by 30%, there is no hysteresis, as canbe seen in Figure 3. To calculate the cleaving free energyat co-existence conditions using this `potential scaling'technique requires three separate stages:� Reduce the interaction potential of the (uncleaved)water system by 30%� Cleave the (reduced-potential) water system by in-troducing the wells� Restore the potential of the (cleaved) water systemto its full valueThe free energy for each stage is calculated (using sim-ilar techniques as before), and the total free energy ofcleaving at co-existence is the sum of the three individ-ual free energies. Graphs are shown for reducing the po-tential (Figure 4), and restoring the potential (Figure 5).There remains some hysteresis in the �nal stage (restor-ing the potential), as the cleaved system approaches full-potential (and therefore co-existence conditions). De-spite slowing down the trajectories in this region, a slighthysteresis is still present, although it is now far less severe



4TABLE I: Duration of simulation runs in each step for thethree interface orientations and the number of forward andreverse trajectories (in brackets) we ran in order to obtainthe stated accuracy of our results.Basal Prism f11�20gStep 1 0.4 ns (10) 0.4 ns (5) 0.4 ns (10)Step 2, heat 1.0 ns (10) 0.9 ns (15) 1.0 ns (10)Step 2, cleave 2.4 ns (30) 1.7 ns (15) 1.8 ns (20)Step 2, cool 2.6 ns (60) 4.4 ns (60) 4.9 ns (40)Step 3 0.8 ns (20) 1.0 ns (25) 0.2 ns (5)Step 4 1.3 ns (25) 1.3 ns (30) 0.8 ns (20)than the original cleaving hysteresis, and the trajectoriesare close enough for free energy to be calculated withreasonable accuracy.NUMBER AND SIMULATION TIME OFTRAJECTORIESAs discussed in the previous section, the simulationruns need to be slow enough in order for the nonequilib-rium runs to stay relatively close to equilibrium. As can
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