
Terrestrial and Space-based Applications of 
Microchannel Plate X-ray Optics 

Thesis submitted for the degree of 
Doctor of Philosophy 

at the University of Leicester 

by 

James Peter Nussey 

Space Projects and Instrumentation Group 

Department of Physics and Astronomy 

University of Leicester 

I1 ̀ h July 2005 



Declaration 

I hereby declare that no part of this thesis has been previously submitted to this or any other 

university as part of the requirement for a higher degree. The work described herein was 

conducted solely by the undersigned except for those colleagues and other workers 

acknowledged in the text. 

James Peter Nussey 

I1 t' July 2005 



For Dad 



Terrestrial and Space-based Applications of 

Microchannel Plate X-ray Optics 

James Peter Nussey 

Abstract 

This thesis describes the continued development of square pore microchannel plate (MCP) X-ray 
optics with a view to their application on terrestrial and space-based instrumentation. 

The development of a lab-based Imaging X-ray Fluorescence Spectrometer (IXRFS) is described, 
incorporating an MCP optic to relay fluorescent flux, excited from uniformly illuminated target 
samples onto a Charge Coupled Device (CCD). Applications in mineralogy and scientific 
instrument calibration are investigated, with elemental maps spatially correlated to observed 
sample features in each case. 

The soft X-ray focusing properties of one planar and two slumped MCP optics are evaluated with 
a view to their application on the future Lobster-ISS all-sky monitor. Best FWHM foci of 9.4' x 
7.5' (planar) and 9.1' x 9.1' (slumped) are reported. Observed temporal variation in the angular 
resolution of a slumped MCP optic is attributed to the mechanical deformation of the optic during 
focusing. Multifibre misalignment is determined to be the major source of error in the focusing 

properties of the planar MCP. 

The metallisation of the reflecting surfaces of MCP optics improves their high energy and wide 
angle response; metal films of iridium, ruthenium and nickel, deposited onto MCP optics using 
the Atomic Layer Deposition (ALD) and Electroless Nickel (EN) methods are characterised 
using the techniques of Auger Electron Spectroscopy (AES) and X-ray Reflectivity (XRR). 
Ruthenium and nickel-coated MCPs exhibit a shortfall in low-grazing angle reflectivity, not 
observed in the case of iridium, which is modelled with an RMS surface roughness of 26 A. 

The Lobster-ISS all-sky monitor is modelled to a range of specifications using a Monte-Carlo 
raytrace code to optimise performance. Iridium-coated MCP optics are found to provide the best 
modelled sensitivity for a variety of astrophysical objects. In this configuration, Lobster-ISS is 
modelled to have a1 day limiting sensitivity of 0.32 mCrab. 
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Chapter 1 Ground and Space-based Applications of 
Microchannel Plate Optic Technology 

1.1 Introduction 

Microchannel plate (MCP) optics are a novel form of X-ray optic, part of a larger family of 

capillary optics. Capillaries, or channels as they are commonly referred, are stacked together to 

form a capillary array; light is transported along their length through the process of reflection 
from the intrachannel surfaces. The refractive index of a dielectric in the X-ray waveband is 

slightly less than unity, thus it is the phenomenon of total external reflection rather than refraction 

that most lends itself to the focusing of X-rays (Underwood, 1979; Willingale, 1984). While 

refractive X-ray optics are currently in development (Lengeler, 2001; Artemiev, 2005), the 

technology remains in its infancy. The continued development of MCP optics over the past 15 

years has meant that they are now reaching a level of technical maturity where they may begin to 
have both terrestrial and space-based applications, and the exploitation of MCP optics forms the 

basis of this thesis. 

This chapter begins with a chronological history of the MCP describing its original, intended 

application as a charge multiplier and its subsequent use in X-ray detection (Section 1.2). An 

insight into the evolution of MCP optics in the broader context of X-ray optics is followed by an 

introduction to the focusing properties of MCP optics (Section 1.3). The process of MCP optic 

manufacture is covered in Section 1.4, with an introduction to a variety of both ground and space- 
based applications of MCP optic technology given in Sections 1.5 and 1.6 respectively. Finally, a 

general overview of this body of work is given in Section 1.7. 

1.2 The Microchannel Plate 

The origin of the MCP may be traced back to continuous dynode Channel Electron Multipliers 

(CEMs), which were independently developed at the Metallurgical Institute of the Academy of 
Sciences in the former Soviet Union, (Oschepkov et al. 1960), the US-based Bendix Research 

Laboratories (Goodrich and Wiley, 1962) and the Mullard Research Laboratories in the UK 

(Adams and Manley, 1965). CEMs are tubes, manufactured from either ceramic or glass, with a 
thin semiconducting layer along the length of the inner surface. It was realised that if these tubes 

could be miniaturised and stacked into arrays, they could be used as position sensitive photon 
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counting detectors, subsequently named microchannel plates; to this end, they were developed 

secretly by the military as image intensifiers during the cold war, but were ultimately de- 

classified in the late 1960s (Ruggieri, 1972). Since then, MCPs have been widely used in the 

scientific community for the detection of UV, visible and X-ray radiation and for the detection of 

charged particles. Although not the focus of this thesis, a discussion of MCP detectors follows, to 

provide a historical background to the MCP, and because many of the images in Chapter 3 of this 
thesis were generated using MCP detector technology. 

1.2.1 Microchannel Plate Detectors 

When a photon or charged particle with sufficient energy enters an MCP channel and strikes the 
intrachannel wall, it interacts via the photoelectric effect; upon its emergence into the channel, 
the `primary' photoelectron may be accompanied by one or more secondary electrons. (Fraser, 

1989). A potential difference applied across the length of the channel then accelerates the 
liberated electrons down the channel, where further interactions with the intrachannel surfaces 
cause an exponential growth in current along the channel length (Figure 1.1). In this way, a 
single incident photon or electron may cause a sizeable charge to be developed at the channel exit 
(gains are typically < 104 for a single MCP; Fraser, 1989). Channels must be sufficiently 
evacuated that the mean free path of the secondary electrons is of the order of the distance 
between subsequent collisions with the intrachannel surfaces. 

Secondary electron emission 

Ind 
X-ra 

irr'i 

Figure 1.1. The principle of operation of a microchannel plate detector. A charged particle or 

photon (in this case an X-ray) excites a number of secondary electrons from the intrachannel 

surface. The electrons are accelerated according to an applied bias, where subsequent collisions 
with the channel walls create an electron avalanche at the channel exit. Gains of 104 are possible 
from a single photon or charged particle incident at the channel entrance. 
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In practice, a succession of MCPs may be applied to further increase signal gains (for the work 

described in this thesis, a detector comprising two MCPs is used). For this application, the 

channels are not orientated perpendicular to the surface of the MCP but are tilted by an angle 

known as the bias angle, typically between 6° and 13°. The two MCPs are then stacked in the 

chevron configuration shown in Figure 1.2. 

Ion shield window 

1 
C7 

Electrodes 
MCPs in chevron 
configuration c f_ Spring 

Figure 1.2. A two stage microchannel plate detector in the chevron configuration. The MCPs 

are orientated such that the channel tilts are set opposite one another in order to prevent ion 

feedback Each electrode is electrically insulated from the supporting metal springs. 

During charge multiplication, electrons collide with residual gas molecules; the resulting ions are 

then accelerated in the opposite direction to the electron flow and also have the opportunity to 

collide with the intrachannel walls, liberating additional secondary electrons. Ion generation 

occurs more commonly in the rear MCP due to the presence of increased numbers of electrons. 

Ion fluxes in the front MCP must be minimised since the resultant secondary electrons will be 

amplified into a significant measurable signal at the exit of the rear MCP; these electrons can 

introduce considerable noise levels into the system. The chevron configuration minimises the 

passage of ions from the bottom to the top MCP and thus reduces noise in the image. 

Microchannel plate detectors have been at the forefront of X-ray astronomy since their use in the 

High Resolution Imager (HRI) aboard the first dedicated X-ray telescope, Einstein, in 1978 

(Schreier, 1980). MCP detectors currently form the basis of the High Resolution Camera (HRC) 

aboard NASA's Chandra observatory, launched in 1999 (Winkler et al. 1993, Zombeck et al. 

1995). In this particular case, large format 100 x 100 mm2 square MCPs of circular channel 

3 
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cross-section and diameter 12.5 µm (on a 15 µm pitch) are employed, with an MCP channel 

aspect ratio (the ratio of channel length L: channel width D) of 120: 1. It is this ratio, rather than 

L alone, that determines the gain of an MCP as a charge multiplier; gains are also varied by 

altering the potential difference across the MCP. A photocathode (for example CsI) may also be 

used to further increase the detection efficiency. More detailed discussions of MCP-based 

detectors may be found in Wiza, 1979 and Fraser, 1989. 

1.2.2 MCPs as X-ray Optics 

Ehrenberg first proposed the idea of X-ray focusing using the reflective properties of polished 

substrates (Ehrenberg, 1947). In the following year, Kirkpatrick and Baez proposed a 

configuration where reflective ellipsoid surfaces are positioned orthogonally to one another, as 

shown in Figure 1.3 (Kirkpatrick and Baez, 1948). When a point source is reflected from an 

ellipsoid, the result is a line focus; the Kirkpatrick-Baez configuration uses the two successive 

mirrors to bring X-rays back to a point focus. 

Figure 1.3. The Kirkpatrick-Baez mirror configuration. A point source focused from a mirror of 

ellipsoid profile is brought to a line focus. The subsequent, orthogonal mirror (again of ellipsoid 

surface profile) reflects the rays back to a point focus. Such mirrors may be positioned in grid- 

like arrays; Square pore microchannel plate optics approximate a grid-like array of these optical 

elements. 

The basis for capillary X-ray optics appeared in 1975, when Schmidt (1975) proposed a 

configuration where two sets of reflecting planes are positioned perpendicular to the surface of a 

cylinder (and to one another). An optic with a potentially unlimited Field Of View (FOV) in 1 

dimension could be created, focusing X-rays down onto a cylinder at half the radius of curvature 
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of the optic (Figure 1.4). Angel (1979) extended the idea, by proposing that square arrays of 

mirrors could be "slumped" or elastically bent onto the surface of a sphere, thus providing a 2-D 

imaging device. However, Angel could not take the credit for the concept; he read a paper 

published by Land (1978) which identified this as the mechanism by which lobsters and other 

crustaceans `see'. Optics operating under this principle are thus named lobster-eye optics. 

Incident 

Radially-orientated 

reflective planes 

Focal surface 

0 

Figure 1.4. Schematic cross-section of Schmidt's one dimensional focusing collimator'. 
Incident rays undergoing an odd number of reflections (A) from the radially orientated walls, 

arranged on the surface of a cylinder (with radius of curvature R) are focused into a line on the 

surface of a cylinder with radius S (with both cylinders sharing a common centre 0). Rays not 

reflected or reflected an even number of times (B) are not focused. 

The ellipsoid profiles of the two mirror surfaces in the Kirkpatrick-Baez configuration have a 
large radius of curvature, which may be approximated by planes (Joy and Weisskopf, 1992). A 

paper published by Wilkins et al. (1989) recognised that if channels of square cross-section could 
be manufactured, an MCP could provide an approximation to the Kirkpatrick-Baez configuration 

and thus a means of realising the lobster-eye geometry. 
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Another form of capillary X-ray optic is the Kumakhov lens (Kumakhov and Komorov, 1990). In 

this case, glass fibres are bundled together and act as waveguides; light is transported from one 

end to the other through a series of total external reflections from the intrafibre wall, where 

grazing angles are minimised to reduce absorption. However, each fibre must be set by hand and 

so Kumakhov lenses are currently very expensive to produce and have no true imaging 

capability. 

Y 
Lx 

Figure 1.5. The reflective focusing mechanism of an MCP channel of square cross-section. 

Rays reflected an odd number of times by each of the orthogonal channel walls become part of 

the central or 'true' focus. An incident ray (red) is reflected from the channel wall described by 

the yz plane (wall Q. This reflected ray (blue) is further reflected from the orthogonally 

positioned wall D (defined by the xz plane) and emerges from the channel on the other side 

(green). Through the channel, the x and y velocity components of the ray have been reversed; 

thus, providing source distance 15 = image distance li, a ray originating at a point (x, y) on the 

source plane is focused to the same 2 dimensional coordinate (x, y) on the image plane. 

1.3 X-ray Focusing with MCP Optics 

The focusing mechanism of MCP optics is based on the specular reflection of X-rays from the 

MCP intrachannel surfaces (Figure 1.5). Upon entering a channel, an X-ray may reflect from a 

surface, thus reversing the velocity component in the direction perpendicular to the plane defined 
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by the channel wall. In the case of planar MCPs, if a ray originating from the source plane at a 

point (x, y) enters the MCP and is reflected once from two orthogonal channel walls before exiting 

the MCP (e. g. walls C and D in Figure 1.5), it will be focused onto the image plane at the same 

coordinates (x, y) providing source and image distances are equal (15 = l; ). Strictly, this is only true 

if the reflections (in each plane) take place at the midpoint of the channel; as previously 

mentioned, the MCP geometry is only an approximation to the Kirkpatrick-Baez configuration; 

as, in practice, reflections occur either side of this midpoint, 1, and I, are no longer equidistant and 

a smearing of the focus is observed. Planar MCPs nevertheless provide a means of achieving 

point to point focusing, behaving with the characteristics of a relay lens of unity magnification 

(Chapman et al. 1991) (Figure 1.6). 

MCP 

Point 

source .......................................................... ----------- ---------------N 
-------------- 

* 

Point 
ý'ý- 

_ focus 

Z 

is l; =1s 

Figure 1.6. Point to point focusing using planar MCP optics. 

The Point Spread Function (PSF) of a square pore MCP optic comprises three separate 

components; a ray contributing to a particular focal component will have followed a particular 

path through the MCP, characterised by the number of reflections it has undergone from each of 

the two channel wall orientations. For example, if a ray is reflected an odd number of times from 

one channel orientation, (e. g. from either walls A or C on Figure 1.5) and an even number of 

times in the other channel orientation (e. g. walls B or D) it is referred to as an odd-even or an 

even-odd ray. The three focal components, intrinsic to square pore MCP focusing may be 

described as follows: 

" odd-odd rays contribute to the central or true focus; the ray in Figure 1.5 is reflected 

once from each channel orientation. 
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9 even-odd and odd-even rays contribute to two line foci, perpendicular to one another 

and coinciding at the true focus, providing a cruxiform focal component. The 'cross- 

arms ' are orientated perpendicular to the channel surface from which they were 

reflected. 

" even-even rays (including rays that are unreflected or 'straight-through' rays) form a 

diffuse 'halo' over the square area defined by the extents of the two cross-arms. 

An experimental image of a point source with a planar, square pore, square-packed MCP optic 

comprising all three focal components is shown in Figure 1.7. 

Figure 1.:. A point source imaged with a planar, square pore, square-packed MCP optic 

showing the contributions from the individual true, line and diffuse foci. Image taken using Cu-L 

(930 eV) X-rays in the Tunnel Test Facility, a 20 m beamline at the University of Leicester. 

For astronomical applications, a different optical geometry is required due to large source 
distances. Angel's lobster-eye geometry, illustrated in Figure 1.8, is realised by spherically 

`slumping' planar MCP optics, such that all channels point towards a common centre. The radius 

of curvature of the optic is termed the slump radius, hereafter denoted R,. With this geometry, a 

quasi-parallel beam of X-rays may be focused onto the surface of a second sphere of half the 
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radius of curvature of the optics, both sharing a common origin. This optical configuration obeys 

the lens equation 

1_1 2 
1; 1, R, 

(1.1) 

where R, >0 when the source is positioned to the convex side of the optic (Chapman et al. 1991). 

The first true slumped MCP-based lobster-eye focusing images were reported by Brunton (1995). 

Is =x R 
S 

`may 

. 
---------- º---------- -----""- Focus 

.............. 1::.: ; ý... > 

R 
1; _ ý 2 

Figure 1.8. A slumped MCP optic will focus quasi parallel X-rays from infinity (lt = x) to a 

point on the optical (z) axis where I_ 
2' 

Conversely, this optical geometry may be used to 

expand a point source to a quasi parallel beam (by positioning the point source 'behind' the 

optic, at the focus). This MCP optic - point source coupling is the principle behind high 

intensity X-ray sources (Section 1.5.2). 

An alternative packing geometry for channels of square cross section was proposed by Willingale 

et al. (1998). In this radial packing geometry, multifibres are stacked in concentric rings around a 

circular, solid core (Figure 1.9). The resulting focus has a PSF with circular symmetry, 

advantageous over the cruciform image structure provided by the square-packing geometry. By 

combining two slumped, radially-packed MCP optics, a conical approximation to the Wolter type 

I geometry may be achieved (Wolter, 1952). Unfortunately, due its circular symmetry, the 

radially-packed geometry is not easily tiled, resulting in a limited FOV compared to that of the 
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square-packing geometry. The radial-packing / Wolter I MCP optic geometries are not studied in 

this thesis; Price (2001) and Price et al. (2002) cover the subject in detail. 

b) jr 
�II 

fr 

ßw1 

,. rte 

N e, 

Figure I. 9. The radial packing geometry of a single square pore MCP optic (a), showing the 

arrangement of the square multifibres in concentric rings around a solid circular core. The 

Wolter I geometry may be approximated by combining two successive radially packed MCPs, 

with (b) illustrating how they are slumped relative to one another (Rays enter the channels from 

the right). From Price (2001). 

In the X-ray waveband, diffraction effects from MCP channel apertures are negligible; X-ray 

energies of 100 eV and above correspond to wavelengths shorter than 125 A, whereas MCP 

optics with channel widths of 20 pm have been used throughout this work. The majority of work 

was performed with MCP optics manufactured to the same specification, shown in Table 1.1. All 

MCPs were manufactured by Photonis SAS. A photograph of a variety of MCP optics is shown 

in Figure 1.10. 
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Side length (mm) 
Channel width D (pm) 
Channel length L (mm) 
Channel pitch P (pm) 
Channel aspect ratio (L: D) 
Open area fraction (%) 
Glass material 
Radius of curvature Rs (mm) 

40 x 40 
20 
1.0 
24 
50.1 
69 
Philips type 297 
750 

Table 1.1. Nominal manufacturing specifications of MCP optics used in this thesis (unless 

otherwise stated). The radius of curvature, or slump radius RS applies to slumped MCPs only. All 
MCP optics manufactured by Photonis SAS. 

1.4 MCP Fabrication 

Irrespective of their intended application, microchannel plates are manufactured using essentially 
the same process (Figure 1.11). An acid soluble core glass of the required channel cross-section 
(i. e. square) is inserted into a hollow cladding glass tube to form what is known as a couple. The 

core glass provides support during manufacture. The couple is hung at the top of a heated 
drawing tower and drawn until it is of the order of 1 mm wide. It is then cut to lengths of 
approximately 500 nun, which are named the first draw fibres. These are manually stacked into 

multifibre bundles, with the stacking configuration dependent on the cross-sectional shape of the 
fibres. The multifibre bundles are drawn again and cut down to suitable lengths of around 100 

mm. This process is repeated until the required channel widths are obtained (up to four draws 
have been used at Photonis SAS; Martin, 2000). 

If the intended MCP channel geometry is square, then the multifibres are then stacked into a 
bloch which has the final cross-sectional dimensions of the desired microchannel plate. The 
block is encased within a steel box and fused in a high-temperature furnace, where it is also 
subject to large mechanical pressures; this process is named ram fusion. For MCPs with channels 
of circular cross-section, multifibres are instead stacked in a hexagonal configuration and encased 
within a glass envelope, named a boule. In this case, the high pressures applied mechanically in 

the ram fusion process are replaced by raising the air pressure within the furnace; this process is 

named bomb fusion. 
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Figure 1.10. A selection of microchannel plate optics. On the left is a planar, bare glass, square 

pore, square-packed MCP optic manufactured to the specifications in Table 1.1. In the centre is a 

nickel-coated MCP optic. with a radially-packed, square pore optic to the right. 

A diamond saw is used to cut slices from the block, which are subsequently ground and polished. 

For MCPs intended to be used in detector applications, bias angles are controlled by the angle at 

which the saw meets the block, bias angles may be manufactured to an accuracy of 0.1° (Price, 

2001). The MCP 'blanks' are then etched in a constantly flowing solution of hydrochloric acid 
for several hours, removing the softer core glass from the outer cladding glass. What emerges 

from the acid bath is a planar MCP. 

MCPs intended for use as charge multipliers (detector plates) require further processing. They are 
heated in a hydrogen atmosphere, a hydrogen reduction process causing a semiconducting layer 

to be formed on the channel surfaces, raising the secondary electron yield. A conductive 

electrode coating is deposited on both MCP faces and depending on their environment and 

application, a suitable photocathode may be applied to one side of the MCP. The manufacturing 

process is discussed further in Brunton (1994) and Martin (2000). 
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Figure 1.11. Diagrammatic overview of the manufacturing process of square pore MCP optics. 

From Martin (2000). 
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1.4.1 MCP Slumping 

The lobster-eye geometry may be realised by slumping planar MCP optics (Figure 1.12). The 

planar MCP is sandwiched between two heavy, positive and negative stainless steel formers 

which have been machined to the required radius of curvature. In order to maintain this profile, a 
thermal cycle is required; to this end, the MCP is then annealed at around 440 °C (for Philips type 
297 lead glass) and slowly cooled to remove mechanical stresses. 

MCP 

Guide 
piHar 

Stainless steel 
formers 

Figure 1.12. The MCP slumping process currently used at Photonis SAS (Fairbend, 2005). 

1.4.2 MCP Coating 

The reflection efficiency of an X-ray mirror may be enhanced by coating the substrate with a thin 

metal layer. Reflectivity is boosted at higher photon energies and at higher grazing angles. The 

application of such a coating to the reflecting surfaces of the optical element in an X-ray 

telescope, for example, will enhance the high energy and wide angle response. MCP optic 

metallisation is studied in detail in this thesis, with particular emphasis on the characterisation of 
the coatings and their scientific potential when applied to the Lobster-ISS X-ray all-sky monitor 
(Section 1.6.1). 

The application of a uniform metal coating along the length of thin capillaries of high channel 
aspect ratio is a non-trivial task; existing coating processes must be refined and in some cases 
new coating processes developed to perform this task alone. In this thesis, coatings from the 
Atomic Layer Deposition (ALD) and Electroless Nickel (EN) methods are compared, with MCP 
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optics metallised with ruthenium, iridium (ALD) and nickel (EN). Each coating technique is 

discussed in further depth in Section 4.1. 

1.5 Terrestrial Applications of MCP Optics 

Although MCP optics were conceived with space applications in mind, a number of terrestrial 

applications have arisen over recent years. Sections 1.5.1 and 1.5.2 detail the exploitation of MCP 

optics in imaging X-ray fluorescence spectroscopy and in the development of high intensity X- 

ray sources. 

1.5.1 Imaging X-ray Fluorescence Spectroscopy 

X-ray fluorescence spectroscopy is a common tool for determining the elemental composition of 

unknown samples. However, most laboratory-based equipment is non-imaging; fluorescent X- 

rays from a sample area are obtained, with X-ray spectra being integrated over the extent of this 

"footprint". Spatially resolved elemental maps are usually generated by mechanically rastering a 

small spot X-ray beam over a target sample. This is either performed in the laboratory, using 

capillary optics to generate the small spot size X-ray source required, or at synchrotrons; in each 

case costs may be prohibitive and due to the slow nature of the rastering process, there is little 

scope for monitoring the time evolution of a sample. 

A prototype terrestrial fluorescence spectrometer was developed at the University of Leicester in 

1999 (Martin et al. 1999). The development of the Imaging X-Ray Fluorescence Spectrometer 

(IXRFS) is an extension of this work, made possible by a substantial EPSRC grant awarded in 

1999. A planar MCP optic is employed in the point to point focusing configuration, relaying 

fluorescent X-rays from a uniformly illuminated target sample onto a photon counting, open 

electrode Charge Coupled Device (CCD) detector. IXRFS thus produces 2D elemental maps of a 

target specimen to sub-millimetre spatial resolution (observed to scale on the CCD), with the 

MCP acting as a relay lens with unity magnification. With a CCD active pixel area of 24 x 24 

mm2, larger target specimens may be imaged by mosaicing individual intensity maps taken from 

different regions of the sample. 

The non-destructive nature of this technique makes IXRFS particularly suitable for quality 

control applications in industry; for example, an envisaged key application of IXRFS is in the 

semiconductor industry, where imaging spectroscopy can be used to detect low Z element 
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contamination on silicon wafers (Fraser et al. 1999). A novel X-ray source, based on an annular 

anode is currently in development to achieve this goal. In conjunction with a commercial X-ray 

source, applications of IXRFS in mineralogy and as a scientific calibration tool are presented in 

Chapter 2. 

1.5.2 High Intensity X-ray Sources 

Capillary optics, in particular Kumakhov lenses have been used in conjunction with X-ray 

sources to produce a concentrated beam (Wollman et al. 1997; Cappuccio and Dabagov, 2000). 

However, at a cost of several thousand pounds each, Kumakhov lenses are prohibitively 

expensive for many applications, and it has been suggested that MCPs could provide an 

alternative to the Kumakhov lens, with manufacturing costs around an order of magnitude 

cheaper (Brunton et al. 2000). Shimadzu Research Laboratory (Europe) Ltd. and JMAR Research 

Inc. expressed a written interest in the technology and indeed to collaborate with Leicester on the 

work, but a proposal to EPSRC in 2000 was not funded, despite encouraging feedback 

1.6 Space-based Applications of MCP Optics 

As MCP optic technology is now reaching a level of technical maturity, its importance in space 

instrumentation is being recognised with several missions making use of MCP optics as low mass 

X-ray mirrors. What follows is a synopsis of three future missions, with MCP optics central to 

the design concept in each case. 

1.6.1 Lobster-ISS 

The lobster-eye geometry has a theoretically unlimited (4a steradian) FOV mating it ideally 

suited for wide-field instruments; indeed, with necessity being the mother of `invention', Angel's 

motivation behind his landmark publication in 1979 was that the geometry be applied to an X-ray 

All-Sky Monitor (ASM) telescope (Angel, 1979). After Wilkins' assertion that microchannel 

plates could be used as the optical element a full ten years later (Wilkins et al. 1989), an in-depth 

feasibility study of such an ASM was performed by Priedhorsky et al. (1996). After an 

unsuccessful proposal of the LOBSTER concept to the NASA Small Explorer Missions Proposal 

(SMEX) in 1997 (Priedhorsky et al. 1997), the proposal was updated in 2000 (following MCP 

optic development via an ESA Technology Research Programme (TRP), Fraser et al. 2000) and 

resubmitted in response to the ESA Call for Mission Proposals for the Flexi-Missions F2 and F3. 
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The mission, now called Lobster-ISS, an ASM for the International Space Station (ISS), was 

approved for an ESA Phase A study in 2002 and successfully completed this study in 2005. At 

the time of writing, Lobster-ISS is due to be launched in late 2010. 

ESA Columbus 
Module 

ý1 G-C 
Figure 1.13. Lobster-ISS as currently envisaged on the International Space Station. The Ax 

Lobster-ISS telescope modules are orientated to provide an instantaneous field of view of 162° x 

22.5° (Image courtesy of D. J. Watson, University of Leicester). 

In the current design, slumped MCP optics (with a baseline specification defined in Table 1.1) 

are tessellated in an 8x6 matrix. A proportional counter-based microwell detector approximates 

the surface of a sphere of slump radius 2, matching the focal surface of the optics. Both the 

optic array and detector are housed within a module, of which Lobster-ISS has six, arranged to 

provide an instantaneous FOV of 162° x 22.5°. It is currently envisioned that Lobster-ISS will be 

mounted externally on the zenith platform Exposed Payload Facility (EPF) located on ESA's 

Columbus Module (Figure 1.13). Lobster-ISS will use the orbit of the ISS to map almost the 
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entire X-ray sky every 90 minute orbit (Pearson et al. 2003). The Lobster-ISS mission provides 

the motivation behind much of the work in this thesis, with the mission design, history and 

scientific potential being discussed in greater depth in Chapters 3-7. 

1.6.2 Bepi-Colombo 

Bepi-Colombo is an ESA cornerstone mission to revisit Mercury for the first time since Mariner 

10 conducted its three orbits of the planet in 1975 (Wakeling, 1975). With a baseline launch date 

of 2012, the mission aims to provide complete mapping of the planetary surface in addition to 

detailed information on the structure of the Mercurian magnetic field over a two year period of 

operations (Grard et al. 2000). An imaging X-ray fluorescence spectrometer, named MIXS 

(Mercury Imaging X-ray Spectrometer) has been proposed by a consortium composed of CCLRC 

Rutherford Appleton Laboratory (RAL) and the universities of Leicester and Helsinki to provide 

2D elemental mapping of the planetary surface (Maddison et al. 2004). MIXS comprises two 

components; MIXS-T (an MCP optic-based telescope) will use MCP focusing optics to provide 

true imaging of the Mercurian surface, operating in conjunction with MIXS-C, an MCP 

collimator with a wide FOV. The coupling of these two instruments will provide soft X-ray 

remote-sensing of Mercury's surface over a spectral range of 0.5 - 10 keV. 

In the case of MIXS-T, two 210 mm diameter, Ir-coated MCP optics in a Wolter I configuration 

will image fluorescent X-rays onto a Ga-As pixel array detector with a focal length of Im 

(Figure 1.14). MIXS-C uses an slumped MCP of R, =1m to throughput flux onto an identical 

Ga-As pixel-array detector, placed 50 cm from the optic (Carpenter, 2005). The angular 

resolution of MIXS-T is of order 2' FW I lli (Price et al. 2002), such that when mounted aboard 

the Mercury Planetary Orbiter module (which has an altitude of 400 km at periherm), a surface 

resolution of 200 m will be achieved. The mineralogical classification of the surface of Mercury 

will yield historic information on the planet's tectonic and volcanic activity, contributing towards 

a better understanding of the least well-known of the terrestrial planets and the evolution of the 

solar system. 
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Figure 1.14. The Ml t5 instrument design current/v baselined for the Bepi-Colombo mission to 

Mercury. 

1.6.3 Auroral Imager 

The dynamics of plasma populations in the terrestrial magnetosphere are broadly governed by the 

interactions between the solar wind and the planetary magnetic field; unfortunately, very little 

radiation is emitted in this region of space making in-situ imaging unfeasible (Yeoman, 2005). 

Instead, the spatial and temporal evolution of the magnetic field at the polar regions of the Earth 

may be used to infer three dimensional models of the magnetosphere (McWilliams et al. 2001). 

Plasma flowing along the magnetic field lines (to which it is intrinsically coupled) is incident on 

the ionosphere in the Earth's polar regions. Here, the particle density is sufficiently high that 

significant radiation is emitted due to collisional dc-excitation; it is this radiation that forms the 

aurora. Coupling images of the aurora to ground-based measurements can be used to reconstruct 

plasma dynamics in the magnetosphere. 

The Radio and Space Plasma Physics (RSPP) group at Leicester are (in part) concerned with the 

field of Solar - Terrestrial Physics (STP). As partners in the Super Dual Auroral Radio Network 

(SuperDARN). they have access to ground-based data regarding plasma flow in the polar regions 

of the ionosphere (Greenwald et al. 1995). The concept of the Auroral Imager was born out of a 

need to complement this ground-lased data with images of the aurora and was the product of a 
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joint study between the Space Projects and Instrumentation (SPI) and RSPP groups at Leicester 

(Cowley et al. 2000, Lees et al. 2001). 

Two previous auroral imagers, Freja (Aderaa, 1993) and POLAR (Frank et al. 1995) had small 

FOVs (25' and 2(' respectively), and thus required orbits of hý 3000 kin in order to image the 

auroral oval in its entirety. With a proposed FOV of 90° x 90°, the Auroral Imager will provide 

similar coverage, yet from a Low Earth Orbit (LEO) of h o, 800 km. In order to achieve this FOV, 

square pore, lobster-cy'e MCP optics of channel width 85 pm are slumped down to a radius of 

curvature R, of 70 mrn. It is envisioned that observations will be made in the VUV (6 - 10 eV) 

band, with optic diffraction effects negligible at these wavelengths (0.124 - 0.200 pm). 

1.7 Overview 

The remainder of this thesis is concerned with the work I have completed since October 2001, 

during my PhD at the University of Leicester. 

Chapter 2 describes the development of the Imaging X-ray Fluorescence Spectrometer (IXRFS), 

the terrestrial application of MCP optics considered in this thesis. A summary of previous work is 

followed by a description of the IXRFS system in its current configuration. IXRFS is used to 

image a mineralogical specimen of Garnetiferous Anorthosite and a diagnostic calibration target 

used in the Beagle 2 mission to Mars. Finally, further applications of the IXRFS system are 

identified and discussed. 

Chapters 3-6 concern the Lobster-ISS all-sky monitor, the space-based application of MCP 

optics considered in this thesis. Chapter 3 examines the soft X-ray focusing properties of the 

latest planar and slumped MCP optics, with angular resolutions determined and compared with 

those baselined for Lobster-ISS. Chapters 4 and 5 examine the properties of the reflecting 

surfaces of bare glass and metallised MCP optics using the Auger Electron Spectroscopy (AES) 

and X-Ray Reflectivity (XRR) techniques respectively. The performance of Lobster-ISS is 

modelled in Chapter 6, for different MCP coatings, detector windows and input source spectra in 

order to optimise the baseline design. 

Finally, Chapter 7 summarisrs the conclusions drawn in this thesis and examines the future of 

MCP Optics. 
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Chapter 2 The Imaging X-ray Fluorescence Spectrometer 

2.1 Introduction 

When primary radiation is incident upon an absorbing medium, electron de-excitation results in 

the emission of secondary radiation, whose wavelength is characteristic of the elemental 

composition of the absorbing medium. This process is named fluorescence-, X-ray fluorescence is 

a special case when both primary and secondary radiation are in the X-ray band. 

Imaging X-ray fluorescence spectroscopy is a tool used to generate 2D elemental maps of target 

specimens; a fluorescence spectrum is obtained from an illuminated area, or `footprint', of a 

uniformly irradiated sample. The technique by its very nature is non-destructive, and therefore of 

particular use for the analysis of precious or rare samples. 

To date, imaging X-ray fluorescence spectroscopy techniques have largely involved the 

systematic 2D scanning of a mounted target sample using a highly-collimated X-ray beam, 

usually < 10 pm in diameter (Morton and Witherspoon, 1992). For the short integration times 

desired for this `rastering' method, an intense, focused, primary X-ray beam is required as the 

fluorescence yield w (the probability of a core hole in a shell being filled by a radiative rather 

than a non-radiative process) is low in the soft X-ray waveband of interest (w = 0.05 at Si-Ks; 

Krause, 1979). which practically necessitates the use of a synchrotron. This chapter describes the 

development of, and scientific output from, the laboratory-based Imaging X-ray Fluorescence 

Spectrometer (IXRFS), with a view to its possible future application in a range of scientific and 

industrial fields. 

In order to put the work into perspective, a brief review of the development of IXRFS is detailed 

in Section 2.1.1. This is followed by a description of the experimental arrangement of IXRFS in 

its current configuration (Section 2.2). Then, the imaging capabilities of IXRFS are investigated, 

using a mineralogical sample (Section 2.3) and a flight-spare calibration target designed for use 

on the Beagle 2 mission to Mars (Section 2.4). The future addition of an alternative X-ray source 

with a novel annular geometry is described in Section 2.5 with further potential applications of 

IXRFS discussed in Section 2.6. 
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2.1.1 Imaging X-ray Fluorescence at Leicester 

The development of IXRFS began at the University of Leicester in 1999 with two proof of 

principle experiments. The first, detailed in Martin et al. (1999) involved the imaging of a simple 

binary sample described in Figure ?. 1(a). Flux from the picosecond pulsed laser plasma source at 

the Rutherford Appleton Laboratory Central Laser Facility was incident upon a slowly moving 

Fe target tape. The ensuing X-rays irradiated the sample, with fluorescent X-rays imaged onto a 
CCD using an MCP relay optic. A composite spectrum of eight individual 'sub-spectra' is shown 

in Figure 2.1(b). The energy resolved images in Figure 2.2 illustrate the spatial distribution of 

fluorescent X-rays from each element in the binary sample. The characteristic cruxiform image 

structure intrinsic to square pore MCP focusing (Section 1.3) is in evidence, with a clear spatial 

separation between the Al and Ni centroids. 

(a) 
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Figure 2.1. The structure. scale and composition of a simple binary metal target are shown in 

(a): the composite spectrum obtained is shown in (b). From Martin et al. (1999). 

Following the success of the synchrotron-based experimentation. in-house development of a self- 

contained. prototype Imaging X-ray Fluorescence Spectrometer with no moving parts began in 

earnest (Martin et al. 2001) funded by an EPSRC grant (reference number GR/M51550/01). The 

work at RAL was extended using an MCP of higher quality (with a Full Width at Half Maximum 

(FWHM) angular resolution of -6 arcmin) and a laboratory-based X-ray source providing 

greater control over the output spectrum. A vertically mounted electron-bombardment source was 

positioned directly above a Micro-Analysis Consultants XRF microstandard target 'six-pack' 

sample (Figure 2.3). Fluorescent X-rays were imaged using a square pore MCP onto a deep- 

depleted X-ray CCD. Figure 2.4 illustrates the experimental configuration. 
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Figure 2.2. Fluorescent images of the binary metal target sample shown in Figure 2.1(a), in (a) 

Al and (b) Ni X-rays. The labelled crosses (blue) illustrate the positioning of the centroid 

corresponding to the other (unimaged) metal in each case. From Martin et al. (1999). 

An image of the six-pack sample comprising counts from all elements is shown in Figure 2.5(b), 

accompanied by an isolated image of localised silicon fluorescence (a). An Al(111) Bragg peak 

was observed at 3.72 keV (Figure 2.6) demonstrating a capability for diffraction imaging. In the 

semiconductor industry, overlayers of metals (e. g. aluminium) are deposited on silicon wafers to 

create contacts and connectors during silicon chip manufacture. The mismatch in the lattice 

spacing at the AI/Si interface gives rise to stresses which are capable of introducing breaks in the 

fine Al interconnects. For a given primary X-ray angle of incidence, changes in the lattice 

spacing correspond to energies at which the Al and Si Bragg peaks occur. Thus, in principle, it 

may be possible to realise `stress maps' over the extent of an aluminised silicon wafer using the 

diffraction imaging capabilities of IXRFS; this was identified as a potential key application of 

IXRFS in the EPSRC grant application (Fraser et al. 1999) yet has not been investigated to date. 

The two proof of principle experiments detailed in this section were carried out prior to the 

involvement of the author in the IXRFS project. Work carried out by the author is detailed in the 

remainder of this chapter. 
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Figure 2.3. Scanning Electron Microscope (SEM) image of the six-pack target, consisting of six 

known substances fixed into 'wells', machined into an aluminium disc. The samples, clockwise 

from top-left are; carbon, carbon, boron-nitride (BN), silicon, aluminium fluoride (AIF3) and 

aluminium oxide (A1.03). From Martin et al. (2001). 
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Figure 2.4. Schematic view of prototype lab-based IXRFS at Leicester. From Martin et al. 

(2001). 
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Figure 2.5. IXRFS prototype imaging of the six-pack sample in (a) Si-Ka and (b) all X-rays. The 

cruxiform image structure is visible from the silicon in (a), while in (b) the six samples appear as 

`holes ' in the aluminium disc support. From Martin et al. (2001). 
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Figure 2.6. Fluorescent target spectrum with accelerating anode voltage of 5 ki! The Al(]]]) 

Bragg reflection peak is clearly observed at 3.72 keil From Martin et al. (2001). 
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2.2 Experimental Configuration 

The experimental geometry of the IXRFS system in its current configuration is illustrated in 

Figure 2.7, accompanied by a photograph in Figure 2.8. 
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Figure 2.7. Experimental geometry of the IXRFS system. The sample (blue) is mounted on the 

x -y- translator table, which is shown orientated a nominal 0= 45° to the optical axis. The 

components are mounted on and encased within a stainless steel support structure (Figure 2.8). 

The orientation of the sample table results in a range of source-MCP distances; thus in this point 

to point focusing configuration, images are out of focus at the top and bottom of the CCD (as 

shown above). 

A target sample is illuminated by a commercial Kevex K5039MO-C X-ray tube placed 400 mm 

vertically above. The source has a molybdenum anode coupled with a 125 µm beryllium window, 

and can be run at accelerating voltages in excess of 20 kV with an emission current of 1 mA. 

Fluorescent X-rays produced from the excitation of the target sample are imaged onto a deep- 

depleted X-ray CCD (of - 30 pm average depletion depth) with the use of an MCP relay optic. 
The MCP optic is located at a 300 mm midpoint between the 45° sample table and the CCD, 

mounted in a stepper motor-driven frame with two rotational degrees of freedom. A third 

MCP relay optic 
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Figure 2.8. Primary X-rays from the source above illuminate a target sample, which is mounted 

on the x -v translator table. The MCP relay optic can be seen in the background, housed within a 
holding jig attached to a two-axis manipulator. The CCD is positioned behind the MCP. Note 

that in this figure, the x -y translator table is rotated 90°from its actual working position. 

stepper motor is employed to displace the MCP frame along the optical (z) axis to optimise X-ray 
focusing. The selected experimental geometry means the MCP acts as a relay lens of unity 

magnification; a feature of cross-sectional area A on the target sample (tilted at 45°) viewed along 
the optical axis will theoretically be imaged with an equivalent area A by the CCD. In 

conjunction with a slumped MCP optic, the system would have a transverse magnification MT 

(Chapman et al. 1991) given by 
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1. 
M,. =1' (2.1) 

s 

where is and l; are the sample-MCP and MCP-CCD distances respectively. The IXRFS system 

has been designed to allow ± 100 mm longitudinal travel of a slumped MCP optic relative to the 

nominal 1S = l; = 300 mm, with a view to magnifying X-ray images of the sample at the CCD by 

up to a factor of two. However, this optical configuration has not yet been implemented in 

IXRFS; for the purposes of this work, we use the IXRFS system in conjunction with a planar 

MCP in the point to point configuration shown in Figure 2.7. The optical geometry of the MCP 

is currently the limiting factor in the spatial resolution of system, which was measured by G. J. 

Price to be - 0.67 mm (Figure 2.9). The square-packed, square pore MCP is manufactured to the 

specifications in Table 1.1 by Photonis SAS. 

Figure 2.9. The FWHM 200 um spot-size Kevex X-ray source directly imaged onto the CCD 

using the . tICP relay optic (serial number H0001-A5) positioned at the midpoint for point to 

point focusing (where 1=l; = 370 mm in this case due a differing IXRFS configuration required 

for direct illumination). The FWHM angular resolution was measured to be - 6.5 arcmin, 

corresponding to a system spatial resolution of - 0.67 mm. 
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An E2V fi-ont-illuminated Type 22 CCD was selected for IXRFS. This is the same design as that 

used on the Swift gamma-ray burst experiment (Gehreis et al. 2005) and similar to that used for 

the European Photon Imaging Camera on XMM-Newton (Turner et al. 2001, Short et al. 2002). 

The CCD has an open-electrode structure and comprises a 602 x 610 square 40 pm pixel array 

corresponding to a total active area of -. 24 x 24 mm2. The CCD operates at a characteristic 
temperature of -75°C, cooled by a five stage Thermo-Electric Cooler (TEC) in conjunction with a 
10°C chilled water supply. An associated read-noise of 7-9 e RMS at -75°C was measured at 5.9 

keV (Mn-K«), corresponding to a FWHM energy resolution of 150 eV (Price et al. 2003a). The 

quantum efficiency curve for the CCD at -80°C is shown in Figure 2.10. The associated energy 

of each incoming photon is recorded accurately by the CCD subject to the provision that no more 
than one photon per pixel per frame is detected. Otherwise, the energy of each individual photon 

will be lost with only the total energy recorded; this condition is known as pile-up, and limits the 

maximum count rate R, on the CCD; for example, with the CCD used in IXRFS, to restrict event 

confusion to the 1% level, R< < 0.15 photons per pixel per frame (Fraser, 1989). 
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Figure 2.10. Quantum efficiency versus energy curve of the E2V Type 22 CCD at -800C used in 
IXRFS (Keay et al. 1999). O-K (from the silica dielectric layer) and Si-K absorption edges are 
identified at 543.1 and 1839 eV respectively (Bearden and Burr, 1967; Cardona and Ley, 1978). 
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The IXRFS system is evacuated to a pressure of < 10-6 mbar by two scroll pump-backed 
TurboMolecular Pumps (TMPs). The CCD is isolated from the rest of the system by a gate valve 

which allows the user to change a sample without breaking vacuum in the `CCD chamber', 

therefore not exposing the CCD to atmospheric contaminants; one backing / TMP combination 
independently pumps each of the two volumes, with the gate-valve opened when both volumes 

are sufficiently evacuated for data collection. 

IXRFS Hardware Control (HC) software was developed in-house by K. Turner and I. B. 

Hutchinson to be used in conjunction with IXRFS. The HC software outputs an event list 

containing the position and energy of each X-ray imaged on the CCD. The spectral and positional 
information for each event are coupled, permitting the spatial origins of spectral peaks on the 

sample to be determined and vice versa. Further, a Fortran-77 based program named CCDREAD 

(written in-house by G. J. Price) was developed to read in the event list and output it in the form 

of the HDS file structure, so that the data may be easily manipulated for subsequent image 

processing using the Q Interactive Programming Language, developed by R. Willingale at the 
University of Leicester. 

2.3 Mineralogical Samples 

A mineralogical sample of Garnetiferous Anorthosite originating from Bergen, Norway was 

selected for analysis with the intention of mapping the population of garnets (red pebble-like 
features in this case) present within the structure. A length of 250 pm diameter copper wire was 

wrapped around the sample, with the intersecting points used as fiducial markers, whose purpose 

was to generate a look-up table to enable the mapping of X-ray data onto a photograph of the 

sample. In this way, visual characteristics could be correlated with those present in the IXRFS X- 

ray dataset. The fiducial markers should be made up of an element that is not expected to be 

abundant within the sample; this way, the element is easily identified in the X-ray spectrum All 

mapping software was written in-house by Price (2004a). A photograph of the garnetiferous 

sample, referred to in the GSPARC [Geological Specimen ARChive] - PALI [Planetary 

Analogue Library] catalogue as 0042-RS-0071 (Pullan; 2005a, 2005b) as seen from the CCD is 

shown in Figure 2.11. 

An isolated events spectrum from the imaged region of the sample is shown in Figure 2.12. The 

spectrum contains 22 million events collected over 12 hours in 4900,1 second frames, each with 

a readout time of 8.7 seconds. The source was configured to run with an accelerating voltage of 
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10 kV with a1 mA emission current. X-ray fluorescence from the stainless steel IXRFS structure 

often contribute significantly toward the presence of titanium, vanadium, chromium, iron, nickel 

and zinc seen in Figure 2.12. 

I'M 

Figure 2.11. Garnetiferous Anorthosite sample mounted on the x -Y translator table in IXRFS. 

High purity (99.99%) copper wire was meshed around the sample with nodal points used as 

fiducial markers for the mapping of X-ray data onto the photograph. As seen by the scale on the 

left-hand side (cm), the sample is too large to be imaged by the 24 x 24mm2 CCD using the MCP 

relay optic at unity magnification. The imaged region is indicated (red-dashed lines). 

Two dimensional elemental mapping of individual lines aids in the differentiation between those 

elements present in the steel and those in the mineralogical sample itself. The identification of 

spectral features must take account of (a) scattered X-rays from the primary (Mo) source, (b) 

pile-up in the CCD pixels, (c) escape peaks from the silicon and (d) Bragg diffraction peaks. The 

Mo-L peak is attributed to (a), with pile-up (b) identified by the addition of two lines in Figure 

2.12. There appears to be no evidence of escape peaks (c) or Bragg peaks (d). 
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An X-ray image of the copper wire fiducial markers, created from events selected from the Cu-La 

peak in Figure 2.12 is shown in Figure 2.13. The spatial resolution of the system is estimated at 

0.71 mm from the imaged profile of one of the wires, similar to the 0.67 mm measured in the 

previous section (Figure 2.9). 

0 

LO 

E 
Eo 

0 

X (mm) 

2.75 

2.25 

1.75 

1-25 

t 0.75 

0.25 

8 -6 -4 -2 0246 

X (mm) 

Figure 2.13.2D elemental map of events selected from the Cu-La line (above) with a cut across 

the indicated region shown below. The central peak is fitted with a Gaussian function (red) with 

a FWHM of 0.75 mm. Removing the diameter of the Cu wire (250 pm) in quadrature, the FWHM 

spatial resolution of the system is estimated at - 0.71 mm. 

The majority of minerals derive from silicate-based rocks; for this reason, Geologists compare 

elemental abundances in samples to that of silicon (Pullan, 2005c). A Mg/Si ratio intensity map 

transformed using a look-up table is displayed alongside an optical photograph of the imaged 

region of 0042-RS-0071 in Figure 2.14. The red garnets and darker regions of the rock appear to 

be magnesium-rich in comparison with the remaining, paler background mineral matrix. 
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Figure 2.14. (a) Optical image of the exposed area of the sample shown in Figure 2.11. (b) An 

Mg/Si X-ray intensity ratio map. The contour is drawn at a ratio of 0.07. Fluorescent photon 

yields from two 5x5 mm' areas were sampled in regions of low and high Mg/Si ratio (denoted A 

and B respectively). Over a total integration time of 4900 seconds, in region A, a total of 7993 

(Mg-K) and 154440 (Si-K) photons were detected, with respective totals of 16125 (Mg-K) and 

141438 (Si-K) photons in region B. Mg/Si ratios are estimated at 0.053 ± 0.001 (region A) and 

0.114 ± 0.001 (region B), indicating a statistically significant difference between the Mg/Si ratios 

in each region. 

An independent petrological examination of thin rock sections using a polarising microscope 

(performed by D. Pullan, University of Leicester) has identified three principal mineralogies: 

(i) a plagioclase feldspar background rock matrix [as microcline (KA1Si3O8) and albite 
(NaAlS13O8)] 

(ii) pyroxene bands running through the feldspar (probably augite 
[(Ca, Na)(Mg, Fe, A1, Ti)(Si, AI)1O6] 

(iii) Garnets associated with the pyroxene, probably almandine [Fe3AI2(SiO4)3] towards 

pyrope [Mg3A12Si3O12]. 

Despite its complexity, a simple intensity map of the rock performed in IXRFS has successfully 

identified the magnesium rich pyroxene bands and garnets. 
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2.4 Beagle 2 Calibration Target 

The X-ray Spectrometer (XRS), MossBauer Spectrometer (MBS), Stereo Camera System (SCS) 

and MICroscope (MIC) instruments, in part making up the Beagle 2 instrument package (Sims et 

al. 1999, Pullan et al. 2004) were designed to be calibrated on the Martian surface; to this end, a 

calibration target was machined from an aluminium alloy at the Planetary and Space Sciences 

Research Institute, Open University, featuring circular deposits of different minerals, all arranged 

in the form of a `spot' painting and applied by the popular artist Damien Hirst (Rosenthal, 1998; 

Hirst, 2005a; 2005b). A picture of the calibration target is shown in Figure 2.15. 

78 mm 

y 
LX 

77 mm 

Figure 2.15. Annotated photograph of the Beagle 2 calibration target; spots 1-16 have nominal 

elemental compositions shown in Table 2.1. Image from http: //www. beaglle2. com/resources/ 

photo-album. htm All Rights Reserved Beagle 2. 

The calibration target was securely mounted on the x -j- translator table in IXRFS, and was 

mapped in its entirety by performing ten separate exposures, each on different regions of the 

target. The sample table was translated in the x and y directions in order to image the different 

regions of the target. 
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Spot Mineral 

I Azurite 
2 Wulfenite 
3-4 Iron oxides 
5 Malachite 
6 Complex spinel 
7 Terra verte 
8 Manganese ammonium phosphate 
9 Robertson's red 
10-15 Iron oxides 
16 Rutile 

Composition 

Cu3(CO3)2(OH)2 
PbMoO 4 
Fe, 0 
Cu2CO2(OH)2 
Co, Li, 77, Zn 
Si, Ca, Al, Fe 
Mn(NH4)PO4 
Fe, 0 

Fe, 0 
7702 

Table 2.1. Nominal compositions of spots in the Beagle 2 calibration target shown in Figure 

2.15. TJ7rere exact compositions are not known, the principal constituents of each spot are 

indicated (Pullan, 2005c). 

Elemental maps of each of the ten individual exposures were generated by sorting positional data 

from each of the required line energies into individual image arrays. The ADC channel 

corresponding to each of the required lines was identified, and events from a total of 31 channels 

(1 ± 15 channels either side of the peak channel), were selected to make up the 2D spectral maps. ' 

The approximately square image arrays (610 x 602 pixels) were rebinned into arrays of 61 x 86 

pixels, primarily to make the datasets more manageable; changing the shape of the array has the 

effect of `stretching' images along the y-axis (Figure 2.7) by a factor of - 
Ji, to correct for the 

45° tilt of the sample table in this orientation. The framestore of the type 22 CCD device in 

IXRFS actually overlaps a small proportion of the CCD active area, producing zero counts in 

these `covered' pixels. In addition, the rebinning procedure previously described results in 

erroneous results in each of the pixels comprising the border of each image. Both effects are 

removed by transferring the useful pixels into a 59 x 75 image array. The HC software that reads 

out the raw image data into the 5 byte event file also laterally inverts the image from the CCD. 

This was corrected for by `flipping' the array (denoted by A; r), reflecting it in the y-axis. In this 

' For event selection purposes, in this case a FWHM CCD energy resolution of 150 eV (Section 2.2) is 

assumed across the energy range. At 4.7 eV per channel, a sampling width of 31 channels approximates a 

FWHM energy resolution of - 150 eV. 
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case, the transformed, or flipped array A'; 1 containing Ni x N, " pixels, with the position of each 

pixel denoted by indices i and j (in the x and y axes respectively) is described by 

A'+,! = AN, 
+1-i f 

(2.2) 

For each of the ten exposures (indexed k), the X-ray source was operated with an accelerating 

voltage of 15 kV and an emission current of 0.7 mA, with a different number of frames Nk 

recorded in each case; each exposure was therefore normalised to the same number of frames as 

that of the exposure containing the fewest number of frames Nm;,, such that the number of counts 

within each pixel element in each exposure was scaled down by a factor f given by 

f. _N.. i� 
N, t 

(2.3) 

This normalisation process was performed in order to provide closer contrasts in the final 

mosaiced images between the ten individual component exposures, minimising any undesirable 
`edges' where the images were joined. Composite images of the calibration target for a variety of 

elements are shown in Figure 2.16. 

The body of the calibration target is manufactured from the aluminium alloy A97075, which is 

comprised largely of pure aluminium, with around 5.1-6.1% zinc, 2.1-2.9% magnesium and 1.2- 

2.0% copper by weight (Bringas and Wayman, 1995). Each element is imaged in Figure 2.16, 

with the Al, Zn and Mg seen to be distributed throughout the body of the calibration target as 

expected. The presence of copper in the Azurite and Malachite (Spots 1 and 5 respectively) is 

clearly identified in (k), with the Cu-Ka flux from the calibration target body limited in 

comparison. 

Molybdenum is observed in the Wulfenite spot (e) as expected, yet there also appear to be traces 

of Mo in the Tema Verte spot; in actual fact, this is sulphur in the latter case. The Mo-L. a (2.293 

keV) and S-Ku (2.308 keV) lines are sufficiently close together that the process adopted to select 
`Mo' events has selected a quantity of `S' events (the energy window width for event selection is 

70 eV either side of the desired line energy). Furthermore, within the Wulfenite spot, some of 

the `Mo' events may be 'Pb' events, due to the proximity of the Pb-M«, 1 line (2.345 keV). 
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calibration target (Figure 2.15), viewed in elements labelled (a-1). Each is superimposed onto a 

dulled Al-Ka image background (excluding the Al-K« image itself) to facilitate spot identification. 
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The Wulfenite spot also appears to contain some calcium (0, distributed throughout the spot; this 

is not normally a constituent of pure Wulfenite (Table 2.1). It is possible that calcium was 

contained within a `host rock' from which the Wulfenite may have been extracted and thus the 

calcium is a contaminant. Alternatively, the spot may be comprised of Calcian Wulfenite° 

(Pb, Ca)Mo04. The presence of Ca within Spot 2 was independently verified by Talboys (2003) 

using the Beagle 2 flight-spare XRS. 

Two of the principal constituents of the Terra Verte spot are silicon and iron, seen in (c) and (i) 

respectively. Si appears in the majority of spots, those containing minerals derived from silicate 

rocks. Similarly, Fe is evident in a variety of spots, principally in the iron oxide spots (3-4,10- 

15) and in Robertson's Red (Spot 9) as expected. Additionally, Fe is the major constituent of the 

stainless steel support structure on which the calibration target was positioned. A `haze' is 

present surrounding the calibration target, where the support structure itself is fluorescing (i). 

Perhaps the best demonstration of ÜXRFS is seen when imaging the phosphorus (d) and 

manganese (h) in Spot 8. In each case, the contrast is such that the cruxiform image structure, 

characteristic of MCP focusing is observed. Titanium is clearly identified in the Rutile spot (g), 

and there appears to be a small quantity of cobalt within the complex spinel spot (j). Apparent 

`Co' events in the iron oxide-based Spot 12 and in the stainless steel support structure 

surrounding the calibration target can be attributed to the Fe-Kß line (6.931 keV) which is 

indistinguishable from the Co-K« line (6.930 keV) in IXRFS. 

Up to this point, individual events have been energy selected and imaged, creating 2D elemental 

maps of both the mineralogical specimen (Section 2.3) and the Beagle 2 calibration target; 

conversely, it is possible to select events based on their position and sort them into energy bins, 

creating spectra. Events were selected from a-3.4 x 6.3 mm2 area in Spot 8 (nominally 

containing manganese ammonium phosphate, shown in Figure 2.17) and processed to produce 

the spectrum shown in Figure 2.18. The spectrum of the entire imaged area shown in Figure 2.17 

is also shown for comparison. 

As expected, the elements contained within Spot 8 (Mn, P, Si) are more prominent in the `Spot 8 

spectrum' in comparison to that from the `full spectrum'; similarly, the elements contained within 

the stainless steel x -y translator table (Fe, Cr, Ni) are less prominent. 

Details of Calcian Wulfenite may be found at bttp"//www mindat org/min-9713. htm] 
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Figure 2.17. Raw 610 x 602 CCD exposure containing aluminium selected events. Spots 7 and 8 

appear as 'holes' in the image, indicative of a relative absence of aluminium. The spectrum of 

Spot 8 (Figure 2.18) is comprised of events selected from the area within the indicated rectangle. 

The rectangular sample area is 85 x 112 pixels, corresponding to a geometrical area of --- 3.4 x 

6.3 mm' on the calibration target. Events for the spectrum were selected prior to the binning, 

stretching and the flipping of each image array; thus this image appears 'squashed' in the 

vertical axis and laterally inverted when comparing it to Figure 2.15. The framestore, 

overlapping the CCD active area is also seen towards the bottom of the image. 

The origin of 'Peak X' labelled in Figure 2.18 is unclear upon initial inspection; occurring at 

4.20 keV, X is believed to be the superposition of two `component peaks'. The low energy 

shoulder is attributable (in part) to the Ca-Kß line as shown in Figure 2.19. A significant fraction 

of the X-ray flux at this energy however appears to have originated from the stainless steel 

sample table; indeed, this is confirmed when Peak X is imaged about its maximum in Figure 

2.20. There are no elements contained within the stainless steel that may be responsible for 

fluorescent X-ray lines at this energy; the major component of Peak X is deduced to be a Bragg 

peak, caused by X-ray diffraction from successive atomic planes of one of the constituent 

elements of the stainless steel. 
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Figure 2.19. Blurred elemental maps comprising events selected from the (i) Ca-K, and (ii) Ca- 

Kß lines of spectrum (a) in Figure 2.18. The Ca-Ka counts are localised in the Terra Verte spot 

(7), around half of which is imaged in this exposure. At Ca-Kß (4.013 key) there is a localised 

calcium component, believed to be responsible for the low energy shoulder on Peak X Blurring 

is performed using an 18 x 18 top hat filter. 

Bragg's law states that 

2dsin6=n2 (2.3) 

where d is the perpendicular distance between subsequent lattice planes, B is the grazing 

incidence angle of the X-rays relative to the lattice planes and n is the order of reflection. In the 

case of IXRFS, 0 is fixed at a nominal 45°. For elements arranged in a cubic lattice, (either simple 

cubic, body-centred cubic [BCC] or face-centred cubic [FCC]), we may calculate the energies E 

(keV) of Bragg peaks using 

E= 12.4 h'+k`2+12 (2.4) 
2a sin 0 

where h, k and I are the Miller indices of the reflecting lattice planes and d is given in A. Iron and 

chromium are the principal constituents of the stainless steel, with Fe (110) and Cr (110) Bragg 

peaks predicted to occur at 4.26 and 4.33 keV respectively. Unfortunately it is not possible to 

(ii) 
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accurately determine which (if not both) contribute toward Peak X through imaging, yet the Cr 

(110) is believed to be the major contributor due to the fact that during manufacture, chromium 

migrates to the surface of the steel (Binns, 2005). If this is the case, the difference between the 

observed (- 4.20 keV) and predicted (- 4.26 keV) positions of the Cr (110) Bragg peak may be 

explained by an experimental error in 0; rearranging Equation 2.3,0 -. 45.8°, which is entirely 

plausible given the difficulties in machining (and assembling) components such as the mounting 

to the sample table to the level of accuracy required. A further, minor contributor to Peak X may 

be the Al (200) peak, expected at 4.34 keV, although it is not possible to resolve this component 

through imaging as events originating from the stainless steel dominate. 
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Figure 2.20. A blurred elemental map comprising events selected from Peak X The imaged. flux 

originates from the stainless steel sample table upon which the calibration target is mounted. 

Blurring is performed using an 18 x 18 top hat filter. 

A simple diagnostic to confirm that Peak X is a result of Bragg diffraction would be to repeat the 

experiment with the sample tilted at a different orientation (i. e. 0= 60° rather than 0= 45°); a 

Bragg peak would then appear at a different energy (for Cr [I 10], E-3.48 keV for 0= 60° as 

opposed to E-4.26 keV for 0= 45°). Unfortunately, due to high demand for the calibration 

target elsewhere in the scientific community, there was insufficient time to test this hypothesis. 

An alternative diagnostic would be to consider the profiles of each of the peaks in Figure 2.18. 

The FWHM energy resolution of of any solid state detector is related to the energy E of the 
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detected photon (to first order) as OL' cc J, intrinsically limited by Fano statistics (Fraser, 

1989). In our experimental configuration, a Bragg peak would be slightly broader (and thus not 

follow the relationship) due to an additional error associated with the range of angles 09 sampled 

during the integration. However, as previously mentioned, Figure 2.19 shows Peak X to have a 

contribution from the Ca-Ku line and so this diagnostic would not be appropriate in this case. 

Peak X is not believed to be a Mn-1CQ escape peak (which in principle would be observed at 4.16 

keV); in an E2V type 22 CCD, the magnitude of such a peak is expected at around the 1% level 

of the observed Mn-Ku line (Short et al. 1998) rather than the -50% level observed in Figure 

2.18. Furthermore, Peak X photons are shown in Figure 2.20 to originate from the stainless steel 

sample table and not the Mn-based Spot 8. 

2.5 IXRFS Source Development 

One of the commercial applications of the IXRFS system identified prior to its development was 

its suitability for the detection and elemental mapping of low-Z element contamination on silicon 

wafers. However, any fluorescent X-rays from such contaminants are currently swamped by the 

silicon background at the detector. The problem is solved by running the X-ray source with an 

accelerating voltage below the Si-K absorption edge (1840 eV), thus providing primary X-rays 

with insufficient energies to excite Si-K,, and Si-Kß line emission. 

Figure 2.21. Photograph of the prototype ring anode design. An electrically insulating 

aluminium nitride ceramic (grey) separates the gold-plated anode from the water-cooled copper 

block below. 
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However, conventional X-ray sources experience a dramatic decrease in emission current in 

response to a reduction in accelerating voltage, significantly increasing integration times. To this 

end, a novel gold-plated anode with annular geometry is currently in development at the 
University of Leicester to increase photon yield at lower energies, shown in Figure 2.21. 

The annular geometry of this ring anode maximises cathode area, resulting in a corresponding 
increase in primary X-ray flux. A circular thonated tungsten filament is suspended above the 

anode, with primary X-rays generated by conventional means of electron bombardment. 

Fluorescent X-rays propagate back through the centre of the annulus, where they are imaged onto 

the CCD by the MCP relay optic. Figure 2.22 shows the I-V characteristics of a prototype ring 

anode, with a 200 mA emission current recorded at 1 kV, a 200-fold increase over the current 

source. The principle of operation of the ring anode X-ray source is shown in Figure 2.23. 
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Figure 2.22. I- V characteristics of the prototype ring anode X-ray source based on preliminary 

testing. Diamonds, triangles and squares represent filament currents of 1.5 A, 1.6 A and 1.7 A 

respectively. From Fraser et al. (2002). 

Primary X-ray generation by means of electron bombardment generates a significant amount of 

thermal energy in the system. Preliminary testing of a prototype ring anode source revealed 

45 

0.1 1 10 



8 mm Mean cathode 
Ei 

position 

i4 E 

E 
E 
a M 

£i 

'Q 
rv 

300 mm 

Optical light 

filter 

Figure 2.23. A schematic illustrating the ring anode X-ray source configuration. A circular 

filament (cathode) is suspended above and outside of the annular anode. Fluorescent X-ray flux 

propagates through the centre of the annular anode and is imaged onto the CCD using the MCP 

relay optic. The novel anode design will increase soft X-ray flux by (a) boosting emission current 

and (b) increasing the solid angle between anode and sample. 

temperatures in excess of 200 °C at 2 kV measured at the support structure (incorporating both 

filament and optical light filters). A chilled water supply was placed in thermal contact with the 

ring anode itself using an intermediary ceramic, bonded with silver-loaded epoxy. A 

commercially produced aluminium nitride ceramic was selected due to its low-electrical and 

high-thermal conductivity properties. However during testing, the anode-ceramic bond failed, the 
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epoxy heating to temperatures in excess of its melting point, with probable cause being the 

inhomogeneity of silver within the epoxy. This problem will be addressed in future by purchasing 

the ceramic with a thick copper coating on one side; this can then be soldered directly onto the 

ring anode in-house. 

2.6 Future Applications 

This section details the potential application of the IXRFS system to three diverse scientific 

fields. 

2.6.1 Synchrotron Collaborations 

As previously noted, imaging X-ray fluorescence spectroscopy at a synchrotron radiation source 

generally involves the systematic 2D scanning of a target sample with a highly collimated 

primary X-ray beam. Resulting fluorescent X-ray images have a spatial resolution on the micron 

scale and are therefore ideally suited to the imaging of microscopic samples. However, this 

method is inappropriate for real-time imaging, as the image refresh rate is limited by the repeat 

time of the rastering process. IXRFS is capable of producing evolutionary 2D elemental maps of 

an entire sample, with the time period between subsequent images limited only by the maximum 

readout speed of the detector. One potential application of real-time imaging is the analysis of the 

dynamics of catalytic processes (Schroeder et al. 1997). 

2.6.2 Botany and Marine Biology 

Elemental maps of botanical specimens are routinely generated using an SEM in conjunction 

with an Energy Dispersive X-ray microprobe analysis system (EDX), detailed in Heslop- 

Harrison, 1990. Samples as intricate as the reproductive system of maize can be successfully 

studied in this way (Heslop-Harrison and Reger, 1985), which are conventionally either frozen or 

dehydrated prior to analysis to prevent ion diffusion into the ambient vacuum. Whilst IXRFS is 

not currently suited to the study of microscopic specimens, there is scope for similar 

investigations on the macroscopic scale. 

Compositional analysis of marine organisms is a widely-used method of observing the 

concentration of heavy metal pollutants in coastal environments. Sentinel aquatic molluscs such 

as mussels (Jeng et al. 2000), limpets (Cravo et al. 2002), oysters (Solis et al. 1996) and marine 
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snails (AbdAllah et al. 2002) have been used as pollution biomonitors worldwide. Analyses are 

commonly performed using Proton Induced X-ray Emission (PIXE). It may be possible to use 

IXRFS to image the characteristic growth rings seen in marine shells, potentially providing a 

continuous history of the heavy metal pollutants in the environment of the mollusc over its 

complete lifetime. 

2.7 Conclusions 

A new X-ray fluorescence spectrometer concept has been developed to the point that it is a useful 
laboratory tool in the non-destructive investigation of sample compositions. Two-dimensional 

elemental ratio maps (Mg/Si) of a Garnetiferous Anorthosite mineral were produced with 

sufficient spatial resolution to identify localised surface features. Each element believed to be 

present in the mineralogical structure was identified from a spectrum compiled from events 

contained within the imaged region. IXRFS is also applied in the field of instrument calibration; 

the Beagle 2 calibration target is imaged in its entirety, a total of ten component images mosaiced 
together to produce 2D elemental maps. All elements believed to be contained within both the 

spot paints and the target base itself were identified and imaged, each located in its expected 

position. Events were selected from an area (Spot 8) of one of the component exposures and 

compiled into an isolated events spectrum. Elements localised within the selected area appeared 

more prominent relative to a spectrum compiled from all events in the exposure and vice versa. 
The imaging capability of the instrument was key in the identification of a stainless steel based 

Cr (110) Bragg peak. 

The sensitivity of IXRFS to different elements in a sample is fully calculable using the 

fundamental parameters approach, detailed in Tertian and Claisse (1982). Properties such as the 

system geometry, MCP efficiency (at all energies and grazing angles) source flux and detector 

QE (both as functions of photon energy) must be taken into account. The fluorescence yields of 

each spectral line must also be considered. In general, the sensitivity of IXRFS to a particular 

element depends critically on the presence of other, major elements; for example, in Section 2.3, 

the presence of the Si-KQ peak in particular has the effect of swamping counts from neighbouring 

elements, shown in Figure 2.12. Background fitting is thus the key to deducing the ultimate 

sensitivity of any X-ray fluorescence spectrometer. This is beyond the scope of this thesis, yet 

should be considered in the near future. 
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Each image in the CCD plane recorded from IXRFS is a convolution of the cruxiform point 

spread function of the MCP optic with the target sample and the X-ray source. Image 

deconvolution was not performed in this work due to time constraints, yet should be investigated 

in the future. 

The development of a novel annular anode X-ray source will increase emission current by a 
factor of over 200 times, enabling the imaging of low-Z element contamination on silicon wafers. 
It is currently forseen that the technology will also be applied in the fields of botany and marine 
biology in the near future, with no further modifications to the experimental configuration being 

required. 
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Chapter 3 MCP Optics for Lobster-ISS 

3.1 Introduction 

MCP optics have reached a level in their development where they are beginning to have real 
applications in X-ray astronomy, as discussed in Chapter 1. The particular astronomical 
application of MCP optics described in this thesis is the Lobster-ISS X-ray all sky monitor. In 
this chapter, the experimental focusing properties of both slumped and planar Lobster-ISS optics 
are investigated. 

3.1.1 Lobster-ISS as an X-ray All Sky Monitor 

The X-ray sky is highly variable. The gaseous nebulae of supernova remnants and clusters of 
galaxies, estimated to contribute to <1% of the galactic source population and around 10% of the 
thousand brightest extragalactic sources respectively, are the only astrophysical objects to have 

shown negligible temporal variability in the X-ray band (Holt and Priedhorsky, 1987). All-Sky 
Monitors (ASMs) are telescopes with a large FOV which have the capability to map the X-ray 

sky at frequent intervals, providing a synoptic view of X-ray variability. A secondary use of 
ASMs is to provide a transient event alert facility to existing pointed telescopes, such as XMM- 
Newton (Jansen et al. 2001) and Chandra (Weisskopf et al. 2000), or for future missions such as 
Constellation-X (White and Tananbaum, 1999) or XEUS (Bavdaz et al. 2002) depending on the 
Lobster-ISS launch date, so that serendipitous discoveries can be studied in greater depth by 

more spectroscopically capable and sensitive, narrow-field instruments. 

The most sensitive X-ray ASMs designed and/or flown to date are the Rossi X-ray Timing 
Explorer (RXTE), the MOnitoring X-ray Experiment (MOXE) and the Monitor of All-sky X-ray 
Image (MAXI). The ASM on RXTE (Bradt et al. 1991) remains in use almost ten years on from 
its launch in 1995, operating in the 2-10 keV energy band with a sensitivity of 8 mCrab in a one 
day observation, using a coded mask aperture to achieve an angular resolution of 15 x3 square 
arcminutes. This is the most sensitive ASM in operation to date with most observable sources 
being galactic X-ray binaries. MOXE (In't Zand et al. 1994) was developed for the Russian- 
based Spectrum X-Gamma mission which is yet to fly due to funding difficulties. The MOXE 
design consists of an array of six X-ray pinhole cameras and has an angular resolution of 2.4 x 
9.7 square degrees operating in the 2-25 keV energy band. In a 24 hour exposure, MOXE has a 
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detection threshold of 2 mCrab, a little less sensitive than MAXI (Matsuoka et al. 1999, Tomida 

et al. 2000) which has a projected one day sensitivity of 1.7 mCrab (Kawai et al. 1999). MAXI 

uses a combination of two large area, proportional counter-based Gas Slit Cameras (GSCs) to 

identify sources with an angular resolution of 1.4 x 1.4 square degrees in the hard X-ray band (3- 

30 keV) and a single CCD-based Solid-state Slit Camera (SSC) to provide all-sky mapping and 

monitoring in the soft X-ray band (0.5-10 keV). MAXI is due to be launched in 2008 to `Kibo', 

the Japanese Experiment Module (JEM) of the ISS (Kataoka et al. 2004). 

Lobster-ISS is proposed to fly in the vicinity of MAXI, fixed to the neighbouring ESA Columbus 

module (Figure 3.1) and will use spherically slumped MCP focusing optics to provide a new 

generation of X-ray ASM with an unprecedented sensitivity and angular resolution. 

Figure 3.1. Artist's impression of the ISS showing the locations of the ESA Columbus module, 

the . VASDA 'Kibo ' or Japanese Experiment Module (JEM) and the Centrifuge Accommodation 

Module (CAM). The ESA Exposed Payload Facility (EPF) is located on the starboard edge of the 

ESA Columbus module. 
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Holt and Priedhorsky (1987) discuss the capabilities of the ideal X-ray ASM. These may be 

summarised as follows: 

" Overall Field of View 

The FOV of the ASM should be maximised and as near to 4n steradians as possible - "the whole 

sky should be monitored unless the cost or complexity is prohibitive". 
Lobster-ISS has an overall field of view of 162° x 22.5° the long axis of the FOV is orientated 

perpendicular to the direction of ISS motion (the RAM direction) and parallel to the a-axis 

(Figure 3.2). Thus, Lobster-ISS uses the orbital motion of the International Space Station to map 

the X-ray sky. 

" Angular Resolution 

The angular resolution must be less than the 1° FOV of other pointed telescopes, such that they 

may successfully locate the source in the event of a transient alert. An angular resolution of < 10 

arcmin is desirable. 

Lobster-ISS will have an order of magnitude improvement in angular resolution over both MAX! 

and MORE, with a target of 4 arcminutes. 

" Temporal Resolution 

For both galactic and extragalactic sources, a temporal resolution of order hours is acceptable to 

identify X-ray transients, with pointed instruments carrying out further detailed study. 
Lobster-ISS will map on average - 95% of the X-ray sky every 90 minute ISS orbit (Bannister, 

2004a), with any point on the sky being observed for between 400 and 1800 seconds per orbit 
depending on its position in the FOV (Pearson et al. 2003). Some areas of the sky are 

unobservable on a given orbit due to the orbital passage of Lobster-ISS through the South 

Atlantic Anomaly (SAA) and the presence of the Sun in the FO V.. Also, due to design constraints 

on the volume of Lobster-ISS, a total FOV of 162 °x 22.5 ° and not 180 °x 22.5 ° results in 

unobservable regions of the sky at the extremes, (or in the polar regions) of the FOV. 

0 Energy Bandpass and Resolution 

Source monitoring with an ASM can be adequately accomplished using a single energy channel, 

with pointed instruments optimised for spectroscopy best employed to study isolated 

astronomical X-ray objects of interest. A single energy channel is especially appropriate near the 

detection threshold where spectral information is statistically insignificant. 
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Lobster-ISS will perform continuous monitoring of the soft X-ray sky (0.1 - 3.5 ke V) for the first 

time, providing an energy resolution of around 20% at 5.9 keV, corresponding to six FWHM 

spectral channels over the total band (Black et al. 2003). 

Sensitivity 

The instrument should be as sensitive as possible to maximise the number of extragalactic 

sources catalogued. An ultimate 1 day sensitivity of less than 1 mCrab is envisaged. 

Lobster-ISS is modelled to have a sensitivity of 0.32 mCrab in a one day observation through the 

use of focusing optics (Chapter 6); this is more than a factor of five times improvement over 

MAX!. 

Zenith 

6 

RAM _, F 

Figure 3.2. Projected field of heir of eue/i of the 6 Lobster-ISS telescope modules (Smith et al. 

2001). The telescopes are tilted 30° towards RAM (the direction of ISS motion) from the zenith 

direction, with modules 5 and 6 tilted a further S° and 14° respectively towards RAM, to reduce 

obscuration by the nearby Centrifuge Accommodation Module (CAM). 

1 
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3.1.2 Development of the Lobster-ISS X-ray All Sky Monitor 

The principle of operation of the eyes of certain crustaceans was deduced independently by Vogt 

(1975) and Land (1978) and applied to design an X-ray telescope by Angel (1979). MCPs as 

focusing optics were proposed by Wilkins et al. (1989) as a means of realising this "lobster eye" 

geometry, with Fraser et al. (1991) further considering their application on an X-ray ASM as a 

potential mini-satellite payload. Priedhorsky et al. (1996) undertook a detailed investigation into 

the astronomical applications of a lobster-eye telescope design, resulting in the submission of the 

LOBSTER concept to the NASA SMall EXplorer (SMEX) proposal round the following year 

(Priedhorsky et al. 1997). Although the SMEX science case was well-received, the proposal was 

rejected due to the technical immaturity of both the detector and optics. In 1996, funding in the 

form of an ESA Technology Research Programme (TRP) saw the further development of the 

MCP optics (Price, 2001) and an updated proposal was resubmitted in response to the ESA Call 

for Mission Proposals for the Flexi-Missions F2 and F3, as Lobster-ISS, an attached payload for 

the International Space Station (Fraser et al. 2000). The mission was approved for a Phase A 

study which began in July 2002 following technical reviews and an accommodation study. 

Lobster-ISS is currently in a Phase A extension, continuing hardware development activities, 

with a possible (NASA Space Shuttle) launch date of February 2010 currently envisioned. 

The current Lobster-ISS design uses six identical X-ray telescope modules, each with a FOV of 

27° x 22.5°, arranged so that Lobster-ISS has an instantaneous FOV of 162° x 22.5° of the soft X- 

ray sky (0.1 - 3.5 keV). Using the orbital motion of the ISS, Lobster-ISS will map almost the 

entire soft X-ray sky every 90 minute ISS orbit and will generate a confusion-limited"' catalogue 

of over 250,000 X-ray sources every two months (Pearson et al. 2003). Lobster-ISS has a 

nominal mission length of three years. 

In each telescope module, Angel's lobster-eye geometry is achieved using an array of 8x6 

MCPs, spherically slumped to a 750 mm radius of curvature R,. The MCPs are mounted on an 

AlBeMet® metal matrix composite (aluminium / beryllium) optic supports", engineered with an 

equivalent slump radius to that of the optics. X-rays from infinity are thus focused onto a 

j� Limited by the capability of the telescope to resolve individual sources; thus limited by the 4 arcmin 

angular resolution of Lobster-ISS. 
'" AlBeMet alloy developed by Brush Wellman Engineered Materials, 17876 St. Clair Avenue, Cleveland, 

OH 44110, USA. 

54 



spherical detector plane, positioned at a radius 
s from the common origin. Thin-windowed gas 

proportional counters based on microwell geometry are mosaiced together in a pyramid 

configuration such that the detector plane geometry approximates the surface of a sphere (Black 

et al. 2003). Following X-ray absorption by the working gas (Xe), photoelectrons drift into one of 

a square array of microwells, where the presence of an electric field initiates an avalanche 

process, with the further ionisation of Xe atoms resulting in a detectable signal, with equal but 

opposite charges generated on the anodes and cathodes (Figure 3.3). The microwells are laser 

machined at the Laboratory for High Energy Physics, NASA / GSFC and have a nominal spatial 

resolution of 400 µm, corresponding to an angular detector resolution of 4 arcminutes. All six 

telescope modules and their respective focal plane detectors will be directly mounted upon a 

single, triangular support structure. 

Cathode 

Anode 

C 

Laser 
machined 
microwell 

Laser 
machined 
separation 
trace 

Figure 3.3. The Lobster-ISS microwell detector. The cathodes are connected in rows separated 
by a UV laser machined trace, with the anodes connected in columns (on the underside of the 

detector). 

Lobster-ISS will also include a triplet of star trackers to provide direct instrument pointing 

information (Bannister et al. 2004). Generally, only one star tracker is required to be operational 

at a given time, with the remaining two redundant, required when the Sun nears the FOV of the 

operational star tracker. Thus, in the event of an X-ray transient alert for example, attitude 

reconstruction will enable the location of the source to an accuracy of one arcminute. To 

distinguish gamma ray bursts (GRBs) from other X-ray transients, a Gamma Ray Burst Monitor 

(GRBM) is included in the payload. When the GRBM detects an event, a realtime processing 
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sequence is initiated in which the recorded time and position of the event is used to search the X- 

ray telescope data for a previously undetected source. Data containing the nature and position of 
the event on the sky will then be rapidly downloaded via an uninterrupted `telescience' link. 

Sun and particle sensors cut the High Voltage (IIV) to the microwell detector arrays when the 

Sun moves into the FOV and when the 51.6° ISS orbit passes through the high background 

particle fluxes associated with the South Atlantic Anomaly (SAA). Modules orientated such that 

they are unaffected by the immediate presence of the Sun in the FOV remain operational. A 

Detector Interface Unit (DIU) links both the Sun and particle sensors to the six telescope module- 
housed focal plane detectors. 

A Computer Aided Design (CAD) based obscuration study (Smith et al. 2001) proposed the 

configuration of the six telescope modules shown in Figure 3.2, taking into account the FOV 

obscuration due to the ISS solar panels, radiators and superstructure, and the presence of a 
docked Space Shuttle orbiter. 

3.1.3 The Lobster Micropore Optics 

The baseline specifications for the Lobster MCP optics are shown in Table 1.1. MCP optics with 

channel aspect ratios of 50: 1 were deduced by Priedhorsky et al. (1996) to be the most efficient 
for the purposes of Lobster-ISS; this conclusion was reached by maximising the ratio of input 

photons (0.5 - 3.5 keV) from a modelled Crab Nebula to those reflected into the central focus 

using MCP optic raytrace software. Selecting channel widths of 20 p. m gives channel lengths and 

thus a plate thickness of 1 mm, providing mechanical stability. A channel pitch of 24 µm 

provides an open area fraction of 69%. In order to minimise the dimensions of each Lobster-ISS 

telescope whilst also taking into account the difficulty of manufacturing MCP optics to small 

slump radii, an RS of 750 mm was selected to provide a focal length of 375 mm. Finally, the 
MCP optics are to be constructed from the Philips type 297 glass (pseudo-molecule: Si40 098 K8 

Na, Pb6 Bit", density: 3.3 g cm'3), used during the recent ESA TRP programme. 

A `pseudo-molecule' is used solely to describe the composition of a substance in terms of the relative 

concentration of each element (by number) within that substance. It is not a physical molecule and is only 

used (for the purposes of this thesis) to describe the chemical content of a substance. 
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3.2 Experimental Instrumentation 

The MCP focusing work performed in this chapter was conducted on two facilities developed at 

the University of Leicester. The first is the laboratory-based Vacuum Test Facility (VTF), used to 

test the point-to-point focusing of planar MCP optics. Slumped MCP optics are investigated in 

the Tunnel Test Facility (TTF), appropriately named due to its geographical location under the 

Department of Physics and Astronomy. Both facilities use the same MCP detector, whose 

specification is detailed in Section 3.2.3. 

3.2.1 The Vacuum Test Facility 

The VTF was initially developed in 1981 to test the rapidly developing field of MCP charge 

multipliers (Pearson, 1984) and currently resides in the Space Research Centre at the University 

of Leicester, UK. Since its conception, it has been heavily involved in MCP research for both 

optic and detector applications and was notably used as a means of first observing the 

characteristic cruxiform structure obtained when using square-packed, square pore MCPs as 
focusing optics (Fraser et al. 1993). A schematic and photograph of the VTF system are 
displayed in Figures 3.4 and 3.5 respectively. 

The structural body of the VTF is constructed from stainless steel, with the various chambers 

connected using a combination of conflat flanges and copper gaskets. The VTF has an 

operational pressure of 10"' - 10"6 mbar, evacuated using a combination of roughing pump and 

TurboMolecular Pump (TMP). High vacuum is necessary primarily due to the operating 

requirements of the X-ray detector, where pressures of below -5x 10"5 mbar are necessary to 

provide feedback-free operation and due to the high operating voltages required between 

electrodes. 

A filter wheel located between source and optic positions contains four filters enabling the user to 
isolate different energy regimes without the need to break vacuum. At the same position, yet on 

the opposite side, a collimating hole, 1 mm in diameter may be inserted to perform pinhole 

camera-like operations. For the purposes of X-ray focusing, the collimating hole enables the user 

to illuminate a smaller region of an extended MCP optic. The detector mount may be translated 

± 50 mm about the x and y axes and may be tilted by ± 100 about the horizontal axis (where the 

optical axis is along the z-axis, keeping with convention). 
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Electron gun 
X-ray microfocus 
source 

TMP 

Figure 3.4. Schematic of the Vacuum Test Facility optimised for point to point soft X-ray 

focusing using planar MCP optics. In this instance, a= 26.5 mm such that 1S =1; = 695.5 mm. 

Figure 3.5. The Vacuum Test Facility (VTF). 
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3.2.1.1 The Microfocus X-ray Source 

X-rays are provided by an ELS-5000 microfocus electron gun source manufactured by PSP 

Vacuum Technologies, where highly focused electrons are fired onto an earthed target. This 

replaced an in-house built conventional electron bombardment source in early 2001, which 

accelerates thermionically emitted free electrons from a filament through a maximum HV of 
5000 V and onto a copper target anode, producing a spectrum consisting of bremsstrahlung and 
Cu-L line components in this case. The microfocus X-ray source was required due to the fact that 

source spot size was becoming the limiting factor in obtaining the angular resolutions of the MCP 

optics. As a point of note, the electron gun is manufactured such that the beam focus is 

independent of the kinetic energy of the electron beam. The operating parameters of the electron 
gun are illustrated in Table 3.1. 

Electron beam energy (et') 
Electron beam sample current (mA) 
Filament current (A) 

Minimum source spot diameter (mm) 

0- 5000 
0.01-30 
0-2.8 
<25mm[1 mA] 
<100mm[30mA] 

Table 3.1. Nominal operating parameters of PSP Vacuum Technology ELS-5000 electron gun. 

The electron gun has been designed with surface science in mind and is thus intended to operate 
in Ultra High Vacuum (UHV). For this reason, the VTF is split into two distinct chambers by a 

combination of a gate valve and a2 µm polycarbonate (Lexan) window, coated in 0.4 µm of 

aluminium to prevent surface charging. In this way, the polycarbonate window holds the pressure 

gradient, allowing the operating pressure of the source chamber to be 10"9 - 10.8 mbar when the 

gate valve is open. 

The microfocus X-ray electron gun source is however particularly susceptible to external 

magnetic fields, which serve to affect the focusing characteristics of the electron beam. In the 

past, it has been found that Penning gauges, TMP controllers and even the stainless steel structure 

of the VTF itself have had an effect on beam focusing (Price, 2001). A mu-metal sheath now 

slides over the electron gun itself in an attempt to regulate external magnetic fields, yet focus is 

expected to be degraded at the (uncovered) target itself. The electron beam focus was optimised 
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to achieve a circular beam of minimum diameter of around - 150 µm at the target anode, which 

is tilted with a 45° take-off angle. The source diameter dS was estimated by examining its 

diameter at the detector d;, after having passed through the dpi� =1 mm diameter collimating hole 

(Figure 3.6). The dimensions of the collimating hole were subsequently removed using 

(3.1) d3 = 
js (d, 

-d pi,, 
) 
- dpi,, 

where, in this case, 1, and 1; are the lengths from source to pinhole (445 mm) and pinhole to 

detector (946 mm) respectively. 

0. 
G 
0. 

-2000 -1000 c 1000 2000 

X (.. m) 

Figure 3.6. Linearised intensity distribution of the microfocus source spot on the VTF detector. 

A collimating hole, 1 mm in diameter is installed between the source anode and detector. The 

electron beam is optimised such that it is incident on the centre of the Cu-coated anode and 
focused to the smallest possible spot size. A4 pm aluminium filter was inserted to isolate the 

desired Cu-L X-ray line (930 ev). A total 22037 counts comprise the image, collected a rate of 45 

counts per second. The diameter of the imaged source d; (defined as the diameter inside which 
90% of the counts are contained) was measured to be - 3420 pm, corresponding to a source size 
ds of -- 1 S0 pm. 
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3.2.2 The Tunnel Test Facility 

The TTF is a 20 metre X-ray beamline originally developed in the 1970s for the testing of 

collimated proportional counter detectors for Ariel-V and VI (Sanford, 1975) and has been 

repeatedly modified over the years to suit subsequent projects. Modifications included the 

addition of a large cylindrical `tank' test chamber in the late 1970s, to house and test the 

EXOSAT Medium Energy Detector Array (MEDA) (Turner et al. 1981). A dimensioned 

schematic of the TTF is shown in Figure 3.7. Further modifications are currently being 

undertaken subsequent to this work to lengthen the beamline to approximately 27.5 m, extending 

the tank into a clean room (Pearson, 2005); in the future, MCP optics will be inserted and 

replaced in a clean environment. 

Now primarily used for testing the focusing properties of MCP optics, ports along the length of 
the beamline may be used to position both planar and slumped optics, yet for the purposes of this 

thesis, only slumped optics are investigated in the TTF; as previously detailed, the MCP slump 

radius of Lobster-ISS optics is sufficiently small (R, = 0.75 m) that both optic and detector are 

positioned in the tank. Both tank and beamline are pumped down using one large liquid helium 

CTI Cryogenics Cryo-Torr 10 cryo-pump, achieving a TTF-wide operating pressure of - 10-6 

mbar. The source chamber may be isolated from the rest of the system using a gate valve to 

enable maintenance work to be performed on the source without the need to vent the beamline. 

Vacuum is achieved in the source chamber by a combination of roughing (rotary) pump and 
TMP. The MCP detector is the same as that used on the VTF (Section 3.2.3), yet here mounted 

on a moveable carriage, which is capable of translating the detector along the optical axis in order 

to provide depth of focus measurements. The detector itself may traverse ± 400 mm from the 20 

m point (located approximately mid-way inside the tank, along the optical axis). 

A5 kV soft X-ray electron bombardment source with a Cu-coated anode, constructed in-house is 

currently attached to the TTF for the purposes of this chapter. A 0.4 pm aluminium filter is 

coupled to a1 mm diameter pinhole to provide a calculated - 11 arcsecond source size when 

viewed from the optic position (at the front of the tank in this case). The large distance between 

the X-ray source and optic in the TTF in comparison to that of the VTF means that incoming X- 

rays are almost perpendicular to the surface of the MCP optic, giving a more accurate 

representation of the ability of the optic to focus quasi-parallel X-rays. 
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Figure 3.7. Dimensioned schematic of 20 m TTF beamline. Both MCP optic and detector 
housed in the tank test chamber of length 1.5m and diameter 1.25m. From Price (2001). 
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3.2.3 MCP Detector 

On both test facilities, focal plane intensity distributions are recorded using a large area MCP 

detector with a resistive anode readout. The 100 x 100 mm2 MCPs were originally developed for 

the High Resolution Camera (HRC) on AXAF (Zombeck et al. 1995), latterly renamed Chandra, 

with MCP detectors themselves now being used in applications as diverse as bioimaging (Lees 

and Hales, 2001; Richards and Lees, 2002). The MCPs are manufactured from low noise glass by 

Photonis SAS, with 120: 1 12.5 µm diameter channels on a 15 µm pitch at a channel bias angle of 

b°. Two identical MCPs are positioned in the chevron configuration (Section 1.2.1), with output 

encoded via charge division on the resistive anode. 

Charge deposited on the resistive anode creates an analogue signal, read out by four charge 

sensitive pre-amps, one on each corner of the resistive anode. After passing through a filter amp, 

an 11 bit Analogue to Digital Converter (ADC) digitises the signal in preparation for its 

recording on an Acorn Archimedes computer. Further detail may be found in Brunton, 1994. The 

2048 channel ADC provides a theoretical spatial resolution of 76 pm across the diagonal length 

of the 110 x 110 mm resistive anode. However, spatial distortions are associated with output 

from resistive anode readouts (Fraser and Mathieson, 198 1). A mask containing a regular array of 

24 x 24 100 pm pinholes, lying on a4 mm pitch was fitted to the front of the detector and 

illuminated with soft X-rays. A "look-up" table was then created to map the observed pinhole 

coordinates onto the true event coordinates. This look-up or linearisation table was subsequently 

used to remove spatial errors from detector images (Lees and Pearson, 1997). The MCP detector 

has an active area of 93 x 93 mm2, set by the size of the rear electrode on the rear MCP. 

3.2.4 MCP Holding Jigs 

There are two holding jigs created to hold the MCP optics in both the VTF and TTF (Figure 3.8). 

The first, flange based jig may be attached to both TTF and VTF through an 8 inch conflat 

flange, placed in the optics port at the midpoint of either VTF or TTF for the envisaged purpose 

of point to point focusing. The other jig is positioned in the tank test chamber on the TTF and 

was specifically designed for use with slumped MCP optics. 

A combination of Poly-Chloro-Tetra-Fluoro-Ethylene (PCTFE) spacers and stainless steel leaf 

springs are used to secure the MCP optics into the jig head in both cases. Care must be taken 

when securing the MCPs to the respective jig head; over-tightening of the restraining bolts may 

63 



lead to MCP deformation or even fracture. The TTF tank jig sandwiches the MCP between 

concave and convex spacers, engineered to the radius of curvature of the MCP to be studied. 
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Figure 3.8. Two MCP optic holding jigs developed in-house. For the purposes of his thesis, the 

flange-based jig (a) was used in the focusing of planar MCP optics in the VTF, and the free- 

standing jig (b) was positioned in the TTF and used in the focusing of slumped MCP optics. 

Each jig permits a certain degree of manipulation of the MCP optic in both x and y axes. In the 

case of the TTF tank jig, stepper motors permit a 360° tilt in both x and y axes if required, at an 

accuracy of 40" / step (400 steps / motor revolution coupled with a 1/80 wormgear, Price, 2001). 

The flange-based jig is reported by Brunton (1994) to provide a tilt of -6° to 7° about the x-axis at 

0.0066 ± 0.0004° / rotary drive turn and ± 9° in the y-axis at 0.44 ± 0.03° / rotary drive turn. The 

jig head may also be translated along a short distance in the (optical) z-axis to fine-tune source 

and image distances for point to point focusing experimentation. 
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3.3 Soft X-ray Focusing by Lobster Optics 

In this section, the focusing properties of both slumped and planar bare glass MCPs are 

investigated. Measurements of the quality of the MCP focus are expressed in terms of the Full 

Width at Half Maximum (FWHM) of the central focus. 

3.3.1 Slumped MCP Optics 

Two slumped, bare glass MCPs procured from Photonis SAS with serial numbers H0001-A1 and 

H0001-A2 were manufactured to the nominal Lobster-ISS specification detailed in Table 1.1. 

Over a period of two months, depth of focus measurements were performed in the TTF to 

determine the angular resolution of each MCP optic. Angular resolutions for each MCP at best 

focus (where the detector is at a focal distance such that angular resolution is minimised in both 

axes) are shown in Table 3.2. 

MCP Date Angular resolution Comments 
(arcmin) 

xy 

H0001 AI 07/01/2002 9.05 9.75 (a) Measurement 1 
17/0112002 13.2 9.75 (b) Measurement 2 
21102/2002 11.1 9.75 (c) After 48 hour 100 °C MCP bake-out 
01103/2002 9.05 9.05 (d) After 48 hour 70"% humidity immersion 

H0001 A2 08/01/2002 11.1 11.1 Measurement I 

Table 3.2. Angular resolutions of MCPs H0001-AI and H0001-A2. Each angular resolution is 

at the position of best focus. Comments (a) to (d) refer to those images labelled in Figure 3.9. 

3.3.1.1 H0001 A1 

Figure 3.9 shows four images from MCP H0001-A1 illuminated by Cu-L X-rays (930 eV). As 

Table 3.2 demonstrates, the angular resolution of the MCP changes with time. Over a period of 

ten days, the angular resolution measured in the x-axis, at best focus (as shown in Figure 3.9) 

deteriorated from (a) 9.1 to (b) 13.2 arcmin. Prior to the initial measurement, H0001-AI was 

stored in a low-humidity environment, remaining in the packaging in which it was delivered from 

the manufacturer. It was therefore initially believed that in the ten days between measurements, 

water had been adsorbed into the channel surfaces as previously reported by Price (2001), 
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degrading the focusing performance of the optic (by applying a surface tension to the reflecting 

surfaces and thus deforming the optic). In an attempt to remove the water from this optic, it was 

baked out at 100°C (under vacuum) over a two-day period. Subsequent focusing measurements 

revealed a partial improvement in angular resolution, reducing the x component to 11.1 arcmin 

(c), yet insufficient to restore the original focusing characteristics recorded on 07/01/2002. MCP 

H0001-A 1 was then immersed for 48 hours in a 70% humidity environment in a further attempt 

to identify water adsorption as the factor behind the deterioration in its focal properties. 

Surprisingly, subsequent focusing measurements revealed the sharpest focus to date, with both x 

and y components achieving an angular resolution of 9.1 arcmin at best focus. Depth of focus 

measurements on this particular date are shown in Figure 3.10. 
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Figure 3.9. Focal plane distributions of H000I -A 1 at best focus with Cu-L X-rays. Images (a) 

to (d) correspond to those angular resolution measurements in the 'Comments 'field of Table 3.2. 
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Figure 3.10. Depth of focus measurements of H0001-A i taken on 1 S` March 2002. Angular 

resolutions in both the x-axis (squares) and y-axis (diamonds) (as orientated in Figure 3.9) of the 

central focus are shown. Optic-detector distances of 2 mm separate each angular resolution 

measurement. Angular resolution minima measured across both x and y axes are located at 

differing focal lengths: on this date they are separated by approximately 6 mm in a nominal 

optic-detector distance of 375 mm. Errors in angular resolution derive from the conversion from 

detector pixels to absolute angular resolution; detector errors in FWHM angular resolutions are 

quoted at ± 0.5 pixels, corresponding to an uncertainty in angular resolution of ± 0.35 arcmin in 

this particular experimental configuration. 

The trend illustrated by the depth of focus measurements shown in Figure 3.10 may be supported 
by basic trigonometric theory: Figure 3.11 shows the geometric configuration of the slumped 

MCP optic in relation to a focal plane which may be translated a length & along the optical axis. 

Assuming that the incident angle at the extremities of the MCP optic 0 is less than the critical 

angle for total external reflection, X-rays will be brought to a focus, reflected through a 

maximum angle of 20. For our 40 mm MCP optics, 20 is calculated to be 20 mm / 375 mm = 

0.053 rad, or 3.10. The resultant increase in focal width 4- with respect to & is given by 

4y=46& (3.2) 
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Thus, the base of the central focal pyramidial distribution will be broadened by öy. The FWHM 

focus will be broadened bye . Let us consider the specific case of &= ±8 mm from the nominal 

focal length position with HCOOI-Al. may be calculated to be - 3.85 arcmin in this case, 

thus in either x or y orientations, the angular resolution is expected to increase by -4 arcmin from 

each focal minimum. The measured angular resolutions increase by around this level. 
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Figure 3.11. Focal spot broadening in an out-of-focus image. The focal plane is moved a 

distance & from the focal point of the slumped MCP optic to an out-of-focus position. The base 

of the pyramidial resultant focus is increased by Sy. The measured FWHM angular resolution is 

broadened by 
. 

We infer that the temporal variation in angular resolution at best focus for H0001-A1 is not due 

to the adsorption of water into the MCP channel walls, but rather due to a geometrical 
deformation of the MCP optic, caused by uneven forces applied to the optic during focusing. This 

appears to be a demonstration of the susceptibility of these MCPs to mechanical deformation. 

The mechanism behind the fixing of the MCPs to the support structure of each Lobster-ISS 

module will surely present a complex technological challenge in future Phases B, C and D of 
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Lobster-ISS. It is currently envisaged that only three of the four MCP corners be fixed onto the 

beryllium alloy-based optic support, as MCP fracture may be prevented if the optic elements are 

not rigidly bonded to the support (Stevenson, 2004). 

The form of the MCP deformation is best understood by referring to the depth of focus 

measurements shown in Figure 3.10. In this case, the contribution to the central focus from the 

horizontally orientated channel walls appears different to that from the vertically orientated 

channel walls; the best focus from each component occurs at a focal length 6 mm apart. In optics, 

this effect is known as astigmatism. This suggests that the MCP is deformed toroidally; that is to 

say that the radius of curvature Rs across one axis of the MCP was, on this date, 12 mm larger (or 

smaller) than across the other, as illustrated in Figure 3.12. Unfortunately, this conclusion could 

not be verified experimentally due to a lack of reliable in-house measuring techniques (e. g. 

surface profilometry) at the time. 

Optical Axis 

IR, 

Figure 3.12. Toroidal deformation of an MCP optic. The radius of curvature R, is different for 

the x and y components of the MCP as a result of the deformation. On Is' March 2002, AR5 - 12 

mm, corresponding to the measured focal length difference of -6 mm between the two 

components. 
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3.3.1.2 H0001-A2 

An initial analysis of MCP H0001-A2 on 8"' January 2002 indicated a broader focus (11.1 

arcmin across both x and y axes) at optimum detector distance compared with H0001-A 1 (Figure 

3.13). Depth of focus measurements of H0001-A2 from 8"' January 2002 are shown in Figure 

3.14. With these, the first (and only) depth of focus measurements taken, the focal width minima 

in the x and y orientations appear to coincide. 

Further analysis of H0001-A2 at a later date was halted due to the MCP having fractured while 

in storage, thus preventing any study of MCP deformation on either axis over time as with 
H0001-A1. However, the breakage of MCP H0001-A2 in storage further highlights the fragility 

of the optics, discussed in the previous section. 
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Figure 3.13. Intensity distribution of H0001-A2 at best focus with Cu-L X-rays. 

The simple trigonometric treatment of focal broadening highlighted in the previous section may 
be applied to H000I -A2. In this case, for äz =±8 mm, focal broadening of order 4 arcmin is 

evident from Figure 3.14 as theoretically predicted. 
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Figure 3.14. Depth of focus measurements of H0001-A2 on 8th January 2002. Angular 

resolutions in both the x-axis (squares) and y-axis (diamonds) (as orientated in Figure 3.13) of 

the central focus are shown. Focal lengths appear to coincide in both x and y axes, indicating 

minimal toroidal deformation of the MCP. Errors are explained by, and have equivalent 

magnitude to, those in Figure 3.10. 

3.3.2 Planar MCP optics 

In order to improve the optical quality of MCPs as lightweight focusing optics, ESA, with their 

industrial partners Photonis SAS, have developed an extensive metrology system used to 

automate and improve the MCP manufacturing process (Bavdaz et al. 2004a). An `on-line' 

metrology system both monitors and controls the fibre drawing processes in real time. An 'off- 

line' metrology system then performs extensive measurements of the geometry of a sample of 
fibres post-production, a feed-back loop being implemented to optimise the drawing process and 

correct for those errors discovered for subsequent runs. 

Prior to this work, the best focus reported from a square-packed, square pore MCP optic was of 

500: 1 format, with a measured FWHM square focus of 5.2 arcmin (Price, 2001). For a Lobster- 

spec 50: 1 MCP optic, a best focus of 6.8 x 5.3 square arcmin was reported by Price et al. (2003b). 

In both cases the MCPs were illuminated with Cu-L X-rays (930 eV) on the VTF in its current 

configuration at the University of Leicester. This work continues the analysis of the soft X-ray 
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focal properties of planar MCPs with the hope that the ESA-led implementation of the metrology 

system at Photonis SAS will push FWHM focal widths under the 4 arcmin baseline desired for 

Lobster-ISS. 

A new MCP optic block, funded by the University of Leicester, was fabricated by Photonis SAS 

for delivery in July 2004, with one MCP (serial number LF001-Al) available for analysis. The 

nominal specification for this particular Lobster block of MCP optics is slightly different from 

the baseline Lobster-ISS specification and is given in Table 3.3. Due to doubts regarding the 

mechanical rigidity of this Lobster block, the manufacturers decided to increase the thickness of 
the plate by 20%, increasing the channel aspect ratio from 50: 1 to 60: 1 and the channel pitch 
from 24 to 26 µm, thus reducing the open area fraction from 69% to 59%. 

Side length (mm) 40 x 40 
Channel width D (pm) 20 
Channel length L (mm) 1.2 
Channel pitch P (pm) 26 
Channel aspect ratio (L: D) 60: 1 
Open area fraction (%) 59 
Glass material Philips type 297 

Table 3.3. Specification of the planar MCP optic LF001-A1 manufactured by Photonis SAS. In 

this case, the specification was altered from the Lobster-ISS baseline (Table 1.1) due to 

manufacturing difficulties. 

Lobster optic LF001-A1 reveals immediate visual differences to its predecessors. A periodic 

pattern on the surface of the optic has been deliberately implemented during manufacturing in 

order to optimise the alignment of multifibres (Fairbend, 2004). A Nikon SMZ-U optical 

microscope was used in conjunction with a JVC TUV CCD video camera in the D. M. Taylor 

Clean Room at the Space Research Centre, University of Leicester to obtain magnified images of 
LF001-A1. Figure 3.15 illustrates a characteristic `cross' on each multifibre on alternate rows, 

with each cross intersecting slightly off-centre in both dimensions to ensure multifibres are 

stacked in the correct orientation during manufacture. The markings, dark brown in appearance, 

72 



are actually areas of the face of the multifibre that have been the subject of the hydrogen 

reduction process. 
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Figure 3.15. Images of LF001-AI under an optical microscope. Upper left: Characteristic 

pattern used for multiflibre alignment purposes at Photonis SAS. The pattern shown here is 

periodic over the entire 40 x 40 mm' structure. Unfortunately, the use of the patterns to correctly 

orientate multifibres is achieved with limited success as indicated. Upper right., At an increased 

magnification it appears that multifibres are poorly fused together. Lower: MCP 'fissure ". 

Holding the MCP up to a light on initial inspection, there also appeared to be a number of small, 

thin fissures or slits distributed over the extent of the MCP, visible to the naked eye and all in the 

same orientation. The fissures were mapped over the entire MCP structure using the optical 

microscope used previously and are shown in Figure 3.16. An optical microscope image of a 

more prominent fissure is illustrated in Figure 3.15. 
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Figure 3.16. Left: MCP LF001-AI orientated such that the on-axis intensity distribution 

(Figure 3.17) is produced through the focusing of soft Cu-L X-rays. Each small square in the 

grid-like pattern corresponds to one multifrbre of 35 x 35 channels, with the black markings 
depicting the location and severity (or width) of the fissures. All. rssures appear to be in the same 

orientation (from top to bottom as viewed here) revealing a manufacturing difficulty in multifibre 

alignment in one axis. Note the distribution of fissures down a central vertical 'spine' of the 

MCP. Right: Over-exposed region of off-axis focus, showing a pattern of fissure transmission 

consistent with the fissure map. Both diagrams (left and right) are viewed from the source. 

Using the Vacuum Test Facility, LF001-A1 was illuminated on-axis with Cu-L (0.93 keV) soft 
X-rays and the subsequent best focus intensity distribution recorded from the MCP detector is 

illustrated in Figure 3.17. The vertically orientated cross-arm appears to be fragmented and 

smeared in the horizontal direction. It was initially thought that direct transmission through the 

fissures along the vertical central "spine" of the MCP was contributing to the structure of the 

vertically orientated cross-arm. For this reason, an off-axis image (also shown in Figure 3.17), 

with the MCP rotated approximately 1.20° about this central spine axis was taken to redirect the 

focus (on the detector) from any transmission pattern present as a result of the fissures. An 

overexposed image was required in order to identify the transmission pattern in the off-axis 
image, which may be matched to the lower part of the fissure map in Figure 3.16. The low fluxes 

associated with the transmission pattern suggest that it does not contribute significantly to the 

fragmented structure of the vertically orientated cross-arm in the on-axis image (Figure 3.17). 
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Figure 3.17. On-axis (left) and off-axis (right) cruxiform image structures provided by LFOOI- 

AI at Cu-L (930 eV) X-rays. Images contain 1.3 x 10' (left) and 9.5 x 106 (right) counts, each 

collected in 20 hour exposures. 

Horizontal and vertical FWHM focal width measurements of LFOO I -A l yield an angular 

resolution of 9.4 x 7.5 square arcmin respectively at best focus (optimum optic-detector distance), 

with similar FWHM (line) focal width measurements across the horizontally and vertically 

orientated cross-arms of 4.0 and 7.5 arcmin respectively. This compares slightly unfavourably 

with the previous best foci obtained for planar square pore, square-packed MCP optics outlined at 

the beginning of this section, and is a disappointing first result. However, the comparative focal 

widths of the line foci above infer that the MCP is more efficient at focusing soft X-rays in one 

orientation over the other. It appears that single reflections from the horizontally orientated walls 

on the MCP (Figure 3.10) are focused far more accurately than those from the vertically 

orientated walls, which are shown to produce the fragmented vertical cross-arm in Figure 3.17: 

each element of the vertical cross-arm is slightly horizontally displaced from its neighbours 

above and below. This is characteristic of multifibre misalignment in one axis (Figure 3.18). 

In the case of LFOOI-A1, multifibres within the same horizontal row of the MCP (as shown in 

Figure 3.16) appear to be aligned in different directions relative to one another. The presence of 

the fissures provides scope for such misalignments; two rows of multifibres either side of a given 

fissure are orientated at an angle 0 from one another, providing the `double projections' observed 

in the on-axis image in Figure 3.17. 
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Figure 3.18. Effect of multifibre misalignment on the cross-arm structure. Bottom right: The 

position of the source, on the optical axis joining the geometrical centres of MCP and detector. 
This configuration implies that each component of the vertical cross-arm (B) is focused by a 
unique row of multifibres (A). Main: If neighbouring multifibres are misaligned in the row plane 
by an angle q, the projection of the single reflections from each multifibre will occur a horizontal 
distance from one another on the detector (in this case). 

There is one gross example of this `row misalignment' evident in the tilted image in Figure 3.17; 

a horizontal departure from the vertical cross-arm, underneath the central focus (as displayed). 
This misalignment with respect to the normal to the MCP surface may been estimated through 
the manipulation of simple trigonometry (Figure 3.19) using 

21; 
(3.3) 

The row misalignment is estimated to be 5.81 arcmin using the method illustrated above. By 

means of comparison, recent measurements of the angular resolution of a single multifibre at 
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BESSY by Bavdaz (2004b) have yielded FWHM horizontal and vertical foci of 14.8 and 13.6 

arcsec. The measurements were made on a single square pore, square-packed 50: 1 multifibre 

made from Philips type 297 glass at Photonis SAS, with pore size 20 µm on a 24.8 µm pitch at 3 

keV. These results demonstrate the potential of MCPs as focusing optics and represent a real 

advance, indicating excellent alignment of fibres within each multifibre. X-ray focusing using an 

entire MCP (as measured in our case) indicates that it is the alignment of the multifibres, rather 

than individual fibres within each multifibre that is currently limiting the angular resolution of 
MCP optics. This conclusion may in principle be verified by restricting the areas of the plate that 

are illuminated; this may be achieved by inserting the 1 mm pinhole (Section 3.2.1) or perhaps by 

creating a mask with a small aperture placed between source and MCP; translating the aperture in 

x and y across the MCP would enable us to build up a picture of which regions of the plate are 

responsible for each feature on the on-axis PSF in Figure 3.17(a) and thus even enable us to 

calculate a 2D multifibre misalignment `map' over the MCP in x and y. Such a map would 

provide invaluable feedback to manufacturers Photonis SAS in their continuing efforts to 

optimise the multifibre alignment process. 
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Figure 3.19. Geometric arrangement used to estimate MCP row misalignment. An incident ray 
(blue) with grazing angle 0 to the normally orientated multifibre (solid lines) is reflected and 

reaches the detector a distance x from a ray reflected from a multifibre misaligned at an angle qS 

from the normal orientation. 
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With regard to MCP LF001-A1, after discussion with Fairbend (2004), it appears that multifibres 

of slightly differing dimensions were stacked together to form the block (some multifibres were 

non-square, with side dimensions as much as 3 µm longer than wide over the nominal 910 µm). 

During the fusion process, it was envisaged that this 3 µm may be `squeezed out' to form a 

regular array of perfectly square multifibres. However, the multifibres were adjudged to have 

been so regular that their compressibility was minimal, leaving what we interpret as being 

fissures occurring in one orientation only. 

3.4 Conclusions 

In this chapter, the focusing properties of slumped and planar MCP optics were investigated, with 

a view to their application on the Lobster-ISS all-sky monitor. 

The angular resolution of slumped optic H0001-A1 at best focus appeared to change over time; 

there is no indication that water adsorption (into the reflecting surfaces of the MCP between the 

periods of experimentation) is responsible for this change. The change is believed to be due to the 

mechanical deformation of the MCP optic in the holding jig during experimentation. At best 

focus, we report an angular resolution of 9.1 x 9.1 square arcminutes (FWHM). 

The ESA-funded development of an extensive metrology system at Photonis SAS has resulted in 

the manufacture of individual MCP multifibres capable of focusing soft X-rays to a measured 

angular resolution of < 15 arcseconds (Bavdaz, 2004b). We report the point to point focusing 

characteristics of planar MCP LF001-A1, (a product of the new metrology system) and measure 

an angular resolution of 9.4 x 7.5 square arcminutes (FWHM) at best focus. Soft X-ray 

transmission through `fissures' in the MCP structure (located between neighbouring multifibres, 
in one orientation only) is observed. The disjointed structure of one of the cross-arms is attributed 
to the misalignment of rows of multifibres, separated by fissures. 
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Chapter 4 Auger Electron Spectroscopy of MCP Optics 

The application of a metal coating to the reflecting surfaces of MCP optics will theoretically 

improve the high energy and wide angle response of Lobster-ISS (Section 1.4.2). In this chapter, 
the Auger Electron Spectroscopy (AES) technique is used to characterise ruthenium and nickel 
MCP coatings, each deposited using different coating processes. Compositional analysis of one 
bare glass MCP optic is also performed. 

4.1 The Coating Processes 

In this thesis, MCP metal coatings are applied using the Electroless Nickel (EN) (Ni coatings) 

and Atomic Layer Deposition (ALD) (Ru and Ir coatings) techniques. What follows is a brief 

review of both coating processes. 

4.1.1 Electroless Nickel 

`Electroless' plating is a chemical reduction process for depositing metals, similar to 

electroplating in that it can be run continuously to accumulate a thick coating. Metal is deposited 

only onto a pre-prepared surface, seeded with an appropriate catalyst, with the rate of deposition 

heavily dependent on the characteristic temperature of the process. The nature of the technique 

theoretically enables the coating to reproduce the surface characteristics of the substrate, even in 

"hard to get to" regions where electroplating may fail, thus minimising both surface roughness 

and variation in coating thickness. For MCPs, the process is carried out by Photonis SAS. A 

comprehensive overview of EN processing can be found in Brenner (1963) and Hibbard (1997). 

The EN plating operations are carried out in three distinct stages: 

" Substrate pre-treatment 

" Deposition of nickel-phosphorous alloy via an electrochemical growth process 

" Heat treatment of sample to enhance coating durability and substrate-coating adhesion 

The first stage of pre-treatment involves subjecting the substrate to a number of chemical 

solutions, which serve to clean the substrate surface and etch away any surface contaminants 

present. Next, the substrate is `sensitised'; immersion in a simple stannous chloride / 

hydrochloric acid solution attaches a monolayer of metallic atoms to the surface. This prepares 
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the substrate for the seeding process, which catalyses the surface in order to promote the 

subsequent auto-catalytic reaction. The seeding process involves immersing the substrate in an 

acidic, palladium chloride solution. A uniform distribution of the palladium-based catalyst is 

critical to the success of the EN process, as this is the surface that will be `reproduced' by the 

subsequent coating (Fairbend, 2003). 

The pre-treated substrate is then immediately immersed in the plating solution, an electrolyte 

made up of an ionic nickel salt, hypophosphite ions (the reducing agent, usually in the form of 

sodium hypophosphite) and a salt usually derived from an organic acid. The hypophosphite ions 

reduce the nickel salt in the presence of the catalysed surface, producing phosphorous as a by- 

product. No external electric current is applied, hence the `electroless' process label. The two 

reactions that take place to make the electroless process possible are: 

HZP02- +H20+catalyst+energy -) HPO3 2- +H+ +2H (4.1) 

H2P02- + H2 0+ catalyst + energy ý HP03 2- + H+ + 2H2 (4.2) 

In both reactions (4.1) and (4.2), the hypophosphite (112P02) is oxidised to an orthophosphite 

(HP032-) at the catalysed substrate surface, producing adsorbed hydrogen atoms (Had, ) and 

hydrogen gas (H2). It is the adsorbed hydrogen reacting with either the nickel salts or 

hypophosphite ions which produces the required nickel-phosphorous alloy (4.3), (4.4). 

Ni 2+ +2H ) Ni + 2H+ (4.3) 

H2 P02- +H ->P+H20+OH- (4.4) 

The nickel concentration, hypophosphite concentration, pH and operating temperature in the 

plating bath each affect the final EN alloy composition. Increased relative concentrations of 

nickel and phosphorus increase abundances of each respectively in the final alloy. Increasing the 

bath pH (normally 4- 5) or increasing the bath temperature (normally 80 - 90°C) independently 

reduce the phosphorus content of the produced films. Equation 4.1 implies that the bath of 

plating solution becomes progressively more acidic as the reaction continues; this would have the 

undesired effect of decreasing phosphorous content with film growth. The presence of the 
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organic acid however prevents the pH from falling, thereby stabilising the bath, while its 

concentration also determines the deposition rate of the desired nickel-phosphorous alloy. 

However, the most significant variable affecting deposition rate is the bath temperature, which 

varies almost exponentially (Figure 4.1). 
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Figure 4.1. Variation in rate of Ni deposition with respect to bath temperature (B) and pH of 

plating solution (A). From Brenner (1963). 

The reaction itself is very difficult to control, requiring constant monitoring of the nickel and 
hypophosphite concentration levels, pH and operating temperature. In addition, heavier elements 

contained within the MCP glass substrate, notably bismuth and lead, are catalytic poisons termed 

inhibitors, capable of suppressing the auto-catalytic reaction. Minimising the surface roughness 

of the coated substrate is central to the success of MCP X-ray optic focusing. Localisation of 

hydrogen (a by-product of the EN process) and other inhibitors adsorbed onto the catalytic 

surface may create a fragmented `cobblestone' effect, with crevices appearing in the surface 

morphology (Figure 4.2). Increasing the relative quantity of phosphorous within the Ni-P alloy 

has the effect of reducing crevice depth, thereby improving surface roughness (if only on a scale 

of order 100 A). The mass density of the Ni-P alloy applied to the MCPs is nominally 7.8 g cm', 

corresponding to around 10% phosphorus by weight (Fairbend, 2003) - significantly larger than 
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the standard 4- 8% used in other industrial applications of the EN process such as for increasing 

the corrosion resistance of substrates prone to oxidisation. 

Figure 4.2. Surface morpholor of a apical electroless nickel deposit with low phosphorous 

content. Localised groups of inhibitors are adsorbed onto the catalytic surface, suppressing the 

growth of the Ni-P alloy during the chemical plating process. This creates a fragmented 

`cobblestone' surface profile, with mounds ranging in size from 0.1 to 1 um. Crevice depth is of 

order 100.4. Increasing the phosphorus content of the alloy reduces crevice depth and relative 

mound height. Figure taken from Hibbard (1997). 

4.1.2 Atomic Layer Deposition 

The Atomic Layer Deposition process (ALD) provides a uniform, conformal coating through the 

alternating exposure of a substrate to two gaseous reactants. ALD is an alternative to Chemical 

Vapour Deposition (CVD) and was originally developed for applications in semiconductor 

microelectronics, magnetic storage media and catalysis (Lim et al. 2003). The ALD process has 

been successfully demonstrated for a variety of metal compounds, but for very few pure metals. 

This section follows the development of the ALD method by those at the Laboratory of Inorganic 

Chemistry, Department of Chemistry, University of Helsinki to coat Lobster-ISS specification 
MCP optics with pure ruthenium and iridium (Aaltonen et al. 2003a, 2004). The process has also 

been demonstrated for platinum (Aaltonen et al. 2003b) on flat borosilicate glass substrates, so 

platinum is also included in this overview of the ALD process. 

82 



The ALD process may be summarised as follows with reference to the experimental 

configuration shown in Figure 4.3: 

1. The compounds from which the vapours are formed are termed precursors. A suitable 

vapour reactant is generated through the heating of each of the precursors. The vapour from 

precursor 1 is introduced into the process chamber (carried by an inert gas) and brought to the 

surface of the substrate to be coated. 

2. The vapour reactant from precursor 1 is adsorbed onto the surface of the substrate 

forming a monolayer. The chamber is then purged with an inert gas removing the vapour reactant 

from precursor 1. The total exposure time of the substrate to a given vapour reactant is termed the 

pulse time. 

3. The vapour reactant from precursor 2 is introduced into the process chamber and reacts 

with the monolayer to form a surface film. The chamber is again purged by an inert gas, 

removing the vapour reactant from precursor 2. 

Carrier and purge gas 

Exhaust 

Figure 4.3. Typical experimental configuration used to perform the ALD process. The 

precursors (red, blue) are heated (shaded area) to produce vapour reactants which are 

introduced into the process chamber (centre) containing the substrate (yellow) through the use of 

automated high speed valves (green). 
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Stages 1-3 detail one complete cycle of the ALD method. The process is repeated for as many 

cycles are necessary to achieve the desired coating thickness. 

The ALD process may produce uniform and conformal coatings, of a controlled thickness to a 
high degree of accuracy. This is achieved as a result of two ALD-specific process constraints; the 

surface reactions must be: 

(a) complementary 
Both reactants must prepare the surface for the reaction with the other vapour, 

allowing the deposition cycle to be repeated. 

(b) self-limiting 
Providing the substrate is subjected to each reactant for a maximum or 

"saturating" pulse time, the thickness of material deposited per cycle is approximately 
constant. ALD may thus produce uniform coatings, even if the flow of reactants over the 

surface is non-uniform. Coating thickness is also easily controlled by the number of 
cycles performed. 

As a result of the saturative (self-limiting) property of ALD, the growth rate varies approximately 
linearly with cycle number (Figure 4.4), reported at around 0.4 - 0.5 A cycle' (this, and all 
following statistics are those reported by the University of Helsinki in Aaltonen et al. 2003a, b; 
2004 unless otherwise stated). For ruthenium, platinum and iridium coatings, one precursor 
selected in each case was bis(cyclopentadienyl) ruthenium [Ru(C5H5)2], 
(methylcyclopentadienyl) trimethylplatinum [(CH3C5H4)Pt(CH3)3] and Ir(acac)3 (where acac = 
2,4 pentanedione) respectively, with the second precursor being oxygen (air) in each case. For 

each of the three processes, the reaction mechanism used is the oxidative decomposition of the 
initial (non-oxygen) precursors stated above. For some ALD processes, the initial monolayer (in 

the first cycle) described in stage 2 is not easily formed on the substrate; in such an event, a 
seeding layer is required. For the two ALD deposited coatings discussed in this thesis, an 
aluminium oxide (A1203) seeding layer is deposited (via ALD); such layers have been found to 
improve coating uniformity and reduce the formation of microscopic holes. Film growth rate is 

also a function of deposition temperature, regulated by the heaters surrounding the process 
chamber. Typical deposition temperatures range from 200 - 400 °C. 
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Figure 4.4. Film thicknesses as a function of deposition cycle number for the ALD of iridium at 

a deposition temperature of 300 °C (Aaltonen et al. 2004). 

For applications in MCP optics, it is crucial that the coatings are mirror-like, with an RMS 

surface roughness a of the order of 10 A. Scanning Electron Microscope (SEM) and Atomic 

Force Microscope (AFM) images of a 500 A thick Pt coating deposited using ALD are shown in 

Figure 4.5. Of the three coatings, previous studies have indicated that the iridium process offers 

the most promise in terms of reducing surface roughness. Promising measurements of a- 10 A 

on a 200 A thick Ir coating have been reported, whereas a= 40 ±4A for the 500 A thick Pt 

coating would suppress the soft X-ray reflectivity significantly. These coatings however were 

performed on a5x5 cm2 borosilicate glass flat; achieving a 10 A roughness on an MCP optic 

coating, given the geometry and channel aspect ratio (50: 1 Lobster-ISS baseline) of the substrate 

may prove more complex. Uniform ALD coatings of cobalt have, however, been reported by Lim 

et al. (2003) into circular microchannels of diameter 20 µm for aspect ratios as high as 220: 1. 
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0 

Figure 4.5. Atomic layer deposition of 500 A thick platinum film onto an Al O3 seeded 5x5 cm, 
borosilicate glass substrate. The cobblestone effect discussed in Section 4.1.1 is again evident, as 

seen in SEM (left) and AFM (right) images. Images taken from Aaltonen et al. (2003b). 

4.2 Depth Profiling of MCP Optics 

It is important to understand the chemical composition of the MCP reflecting surfaces. The bulk 

MCP glass undergoes a series of chemical processes and heat treatments during manufacture 
(Section 1.4), resulting in a variation in glass composition with depth. In their bare glass form, it 

is desirable to obtain depth profiles of the MCP channel walls to improve our understanding of 
the elemental distribution within the optic surface. Depth profiling of metallised MCPs will allow 
us to characterise the films in terms of their uniformity and thickness, while also giving insight 

into the finer aspects of the coating procedure adopted; the observation of seeding layers at the 

metal/substrate interface for example. 

4.2.1 Auger Electron Spectroscopy 

AES is a widespread method used for the analysis of surfaces, thin films and interfaces. The 

physical basis of the technique may be summarised in two distinct stages: 

1. Atomic ionisation 

The Auger process is initiated by the removal of a core electron of binding energy Ej; 

this is typically achieved by exposing a sample to a primary electron beam (normally of 

energy 2-10 ke V). Such a primary electron beam has sufficient energy to eject core (K 

86 



shell) electrons from the lighter elements and electrons from higher core levels (L, M 

shells) of the heavier elements. 

1. Atomic relaxation and Auger electron emission 

The ionised atom will rapidly relax back to a lower energy state by one of two 

mechanisms; (a) x-ray fluorescence or (b) Auger electron emission. Here, we consider 

the latter mechanism, having discussed (a) in Chapter 2. An electron from a higher state 

(of binding energy E1) will fill the core hole, with the energy liberated in this process 

transferred to what is termed the `Auger electron, a fraction of this energy used to 

overcome its binding energy (E3), with the remainder retained by the emitted Auger 

electron as kinetic energy. 

The Auger electrons are subsequently detected and their kinetic energies EAucER determined. The 

Auger electrons are emitted with an energy characteristic of the elements in the emitter - this is 

the basis of AES. Each element has unique values of EAuGER based on the distinct atomic energy 
levels of the element. For a given element, it is possible to estimate the possible values of EAuGER: 

EAUGER = 
(E, 

- 
E2 )- E3 (4.5) 

An Auger transition is thus primarily characterised by E,, E2 and E3 and may be grouped into 

families of transitions based on the electron shell corresponding to each. For example, if aK shell 

electron is ejected from the atom, with an L3 electron taking its place during atomic relaxation, an 

Auger electron being ejected from the L, shell, the Auger transition is formalised KL3L, or more 

generally as KLL. A more precise formulation is not possible due to E2 and E3 being 

indistinguishable from one another (Equation 4.5). For lighter elements, KLL is the most 

probable Auger transition, where LMM and MNN are more probable for the heavier elements. 
Tabulated values of E4uG may be found in Palmberg et al. (1972). 

As the sampling depth of the AES technique is of the order 10 A (Hill, 1976), it is particularly 

appropriate for use in depth profiling. Typically, argon ions are used to sputter the Auger sample 

volume, milling away surface layers during AES to measure elemental abundance as a function 

of time. Standard samples are used to estimate sputtering rates and thus provide a calibration 
between time and penetration depth. 
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4.2.2 Experimental Arrangements 

AES measurements of one bare glass (H0001-A4), one ruthenium-coated (RU-1) and two nickel- 

coated (NI-1, NI-3) MCP optics were performed by D. D. Hall at the Loughborough Materials 

Characterisation Centre, Institute of Polymer Technology and Materials Engineering, University 

of Loughborough, using a JEOL JAMP-7100 Auger Microprobe at an operational pressure of P< 

1x 10-8 mbar. The primary electron beam energy was set at 0.9 - 1.0 keV for the bare glass MCP 

(to reduce surface charging) and 3 keV for the metallised MCPs; the beam was incident upon a 

sample area (spot size) of approximately I pm in diameter. The Auger microprobe was then 

rastered over an area of - 10 x 10 square microns. Depth profiling was carried out using a3 keV 

Ar ion beam, sputtering an area of around 0.25 mm2 onto a cross section of each MCP, each one 

analysed after the MCP was cleaved with a scalpel. Prior to analysis, the MCP sample surface 

was subject to a blast of pressurised air to remove any debris present as a result of the cleaving 

process. 

4.2.3 Bare Glass MCP Optics 

Previous authors have investigated the composition of bare glass MCPs as a function of depth, 

using AES [Hill, 1976; Siddiqui, 1977; Pradek and Kern, 1993], Electron Spectroscopy for 

Chemical Analysis (ESCA) [Siddiqui, 1977] and Secondary Ion Mass Spectrometry (SIMS) 

[Then and Pantano, 1990]. The authors agree on a basic structure for the surface and subsurface 

of MCP intrachannel walls, shown in Figure 4.6. A very thin, alkali metal rich layer is reported 

on the channel surface, covering a thicker, silica rich layer, of thickness 100 - 500 A. Lead is 

leached from this layer during the acid etching phase of MCP manufacture. Beneath, a thicker 

(0.1 - 10 pm) semiconducting region at bulk glass composition is a result of the hydrogen 

reduction process, reducing quantities of the lead oxide (present in the bulk glass) into metallic 
lead. However, as described in Chapter 1, the hydrogen reduction process is not used during the 

manufacture of MCP optics; its use in CEMs is to promote an increased secondary electron yield. 

In addition, of the published data above, only that of Hill (1976) is from experimentation 

performed on the Philips type 297 glass discussed in this chapter (Brock, 2005) (Corning 8161 

lead silicate glass appears to have been widely used). Brunton et al. (1999) infer that the 

hydrogen reduction process has little impact on the surface and subsurface composition when 

considering MCPs as X-ray optics, using a two layer adaptation of the above model (neglecting 

the alkali metal monolayer) for the purpose of fitting X-ray reflectivity data. 
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Figure 4. ä Surface structure of an MCP channel as suggested by Hill (1976), Siddiqui (1977), 

Then and Pantano (1990) and Pracek and Kern (1993). 

The bare glass sample analysed (S/N: H0001-A4) is a fragment of the same MCP ruthenium- 

coated by the University of Helsinki, using the ALD process (Section 4.2.4.1). Unfortunately, due 

to charging problems in the sample during AES, no depth profiles could be obtained. However, 

two Auger spectra, taken at depths of 100 A and 2400 A are shown in Figure 4.7. 

The principal constituents of H0001-A4 at each depth are silicon and oxygen, with traces of 

carbon contaminant present at a depth of 100 A. The presence of surface carbon is most likely 

attributable to the MCPs (all four tested in this chapter) being used for reflectivity analysis 

(Chapter 5); in that experiment, the vacuum chamber used was pumped down using a rotary 

pump, where the backstreaming of hydrocarbons from the pump's lubricant oils into the vacuum 

chamber is believed to a major contributor to the carbon contamination. The exposure of the 

MCP optics to carbon-based atmospheric organics during both reflectivity and AES 

experimentation is also believed to be a cause. The presence of carbon on bare glass MCP 

channel surfaces has been reported previously by Hill (1976), Siddiqui (1997) and Praitek and 

Kern (1993). Philips type 297 lead silicate glass may be described by the pseudo-molecule 

Si«O98K8Na7Pb6Bi2, yet there appear to be no detectable traces of potassium, lead or bismuth at 

either depth. Unfortunately, as mentioned in Section 4.2.2, due to sample charging problems, the 

primary electron beam energy was limited to - 1000 eV, which is below the Na-K absorption 

edge (1070.8 eV) (Fuggle and Märtensson, 1980); it was thus not possible on this occasion to 

verify the presence / absence of Na. The model in Figure 4.6 suggests we would expect to find 

potassium and sodium to be highly concentrated at the surface, however, the absence of 

potassium, alongside those of lead and bismuth appears surprising at a depth of 2400 A, far 

deeper than the silica-rich, lead-depleted layer, reported to be 500 A at its deepest; according to 
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Figure 4.7. Auger spectra of bare glass MCP H0001-A4 from a position approximately midway 

down a channel, at depths of (a) 100.4 and (b) 2400.4. The only appreciable difference in the 

spectra appears to be the presence of carbon subsurface contaminants in (a), not seen in (b). The 

expected EALrGER positions of Pb, Noo, Bivoo and KLmm are labelled (Palmberg et al. 1972). 
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the model, we should therefore be sampling the bulk glass, with all of these elements in sufficient 

abundance to be detectable at this depth. However, this model has been derived from 

experimentation on MCP charge multipliers; after dialogue with Fairbend (2005), a further 

etching process is used in the manufacture of MCP charge multipliers, which removes an 

estimated 3000 A of material from the channel surface. As this second etching phase is not 

implemented in the case of MCP optics (with the intention of minimising surface roughness), the 

detection of primarily silica to a depth of 2400 A is, in the manufacturer's opinion, entirely 

expected. The detection of Pb and Bi may also however be partially suppressed due to the 

proximity of PbNOo and BiNOO (in the 90 - 100 eV range) to SiLmm (Figure 4.7). 

The presence of calcium, seemingly independent of depth, is initially puzzling, as it is not a 

constituent of the Philips type 297 MCP glass. However, after further dialogue with Fairbend 

(2005) at Photonis SAS, it appears that calcium is one of the primary constituents of the core 

glass, Philips type 274. With reference to Chapter 1, it is, in the manufacturer's opinion, entirely 

conceivable that calcium should be present in the MCP optic, as during the etching of the core 

glass a diffusion layer between core (274) and cladding (297) glasses is formed, permitting the 

transportation of calcium into the MCP optic structure. Hill (1976) reports the presence of 

calcium at the channel surface of a bare glass MCP (also manufactured with Philips type 297 

glass), yet there are no details of its abundance as a function of depth. 

4.2.4 Metallised MCP Optics 

Prior to analysis, each MCP was cleaved, exposing a cross-section of the coated channels. AES 

was performed at three sites along the length of the channels in an attempt to characterise the 

coating as a function of position down the channels. Sites A and C correspond to locations at 

opposite ends of the MCP at each channel edge; site B is positioned approximately midway down 

a channel. Unfortunately, in both cases (Ru and Ni-coated MCPs), it proved too difficult to select 

the three sites in the same channel; AES analysis in channels with debris (from cleaving) present 

was avoided, with few channels ̀debris-free' along their entire length. 

4.2.4.1 Ruthenium-coated MCP RU-1 

Depth profiles at sites A, B and C are shown in Figure 4.8. The ALD ruthenium coating was 

reported to have a nominal thickness of 400 A (Nenonen, 2004). An image of RU-1, after depth 

profiling at site B is shown in Figure 4.9. 
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Figure 4.8 (a, b). Depth profiles of ruthenium-coated MCP RU-1 at (a) site A, and (b) site B 

indicating the relative atomic concentrations (by number) of ruthenium (diamonds), aluminium 
(squares), silicon (circles) and oxygen (triangles). 
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Figure 4.8 (c). Depth profiles of ruthenium-coated MCP RU-1 at site C, indicating the relative 
atomic concentrations (by number) of ruthenium (diamonds), aluminium (squares), silicon 
(circles) and oxygen (triangles). 

Comparisons of ruthenium concentration as a function of depth at each of the three sites reveal a 
gradual change in the coating thickness from one side of the MCP to the other, along the length 

of the channels. Figure 4.8 (a, b, c) suggests a graded, rather than the more abrupt interface 

expected between the ruthenium and the observed aluminium oxide seeding layer (Section 4.1.2). 
This may suggest large variations in the surface morphology over the estimated 10 x 10 square 
micron active Auger area on the MCP. If this is the case, the `width' of the interface (or depth 

over which the interface is measured to exist) should increase with penetration depth, as further 

errors in depth are introduced due to sputtering. Figure 4.10 shows this to be the case, the 

ruthenium depth profiles at sites A, B and C fitted using a cumulative Gaussian function 

approximation to the profiles. The cumulative Gaussian function f(x, u, Q) takes the familiar form 

f(z, p, Q) =j1e 
IL 2°2 dx (4.6) 

x 

ý, Q 2ýr 
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The function is modelled in Microsoft Excel, using the pre-defined NORMDIST statistical 

function. The form of the cumulative Gaussian function with respect to x (depth in this case) is 

that of an ogive, which was then inverted, scaled and translated such that the form of the curve 

resembled the modelled edge functions shown in Figure 4.10. The fit was then performed by trial 

and error, with mean depth Pd and standard deviation ad varied as free parameters. 

Figure 4.9. Image of RL-I after depth profiling at site B at 90 X magnification. The sputtered, 

dark area is a crater, approximately 700,4 in depth. 

We define the coating thicknesses at sites A, B and C using the modelled Ord values of 323 t 39 

A, 422 ± 60 A and 627 ± 90 A respectively (with a1 sigma error). The coating process itself may 
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be responsible for the non-uniform thickness distribution of ruthenium along the channel length. 

The ALD technique in this case is reliant on the vapour reactants passing through the MCP 

channels in one direction only. As a result, it is likely that the coating process may occur 

preferentially on the near side of the optic, with the efficiency of the procedure decreasing with 
distance along the channel. Unfortunately there is no means of proving this theory with these data 

as the orientation of the MCP during coating was not documented. 

100 

90 - 
µd=323A 

80 ßd39A 
70 

60 

e 
So 

627 
40- 

A 6d90th 
30 - 

20 - 

]0 

0 
0 100 200 300 400 500 600 700 800 

Depth (A) 

900 1000 

Figure 4.10. Depth profiles of ruthenium (solid lines) at sites A (blue), B (green) and C (red), 

together with fitted the respective fitted edge functions (dashed lines). 

The thicknesses of the A1203 seeding layer are estimated using the FWHM of the depth profiles 
(Figure 4.8); FWHM thicknesses of 135 A, 175 A and 185 A at sites A, B and C respectively 
further lend weight to the argument, indicating that the measurements are taking place at a variety 

of depths simultaneously, possibly due to large variations in the RMS surface roughness of the 

sample. According to Nenonen (2005), the nominal thickness of the A1,03 layer was not 
documented during the ALD process, yet he anticipates our measured thicknesses of - 135 - 185 

A to be accurate. 

Images with an LEO 1530 VP Scanning Electron Microscope (SEM) were subsequently taken 

(by D. D. Hall at the University of Loughborough) in the positions corresponding to channel sites 
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B and C on the MCP (although in different channels to where the AES was performed in order to 

observe a surface region of the coating prior to sputtering), shown in Figure 4.11. 

[BI 

,., ,. 

(CI 

Figure 4.11. SEM images at sites B and C of the cleaved, ruthenium-coated MCP. The thickness 

of the ruthenium coating is estimated at 383 A and 622,4 at sites B and C respectively. 
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The estimated coating thicknesses of 383 A and 622 A (Figure 4.11) are within error of our 

estimates of the ruthenium coating thickness at the same positions. Further inspection of Figure 

4.11(B) shows the ruthenium coating has developed with island formation, characteristic of the 

ALD process (Section 4.1.2). The thickness of the ruthenium coating is shown to vary 

significantly on length scales of around 100 A in Figure 4.11, further suggesting that at a nominal 

sputtering depth, a variety of actual depths may be sampled (over a range of order 100 A) during 

AES due to the original surface morphology. Although not measured directly at this stage, the 

RMS surface roughness would appear to be varying on scales far greater than the 10 A desired 

for X-ray focusing for Lobster-ISS. 
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Figure 4.12. Auger spectrum of the surface of ruthenium-coated MCP RU-1, midway along the 

channel length (site B). Elements identified using Palmberg et al. (1972). 

Before depth profiling, the elemental composition of the ruthenium-coated MCP surface was 

determined using AES at sites A, B and C to identify any surface contaminants. Figures 4.12 and 

4.13 inform of the presence of carbon (as seen with HCOOI-A4), nitrogen and oxygen (likely to 

be due to atmospheric adsorption). Carbon is the most abundant surface contaminant, its relative 

concentration on the ruthenium surface decreasing toward the centre of the channel. This may be 
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due to the relative inaccessibility of the centre of MCP channels for atmospheric contaminants in 

comparison to that at the channel ends. 
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Figure 4.13. Surface atomic concentration (by number) of ruthenium, carbon, oxygen and 

nitrogen as a function of position along the channel. The relative concentration of carbon falls 

markedly midway down the channel (site B). 

4.2.4.2 Nickel-coated MCPs 

The nominal nickel coating depths of the two samples available for analysis, hereafter referred to 

as NI-1 and NI-3, were identified by Photonis SAS to be 150 A and 100 A respectively. 
Unfortunately, little depth profiling data exists due to computer hardware problems at the 

University of Loughborough. Data recovered enables us to extract one near-surface depth profile 

of MCP NI-1, located at site C and shown in Figure 4.14. We keep to the convention that sites A 

and C will represent opposite ends of the MCP channels, with site B located midway down the 

channels. 

At the surface, the composition of the nickel coating is similar to that of ruthenium, in that it 

accounts for around half of the coating material (by atomic number). However, in the case of 
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RU-1, very little other than pure ruthenium is detected from depths of 40-100 A (this is certainly 

the case at the ends of the channel in Figure 4.8(a, c) which provide the best comparison [in terms 

of site] with the profile in Figure 4.14. At the surface, the other major constituent of the nickel 

coating is oxygen, an oxide layer perhaps forming on the surface due to the MCP being subject to 

atmospheric conditions during sample preparation; this would account for the approximately 

constant atomic concentration of oxygen in the first 10 A (at around the 40% level). 
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Figure 4.14. Surface depth profiles of nickel-coated MCP NI-1 at site C, indicating the relative 

atomic concentrations (by number) of nickel (diamonds), phosphorus (squares), carbon 
(crosses), chlorine (circles) and oxygen (triangles). In the case of chlorine, atomic 

concentrations are increased by a factor of 25 in order to better view the profile on this scale. 

It is also conceivable that the EN coating process itself, which produces oxygen compounds in 

the form of orthophosphites (HP032-), water (1120) and negatively charged hydroxide ions (OH-), 

may be responsible for the distribution of oxygen within the coating. The relative atomic 

concentration of oxygen then falls with depth, with little evidence of it at a depth of 150 A, at 

which point the coating comprises around 80% Ni, 20% P by atomic number. Using the atomic 

weights of P (30.97) and Ni (58.70) we find that this level of phosphorus approximately 
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corresponds to 
(3°)20% 

. 97As 10.6% by weight, impressively close to the 10% P by weight 

desired by Photonis SAS to minimise surface roughness (Section 4.1.1). This ratio however is 

significantly larger, almost doubling to 19.8% nearer the surface (a depth of 20 A). Only trace 

amounts of phosphorus are found on the coating surface, yet this is expected to have little effect 

on the surface roughness, crevices and island structure having long taken form before this during 

the evolution of the coating. Surface contaminants in the form of chlorine and carbon are 

detected, yet disappear at depths of around 20 A and 30 A respectively. The origin of the chlorine 

(found to be present at the surfaces of both NI-1 and NI-3) is likely to be explained by the use of 

the stannous chloride and palladium chloride during the EN seeding process, the chlorine 

appearing to have migrated to the surface from the nickel / glass interface. An Auger spectrum 

taken from the surface of the opposite end of the channel, site A, is shown in Figure 4.15. The 

spectrum appears to characterise a coating indicative of that described in Figure 4.14 (at site C), 

with chlorine, carbon, nickel, oxygen and phosphorus all present. 
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Figure 4.15. Auger spectrum of the surface of nickel-coated MCP NI-1 at site A. Elements 

identified using Palmberg et al. (1972). 

too 



(a) 6 
4 

50 

E. - 
40 

2 

30 
Ü 

20 
O - 

Q - 

10 

roý 50 
rl_ 

E 

0 
ti 

Z 
V 

0 
v 

0 

40 

30 - 

20 

10 

0- 
A C 

it Ni 46.1 39.4 48.0 

-s- 0 29.3 37.5 35.2 

+C 11.9 14.0 9.30 

-e- p 10.3 6.10 6.10 

-e- Cl 2.40 3.00 1.50 

Site 

Figure 4.1 6. Surface atomic concentration (by number) of nickel, oxygen, carbon, phosphorus 

and chlorine as a function of position along the channel for (a) NI-1 and (b) NI-3. The relative 

atomic nickel concentration falls toward the midpoint of the channel in both MCPs. 
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Surface data exist for both NI-1 and NI-3, with the relative atomic concentrations (by number) of 

each element presented at sites A, B and C in Figure 4.16. Whereas the amount of surface nickel 

as a function of distance along the channel is estimated to be approximately uniform, it appears 

that, from both "edge" sites, A and C, the concentration of nickel falls towards the centre of the 

channel, at site B. This could be due to one of two reasons; firstly, because the level of surface 

carbon contamination increases towards the centre of the channel (which is not intuitive given the 

relative inaccessibility of site B), or secondly, because the capacity of the EN process to deposit a 

pure Ni-P film is reduced in a position midway down a channel. The increase in the atomic 

concentration of the majority of surface contaminants toward site B (C, Cl [NI-1] and C, Cl, 0 

[NI-3]) appears to lend further weight to the argument in both nickel-coated MCPs. 

4.3 Conclusions 

In this chapter, the reflecting surfaces of one bare glass, one ruthenium-coated and two nickel- 

coated MCP optics were investigated using the AES technique. 

4.3.1 Bare Glass MCP [HCOOI-A4] 

Silicon and oxygen appear to be the principal constituents of the MCP optic glass at measured 
depths of 100 A and 2400 A, with Pb, Bi and K not detected at either depth. Due to charging 

problems, it was not possible to confirm the presence nor absence of Na. MCP manufacturers 
Photonis SAS support the findings, anticipating a silica-rich layer surface layer - 3000 A thick. 

Calcium is detected at both measured depths of 100 A and 2400 A, its origin believed to have 

been the core glass; Ca is believed to have diffused into the MCP optic cladding glass during the 

etching phase of manufacture. 

Carbon is detected at a depth of 100 A and is adjudged to be a surface contaminant, the source of 

which is likely to be due to backstreaming hydrocarbons from a rotary pump used in reflectivity 
analysis (Chapter 5) and / or the exposure of the MCP to organics present in the atmosphere. 
Carbon is detected with each MCP optic tested, coated or uncoated. 
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4.3.2 Ruthenium-coated MCP [RU-1] 

The thickness distribution of the ruthenium coating along the length of the MCP channel appears 
to change gradually, from 627 E 90 A at one end to 323 ± 39 A at the other. This is thought to be 
due to the unidirectional vapour reactant flow in the ALD process. 

The A1203 seeding layer, used to start the ALD coating process was observed, with measured 
thicknesses of 135 - 185 A corresponding to the nominal thickness. SEM images and the non- 
abrupt nature of the coating interfaces (Ru/A1203 and AI2O3/SiO2) suggest a surface roughness 

well in excess of the -10 A desired for MCP focusing. 

Carbon, nitrogen and oxygen are evident on the surface of the ruthenium coating, with carbon 
contamination decreasing toward the midpoint of the channel, believed to be due to the relative 
inaccessibility of this area compared to the edges. 

4.3.3 Nickel-coated MCPs [NI-1, NI-3] 

One near surface depth profile of NI-1 taken at the edge of a channel suggests a Ni-P alloy 
thickness of at least 150 A (compared to the nominal thickness of 150 A). Due to unforeseen 
circumstances, further data were lost, so the exact coating thickness cannot be determined. 

Oxygen appears to constitute a large proportion of the coating nearer to the surface (40 % by 

atomic number), the concentration gradually falling with depth. It appears in negligible quantities 
at a depth of 150 A. At a depth of 150 A, phosphorus comprises 10.6 % (by weight) of the Ni-P 

alloy, compared to the Photonis SAS target of 10 %. This suggests the process is more effective 
when in its infancy, levels of phosphorus climbing closer to the surface. Very little phosphorus is 

observed on the Ni-P coating surface. 

Surface contaminants of chlorine and carbon are detected, although neither is detected at depths 

greater than 20 A and 30 A respectively. The origin of the chlorine is thought to be due to the 

pre-treatment phases of the EN process; stannous chloride and palladium chloride are used to 

prepare the substrate before coating. 

Surface studies suggest that the concentration of nickel falls towards the midpoint of a channel, 
due to the relative inaccessibility of this region (compared to the channel edges). 
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Chapter 5 The Soft X-ray Reflectivity of MCP Optics 

5.1 Introduction 
The metallisation of the reflecting surfaces of MCP optics will theoretically improve their X-ray 

reflection efficiency at higher grazing angles by increasing the critical angle for total external 
reflection. Results were first reported by Peele et al. (1998); the motivation of that research, as 
here, was to improve the wide angle response and thus sensitivity of the Lobster-ISS ASM. 
Figure 5.1 from Peele et al. (1998) indicates an increase in high grazing angle reflectivity at 2.0 
keV for a nickel-coated plate compared to that of bare glass. 

Figure 5.1. Measured X-ray reflectivity as a function of grazing angle for a bare glass MCP at 
(from left to right) 12,8,2.8,2.3 and 2.0 key. The dashed line profiles a nickel-coated MCP and 
indicates the enhancement in reflectivity at grazing angles 0>0.6° at 2.0 keV. From Peele et al. 
(1998). 

Martin (2000) reports a shortfall in reflectivity at lower grazing angles for the nickel-coated MCP 
in Figure 5.1. However, this shortfall is outweighed by the increase in reflectivity at higher 

grazing angles; an overall enhancement in reflectivity is observed, a conclusion derived by 

comparing the areas under each of the two (bare glass and nickel-coated) measured curves at 2.0 
keV. This is the first evidence for the successful deposition of a nickel coating on MCP optics. 

This chapter will examine the soft X-ray reflectivity of bare glass and metallised MCPs with 
experimental work carried out at the Daresbury SRS. The work should be viewed in conjunction 
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with the AES results of Chapter 4, which, in this chapter, are used to parametrise surface models 
of bare glass channel walls. The reflection properties of MCP optics coated with three different 

metals are investigated, nickel (deposited using the Electroless Nickel [EN] process), ruthenium 
and iridium (using Atomic Layer Deposition [ALD]). 

5.2 X-ray Reflectivity Theory 

The X-ray reflectivity of an MCP optic may be calculated using the atomic scattering factors f, 

and f2. Tabulated values off, and f2 as functions of energy are given by Henke et al. (1993). The 

atomic scattering factors used here are calculated using a database of atomic photoelectric cross- 
sections op as a function of photon energy E (Cromer and Liberman, 1970) where 

ao 2 

. 
T(E)=Z*+ 1 f°( de 

(5.1) 
nrohc 0E -c 

E6 (E) 
f2(E) = 2rohc (5.2) 

where ro is the classical electron radius (ro = 2.818 x 10-5 A), h is Planck's constant, c is the 

velocity of light in vacuo and c denotes the X-ray energy for integration purposes. Z' is a 
relativistic correction to the atomic number Z with Z' and Z only significantly different for the 
heavier elements. Henke et al. (1993) have deduced empirically that 

Z'=2- 
Z 2.37 

82.5 
(5.3) 

The complex dielectric constant K of the reflecting material is described in terms of two dielectric 

coefficients, a and y, which are small compared with unity in the soft X-ray region of interest 
(0.1-5 keV), such that 

K =1- a-iy where a= 
rý Z 

nif,. i and y= 
rý 2n. 

f (5.4 a, b, c) z. i 
!I 
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where A is the X-ray wavelength and n; is the atomic number density of an element j in the 

reflecting material. In the case of Equation 5.4(b, c) we sum over all j to find the total 

contributions to a and y from each element. The reflectivity as a function of grazing angle 0 is 

derived using the Fresnel equations, for polarisation states a and ;r (corresponding the electric 

field vector E being parallel and perpendicular to the plane of reflection respectively). Henke 

(1981) states 

R 
4a2(sin0-a)' +y2 (8) 

__ 4aZ(sin0+a)2 +y 
(5.5) 

2 

and 

R, 
1. 
(ß) 

_ 
4a2(a -cos8cot8)Z + y2 (5.6) 

R, 4a2(a+cos9cot9)2 +r2 . 6) 

where 

a2 = sine B-cz+ ýsin2 8-aý +y2 (5.7) 

Finally, the reflectivity R(O) for an unpolarised incident X-ray beam is given by 

R(B)= 
Ra (O) 

1+ 
2 R, (B) 

(5.8) 

The critical angle for total external reflection 0, is defined as the square root of the dielectric 

coefficient a; It may be inferred from Equations 5.140 and 5.141 in Michette and Buckley (1993) 

that O. can be expressed as a function of the mass density of the reflecting material p and the 

wavelength of the incident radiation A, where 

8ý2 eý2 P'ýA 
1 ýý) (5.9) 

106 



where A is the atomic number of the element making up the reflecting surface and NA is 

Avogadro's constant. The reflection efficiency, or reflectivity, of a perfectly smooth X-ray mirror 

at a given wavelength may be maximised by selecting a mirror material with as large a critical 

angle as possible; since 6, cc V-p it is desirable to select as dense a material as possible. The 

mass density of the Philips type 297 glass used to fabricate MCP optics is nominally 3.3 g cm 3; 

by applying a metal coating to the reflecting surfaces of the bare glass MCP, we can raise the 

critical angle of the surface and thus its reflectivity at higher grazing angles. The three metal 

coatings investigated in this chapter are nickel (p = 8.90 g cm '' for the bulk metal), ruthenium 

(p = 12.2 g cm -3) and iridium (p = 22.5 g cm -3). 

5.3 Reflectivity Measurements at Daresbury SRS 

All reflectivity data presented in this chapter were obtained on Beamline 3.4 at Daresbury SRS in 

three `runs', in December 2001, December 2002 and November 2004. All of the MCPs were 

manufactured to the same specification, tabulated in Chapter 1 (Table 1.1). 

5.3.1 Experimental Configuration 

Beamline 3.4 uses a double crystal scanning monochromator based on InSb(111) crystals coupled 

with a 500 A chromium-coated plane pre-mirror to provide adequate high energy cut-off, 

resulting in a practical energy range of 1750 - 3500 eV. A toroidal mirror provides horizontal and 

vertical beam focusing. A pair of translational horizontal and vertical slits of widths 1 mm and 

0.25 mm respectively, positioned between monochromator and experimental chamber were used 

to isolate the top of the cross-sectional beam, shaped like a frown. The MCP was mounted in a 

goniometric cradle, the upper of a two-axis rotation stage in the centre of the experimental 

chamber, which was evacuated to an operational pressure of 100 mbar. The optic was located 

between two He-filled (front and rear) Ion Chambers (ICs), each with 3.5 µm Mylar entrance and 

exit windows. The beam was incident upon the MCP via the front IC, which acted as a reference 

beam monitor. The rear IC provides a measure of the beam flux after interaction with the MCP 

optic. A diagram of the experimental arrangement is shown in Figure 5.2. 

Initially, the MCP was positioned and rotated so as to provide maximum signal from the rear IC. 

This (maximum throughput) position was taken to correspond to a position of 0= 0° grazing 

angle. The goniometer was then commanded to tilt the MCP in increments of 40 = 0.02° about 
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the y-axis, with both front and rear IC currents recorded after each. Due to the finite beam width, 

the rotation of the MCP subsequently splits the incident X-ray beam into two components, a 

reflected and unreflected (or transmitted) beam. The positions of both `component' beams were 

observed using a light-shielded, intensified CCD camera positioned at the rear of the 

experimental chamber, a P43 (Gadox) phosphor screen was located behind the rear IC. Two such 

"angle-scans" are required to calculate reflectivity profiles; the first records the combined flux 

from both reflected and unreflected beams, the second records flux from the reflected beam only. 

For the latter angle-scan, a "beamstop" is inserted between the MCP and rear IC in order to block 

the unreflected flux. The minimum grazing angle at which measurements were deemed to be 

accurate is conservatively estimated at 0.3°, geometrically limited by the minimum angle at 

which both component beams may be resolved at the beamstop. 

x 
Lz 

y 

T 
CCD Camera 

Figure 5.2. Experimental arrangements of Beamline 3.4 at the Daresbury SRS, used to 

obtain the reflectivity measurements of MCP optics presented in this work 

The MCP reflectivity R is calculated using the following method: 

A0p�. F0 -- 
R, 

+ F. (5.10) 

where Fa is the flux incident upon the MCP and A, � is the MCP open area fraction; thus the 

product of Aoa� and Fo on the left-hand side of Equation 5.10 is the incident flux entering the 

Dionochromator Ion Chambers Phosphor 
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MCP channels. F, and F� are the reflected and unreflected (or transmitted) fluxes respectively. As 

the recorded IC currents are directly proportional to the incident flux passing through them, 

R 

kA IF =11, +IR 
RN (5.11) 

where P is the front IC current, IR is the rear IC current contribution due to the reflected beam 

only and IHR is the rear IC current contribution due to the unreflected beam only. IC efficiencies 

are factored out of Equation 5.11 through the constant k, which scales all currents measured in 

the front IC to that of the rear, also accounting for any absorption between the ICs; i. e. with no 
RR 

MCP present, k= 
jF 

. 
Our two angle-scan datasets provide IR and the sum of both I; and I., 

denoted as I,. R for convenience. Dividing through by 1, Equation 5.11 may be re-written: 

IR IR IR M. + . +w _ (5.12) OPM RJF IF jF 

We define quantities IR and IRU such that 

IR IR IR =Fr and IR U (5.13 ab) JJ A,,,. klFAo1� 

where IR is the fraction of flux entering the MCP that is reflected, and IRU the fraction of flux 

entering the MCP that is either reflected or unreflected. The reflectivity of the MCP may thus be 

expressed in terms of the measurable quantities IR and IRU, as 

IR 
R= 

IR-IRU+1 
(5.14) 

where IR and IRU are both generated as a function of grazing angle 0, with the product of k and 

A0 , determined empirically by the value of IRU at 0= 0° grazing incidence. Ao, � (defined in this 

context as the probability that an X-ray incident upon the MCP will enter a channel) is constant 

as a function of grazing angle. A program named `REFLECT' was written by the author in the 

IDL programming language to extract the reflectivity profiles R(0). 
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5.3.2 X-ray Reflectivity Modelling 

The MCP channel surface properties may be modelled by fitting theoretical reflectivity profiles to 

those observed experimentally. The IMD computer program was purpose-written by Windt 

(1998) to perform work of this nature and was used by the author throughout this chapter. For the 

purposes of modelling the X-ray reflectivity from a multilayered surface, we consider the 

progress of a photon incident on an interface separating layers u and v. IMD models a multilayer 
stack of N homogeneous layers and N+1 interfaces, where the um layer has a thickness d1, and 
complex index of refraction n,,. Windt (1998) then calculates the nett Fresnel amplitude reflection 
coefficient rr for the 0 layer as follows: 

_ 
rw + r, e2i (5.15) r�- ý (5 
1+ rn, r,, e2i 

where 

2; zi na sin 8 
A 

and where r, is the nett Fresnel amplitude reflection coefficient of the 0 layer. Equation 5.15 is 

applied recursively, starting at the lower-most layer (the substrate) in order to calculate the net 
Fresnel amplitude reflection coefficient r for the entire multilayer stack. The reflectivity R, the 

measure of the reflected intensity is simply given by R= IrI2. 

IMD incorporates a surface and interface roughness model based on the classical scalar theory of 
Beckmann and Spizzichino (1963), as interpreted by Cowley and Ryan (1987). Prior to its 

application in Equation S. 1 S, the Fresnel amplitude coefficient of reflection r, is modified by a 
Debye-Waller type factor containing the RMS surface roughness o at the interface between 

layers u and v, through 

1 4, rQ Z 
(5.17) rWý = rw exp -22 "' sin 6. 
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The instrumental resolution 60 was taken into account by I MID by convolving the modelled 

reflectivity profile R(0) with a Gaussian (whose profile is estimated to describe the beam shape, 

Brunton et al. 1997) of FWHM J0. With an MCP installed at normal incidence to the beam, the 

beam width measured at the beamstop has contributions from beam divergence and MCP channel 

misalignments. The instrumental resolution for this investigation was measured in this way and is 

estimated at - 0.075° throughout this investigation. 

5.3.3 Bare Glass MCPs 

Two bare glass MCP optics were investigated, with serial numbers H0001-A4 (analysed prior to 

the AES measurements performed in Chapter 4) and H0001-A8/1, hereafter referred to as A4 

and A8/1 respectively. Each was manufactured to the specification given in Table 1.1. 
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Figure 5.3. Reflectivity of MCP A4 as a function of grazing angle 0 at X-ray energies of 2.3, 

2.5,2.8,3.1 and 3.5 key. Experimental data (crosses) are plotted alongside fitted curves 

generated using a simple substrate-only model, parametrised with an O: Si ratio of 7: 2, 

p= 1.920gcm' anda= 9A. 
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R(9) curves for MCPs A4 and A8/1 are shown in Figures 5.3 and 5.4, respectively. AES 

measurements of A4 in Chapter 4 suggest that the channel surface may be modelled with a 

silicon and oxygen composition up to a depth of at least 2400 A. Indeed, Fairbend (2005) 

suggested (on behalf of the manufacturers Photonis SAS) that he would fully expect a silicon and 

oxygen composition to a depth of around 3000 A. Theoretical reflectivity curves were thus 

initially modelled as a silica-like (SixO, f) substrate, with atomic concentration of Si and 0, bulk 

substrate density and RMS surface roughness specified as free parameters during the fitting 

process. The fits shown in Figures 5.3 and 5.4 support the AES analysis and validate this 

`substrate-only' model with both MCPs A4 and A8/1. The `best fit' modelled parameters are 

tabulated in Table S. 1 for both MCPs. 
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Figure 5.4. Reflectivity of MCP A8/1 as a function of angle at X-ray energies of 2.0,2.3,2.5, 

2.8,3.1 and 3.5 keV. Experimental data (crosses) are plotted together with fitted curves 

generated using a simple substrate-only model, parametrised with an O: Si ratio of 3: 1, 

p= 1.860gcm"3 and a =11 A. 
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The modelled fits suggest that both bare glass MCPs A4 and A8/1 are very similar in their 

composition; indeed, they are both cuts from the same MCP optic block. For both MCPs, the 

oxygen concentration appears to be slightly higher than that of standard bulk silica Si02, with the 

relative concentrations at 3 and 3.5 times that of silica for A8/1 and A4 respectively. RMS 

surface roughnesses a of 9A [A4] and 11 A [A8/1] appear reasonable in the context of previous 

reports (Peele et al. 1998, Brunton et al. 1999). 

MCP A4 A8/1 

Atomic concentration 0/ Si 
Mass density p (g cm -3) 
RMS surface roughness a (A) 

3.50 ± 0.5 

1.92 ± 0.02 
9±4 

3.00 ± 0.5 
1.86 ± 0.02 

11±4 

Table 5.1. Values of parameters derived from fitting reflectivity curves of bare glass MCP 

optics A4 and A8/1. 

However, both authors (Peele et al. 1998, Brunton et al. 1999) report the presence of `Kiessig 
fringes' in their R(O) profiles. Kiessig fringes (Kiessig, 1931) are apparently anomalous 
reflectivity values caused by the interference of rays reflected from a layered mirror, for example, 
for certain combinations of grazing angle, X-ray energy and layer thickness, X-rays may 
penetrate through a surface layer, reflect from an interface beneath, then penetrate back through 
the surface layer, and, at the detector, subsequently interfere with rays that have reflected from 

the surface layer only. The observation of Kiessig fringes is therefore an indicator of a layered 

reflecting surface, with Brunton et al. (1999) modelling the sub-surface structure of bare glass 
MCP channel walls to fit with previously reported models (described in Section 4.2.3). However, 

in both Peele et al. (1998) and Brunton et al. (1999), the MCPs investigated were manufactured 
from Corning 8161 (Si5O12KPb, p=4.0 g cm') lead silicate glass by Nova Scientific Inc.; this 

investigation is the first to measure R(9) profiles of MCP optics manufactured from Philips type 

297 glass (Si«O98K8Na7Pb6Bi2, p=3.3 g cm 3) by Photonis SAS. The absence of Kiessig fringes 

from any of the measured reflectivity profiles of MCPs A4 and A8/1 (in Figures 5.3 and 5.4 

respectively) indicates that the reflecting surfaces are not layered for both MCPs, concurring with 

the surface models used to obtain the fits in each case. 
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5.3.4 Nickel-coated MCPs 

A total of twelve nickel-coated MCP optics were investigated in December 2001 and December 

2002, each coated by Photonis SAS using the EN process to varying specifications. Two coating 

parameters were varied by the manufacturer in an attempt to find an optimum configuration; the 

characteristic temperature of the bath TB in which the MCPs were immersed, and the total 

immersion time t, MM. Sometimes the process was completed twice or more for a single MCP 

optic; for example, in the case of an MCP being coated twice, for 15 seconds each time, we refer 

to the coating as tmm = 15+15. MacDermid Inc., the manufacturer of the proprietary coating 

solutions used by Photonis SAS, estimate a 50 A coating thickness for every 15 seconds of 
immersion time at TB = 84 °C. Each MCP is identified by its truncated serial number; `H0001- 

A8/3' becoming 'A8/3'. 

R(6) profiles for each nickel-coated MCP at 2.5 keV are shown in Figure S. S. The MCPs are 
grouped by the characteristic temperature of the bath in which they were coated, where TB = 84 
°C (Figure 5.5(a)), 80 °C (Figure 5.5(b)) and < 78 °C (Figure 5.5(c)). Each set is compared with 
bare glass MCP A4 and two theoretical reflectivity curves, denoted NI [A] and NI [B]. Details of 
the NI [A] and NI [B] models are shown in Table 5.2. 

Model NI [Al NI [B] 

Coating material Ni Ni 

Thickness (4) 200 200 

Density (g cm -3) 7.8 7.8 

RMS surface roughness (A) 10 23 

Table 5.2. Coating parameters used to define models NI [A] and NI [B]. Each coating is 

modelled on an A4-like substrate of bulk density p=1.920 g cm"3 and 0/ Si = 3.5 with an 

interface roughness of 10.4. MacDermid Inc. estimate that the nickel is deposited at a reduced 
density of 7.8 g cm'. 
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Figure 5.5 (a , b). Reflectivity as a function of grazing angle Bat 2.5 keV for MCPs coated at 

characteristic bath temperatures TB of (a) 84 °C and (b) 80 °C. Measured bare glass MCP A4 

and calculated NI [A, B] curves are shown for comparison. 
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Figure 5.5 (c). Reflectivity as a function of grazing angle 0 at 2.5 keV for MCPs coated at 

characteristic bath temperatures TB of 72 - 78 °C. Bare glass MCP A4 and calculated NI [A, B] 

curves are shown for comparison. 

We may define the integrated reflectivity R, for a specific grazing angle range 9� - 91, by 

B� 

Rý = 
JR(6)d9 (5.18) 

where in our case 01 = 0.30° and 0� = 2.00°. The integral was approximated by the summation of 
R(0) at each measured angle 0 in the range 0/ <O :S0,,. The integrated reflectivity of a nickel- 

coated MCP &,, vi was then normalised to that of bare glass MCP A4 R± A4, to obtain the ratio X: 

R�, 
vi 

RV 
A4 

(5.19) 

which provides a quantitative measure with which to compare the nickel-coated and bare glass 

MCP optics. Table 5.3 lists the MCPs in terms of X in descending order. 
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MCP R_ X TB [°C1 tn1N1 Is] 

\I001 Aý AI-3 2 ,.,; L, ý 
H0001-A8/2 A8/2 26.91 1.61 80 30 [15+15] 
HCOOI-A8/6 A8/6 23.89 1.43 80 60 [15+15+15+15] 
NIO01-A1 NI-1 20.89 1.25 84 45 [45] 

H0001-A4 A4 16.67 1.00 
H0001-A8/5 A8/5 16.12 0.97 80 60 [15+15+15+15] 
H0001-A8/ 1 A 8/1 16.07 0.96 
NI001-A2 NI-2 14.79 0.89 84 60 [60] 
NI001-A4 NI-4 13.32 0.80 84 60 [60] 
H0001-A7/2 A7/2 10.61 0.64 75 15 [15] 
H0001-A7/4 A7/4 6.048 0.36 78 30 [30] 
H0001-A7/1 A 7/1 5.088 0.31 72 60 [60] 
H0001-A7/3 A7/3 4.454 0.27 75 30 [15+15] 
H0001-A7/5 A7/5 3.550 0.21 75 60 [30+30] 

Table 5.3. Nickel-coated and bare glass MCPs investigated at the Daresburv SRS. MCP serial 

numbers are shown with their abbreviations (bold-italic). MCPs are sorted by their integrated 

reflectivity & at 2.5 ke V over the 0.30°- 2.00° grazing angle range. MCPs are colour-coded by 

coating bath temperatures TB of 84 °C (red) 80 °C (green) and 72-78 °C (blue). Bare glass MCPs 

A4 and A8/1 are shown in black. 

The nickel-coated MCP optics may be split into two distinct groups; MCPs with TB >_ 80 °C 

(hereafter named group 1) have larger R, - than those coated in lower temperature baths (group 

2). The rate of reaction of the EN process is a near exponential function of bath temperature 

(Section 4.1.1); it is possible that at higher Te, hydrogen is more easily adsorbed onto the channel 

surface (Equation 4.1); in this case the nickel salts (Ni`-) would form a substantially thicker 

nickel layer in the same amount of time as if the process was performed at a lower TB (Equation 

4.3). Of the four MCPs coated at TB < 78 °C (Figure 5.5 (c)), only one, A7/2, shows any 

significant increase in high angle reflectivity at 2.5 keV. 

For all bath temperatures, it appears that R, may be maximised by minimising t! MM. In both 

groups, better reflectivity profiles were achieved by coating processes using the shortest total 

immersion times (of 30 s [group 1] and 15 s [group 2]). The EN process uses an autocatalytic 
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reaction, the coating thickness gradually increasing with time. However, it is vital to the success 

of the procedure that the substrate is as clean and smooth as possible before commencing, hence 

the emphasis on substrate pre-treatment (Section 4.1.1). This is because the EN process will, in 

theory, reproduce the surface morphology of the substrate; in practice, inhibitors may promote 
island formation in the coating, which will grow more pronounced with time. Rougher coating 

surfaces as a result of longer immersion times may be responsible for the poorer reflectivity 

profiles observed. In anticipation of this, Photonis SAS elected to restart the process in some 
MCPs after 15 or 30 second intervals, as many as three more times; a new seeding layer may 

promote growth in `creviced' areas of the coating during the subsequent immersion, where it had 

halted previously. Further investigation is required to deduce whether this is the case, as these 
`repeated' coatings are responsible for the poorest integrated reflectivity values in group 2, yet in 

group 1,15+15 immersions (at both 84 °C and 80 °C) provided the best two reflectivity profiles 
(observed with NI-3 and A8/2 respectively). In light of the above, a specification of TB z 84 °C 

and ta, M 15 s should be investigated as a potential best combination of coating parameters. 

In addition, we observe a variety of reflectivity profiles resulting from similar coating 
specifications; indeed, MCP pairs [NI-2, NI-4] and [A8/2, A8/5] have equivalent nominal coating 

specifications, yet markedly different R(O) profiles (Figure 5.5 (a, b)). If nickel-coated MCPs are 
to be used as X-ray mirrors, the consistency of the EN process must improve. 

Of the twelve nickel-coated MCPs analysed, only four appear to have significantly improved 

their efficiency as reflectors at 2.5 keV over bare glass MCP optics (i. e. X> 1). Figure 5.5(a, b) 

suggests that in each of these four cases, the critical angle is larger than that of a bare glass optic. 
However, although the coating boosts reflectivity at larger grazing angles, there appears to be a 

shortfall in reflectivity at the lower angles, as first reported by Martin (2000). It may be shown 

using Equations 5.5 - 5.8 that for a perfect reflector, as 0 -i 0, R(O) - 1. In the case of Equation 

5.6 this is can be shown clearly by multiplying numerator and denominator by tan209 such that 

R,! (6) 
- 

4a2(atan 9-cos6)2 +yZ tan' 9 
(5.20) 

R, (0) 4a2(atan 9+cos0)2 +y2 tan2 B 

and as 0 -) 0, cos 041 and tan 040, so 
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lim RQ (6) =1 and lim 
R, (0) 

=1 and thus lim R (B) =1 (5.21 a, b, c) 
e-w 0--0 Ra (e) e-'° 

In fact, the shortfall in reflectivity occurs across the entire measured angle range at 2.5 keV 

compared to the theoretically generated NI [A]. This shortfall occurs to varying degrees in 

different MCPs; for example, in the case of NI-2, Figure 5.5 (a) clearly indicates the presence of 

nickel, yet R(O) is approximately constant for 0.3': S 0: 5 1°, with R(0) tending toward - 0.4 - 0.5 

as 040, whereas for NI-3, R(O) 4-0.8, which is non-ideal in both cases. This low angle 

shortfall is not observed experimentally for bare glass MCP optics (Figures 5.3 and 5.4). In order 
to explain this effect, it is necessary to analyse the experimental data in further detail. A total of 
three MCPs will be investigated; bare glass MCP A4, and nickel-coated MCPs NT-2 (with poor 
low-angle reflectivity) and NI-3 (which exhibits the best low angle reflectivity of all of the 

nickel-coated MCPs). 

As stated in Section 5.3.1, experimental R(B) profiles are generated from two parameters, IR and 
IRU. IR is the fraction of incident X-ray flux entering the MCP that is reflected from the MCP 

channel walls and detected in the rear IC. IRU is the fraction of both reflected and unreflected 

components of the incident X-ray flux entering the MCP and detected in the rear IC. The two 
ratios are related by 

IRU(O) = IR(O) + IU(O) (5.22) 

where IU is the detected fraction of incident X-ray flux entering the MCP and not interacting 

with the MCP channel walls; the unreflected or transmitted component only. In order to 

understand whether the coating has in some way affected the MCP channel geometry, we 

calculate IU as a function of angle from the experimentally obtained IR(O) and IRU(O). With 

reference to Figure 5.6, IU(O) may be modelled theoretically as IU0(6), where for an MCP of 

channel aspect ratio L: D, 

IUM,, (9) = 
xx, 

;D=x, + x2 and x2 =L tan O (5.23 a, b, c) 

and hence 
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IU 
eo(B)=1- tan 0 (5.24) 

where for the purposes of this investigation L: D = 50: 1 (nominally). IUheo(O) is compared with 

measured profiles of IU(O) for MCPs A4, NI-2 and NI-3 in Figure 5.7. 

Figure 5.6. Cross-section of an MCP optic (of channel aspect ratio L: D) rotated an angle 0 

relative to the incident X-ray beam (dashed lines). 

All three MCPs conform closely to IU o(O), with N approximately tending toward zero as 04 

the transmission angle OT (as expected). This result would appear to indicate that there are no 

significant channel blockages as a result of the coating process as the expected fraction of 
incident X-rays transmitted through each MCP as a function of angle is observed in each of the 

three cases. In other words, the shortfall in reflectivity observed across the measured grazing 

angle range cannot be attributed to a shortfall in the transmitted flux. 
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Figure 5.7. IU(O) for nickel-coated MCPs NI-2, NI-3 and bare glass MCP A8/1. In each case, 
IU- -0 as 04O. 

The shortfall in reflectivity observed in all nickel-coated plates must therefore be explained by a 

shortfall in IR, a significant fraction of the reflected flux being undetected by the rear IC. This 

may be verified by comparing profiles of IR(O) for NI-2 and NI-3 against theoretically generated 

profiles IR, %, [A B](6) using the NI [A] and NI [B] models. The fraction of X-rays incident on the 

reflecting surface of an MCP optic as a function of grazing angle is given by 
- 

tan 0, following 

the arguments leading up to Equation 5.24. IR NI[A, ej(O) is thus given by 

IRN1[ , 8] (0) = RVJ[.,. Bl (0) tan 0 (5.25) 
D 

where R. %, 1,,. 81(6) are the theoretical reflectivity profiles for the NI [A] and NI [B] models. 

Figure 5.8 confirms the shortfall in IR across the extent of the measured grazing angle range 

0.30° <0<2.00°, observed in both nickel-coated MCP optics NI-2 and NI-3. The form of IR(O) 

may be explained by considering the channel geometry shown in Figure 5.6. The IR(O) function 

is the product of the reflectivity and the proportion of the X-ray beam incident on the reflecting 
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surfaces. Although the reflectivity for a monochromatic X-ray beam decreases as 0 increases 

from 0°, the mirror surface area available for reflection increases at a greater (and approximately 

constant) rate; in the low angle regime, IR(O) gradually climbs, at an ever-decreasing rate as the 

reflection efficiency decreases with grazing angle. The function L 
tan 9 characterises IR(O) from 

0<0:! S OT for a perfectly reflecting surface; any deviation of IR(0) from this path is due to 
R(0) < 1. This is independent of mirror composition, as demonstrated by the inclusion of A4 in 

Figure 5.8. As 0 increases further, IR(O) 4 0. 

1_ 

0.9 NI [A] 

0.8 NI [B] 
k n` - ..... N1-2 

0.7 ° 
---NI-3 

A4 
0.6 

- 50 tan 0 

0.5 

0.4 
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0.2 

0.1 
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Figure 5.8. IR as a function of O for nickel-coated MCPs NI-2 and NI-3 at 2.5 keV, compared 

with the theoretical IR, VI[A, B]. MCP A4 is included for comparison with bare glass MCP optics. 

Critical angles are calculated for IRhgA, B] (orange dashed line) and A4 (blue dashed line). The 

maximum rate of increase of IR with respect to 0 [50 tan 0] is also shown (brown). 

For a mirror created from a non-absorbing medium, 

R(9)=1 0<9<_91 

R(6)<1 9>01 
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and thus 9, may be estimated from profiles of either R(O) or IR(O). However, a non-absorbing 

medium is unphysical, and thus it is not possible to accurately deduce 6, from the inspection of 

one of the aforementioned profiles. The critical angles at 2.5 keV for NI [A, B] and A4 (the latter 

based on the modelled fits in Section 5.3.3) may be calculated using Equations 5.9 and 5.4(b) 

respectively (where 9, z- at X-ray energies); these values are labelled in Figure 5.8. The 

experimentally observed declines in the IR(O) profiles of both NI-2 and NI-3 have similar forms 

to that of IRw[AI(9) and we thus may propose that the nickel is deposited at a reduced bulk 

density, as suggested by AES measurements in Chapter 4 (in the case of NI-3). 

It is clear from Figure 5.8 that of the flux incident on the mirror surfaces, a lesser proportion of 

reflected flux is detected from NI-2 compared with that from NI-3. For a smooth surface, this is 

accounted for by the Debye-Waller type surface roughness model (Equation 5.17) which, in this 

case, does not adequately describe the reflectivity shortfalls, particularly at low grazing angles. 
Indeed, when we increase the RMS surface roughness of the nickel surface in NI [B] to 23 A, 

over twice that of NI [A], the experimental and theoretical R(O) and IR(O) curves take different 

forms. It is possible however that the reflectivity shortfalls may be described by specular scatter 
from a rough surface, possibly as a result of a `cobblestone' morphology (described in Section 

4.1.1) occurring due to island formation during the coating process (the shortfalls are not present 
in the bare glass MCP optics). Indeed, in Figure 4.11 we observe a non-uniform coating of 

ruthenium in MCP RU-1, with variations in surface heights on the scale of around 100 A. While 

the RMS roughness on each of the `cobbles' could be as little as 10 A in the case of NI-3 (as the 

similar forms of NI-3 and NI [A] may suggest), the presence and shape of the cobbles themselves 

may be responsible for the observed loss in reflected flux. It is believed that in this rough surface 
limit, a combination of specular reflection from the cobbles and photoelectric absorption is 

responsible for the shortfall in reflected flux (Figure 5.9). The fall in reflected flux from sparsely 

populated, isolated cobbles could be accounted for by a `loss factor', whose magnitude is 

dependent on the proportion of X-rays incident on the cobbles as opposed to the smooth surface. 

Unfortunately, in our case, the close proximity of the cobbles to one another (Figure 4.11) can 

result in multiple interactions of an X-ray between neighbouring cobbles; modelling the reflected 
flux observed at the rear IC from our MCP coating-based cobblestone surfaces is therefore non- 

trivial and beyond the scope of this thesis. 

As the coatings performed on all MCPs in this chapter are of the order 100 - 700 A thick (700 A 

observed in Chapter 4 in the case of RU-1), changes to the L: D of the MCPs as a result of the 
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coating thickness are insignificant and would not be observable in the IU(O) profiles in Figure 

5.7. 

(a) 

(b) 

Figure 5.9. Specular reflection and photoelectric absorption of X-rays incident on a rough 

surface with a 'cobblestone' morphology. The grazing angle is a function of the position on the 

cobble at which interaction occurs. (a) Specular reflection occurs when 0: 5 0,; however, as the 

plane of reflection is not necessarily parallel to the channel surface, the reflected ray may further 

reflect from the channel walls before emerging from the MCP. (b) Where 0>0 the ray is 

absorbed by the cobble before it reaches the flat surface. This effect is known as shadowing. The 

loss in reflected flux observed at the rear IC may be explained by both of these cases. 

5.3.5 Ruthenium and Iridium-coated MCPs 

The bare glass optic A4 was cut into 16 square MCPs, each of area 1 cm2. Two of these smaller 

MCP optics were sent to the University of Helsinki for coating (by the ALD method), one with 

iridium (hereafter referred to as IRID-1) and the other with ruthenium (RU-1). The nominal 

coating thickness in each case was 400 A, investigated in the case of RU-1 in Chapter 4. IRID-1 

was studied at the Daresbury SRS in November 2004; on this run, the experimental configuration 

was slightly altered in an attempt to maximise the grazing angle range over which reflectivity 

measurements were made. The ICs were substituted by wire meshes, which ultimately provided 

very low signal to noise ratios. Statistical fluctuations in the reflectivity data were smoothed by 

grouping the data into grazing angle bins of width 0.1°. Due to time constraints on this particular 

run, reflectivity measurements of ER-ID-1 were only performed at 2.8,3.1 and 3.5 keV. For this 

reason, in this section we concentrate on comparative measurements made at 2.8 keV. 
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Figure 5.10. Reflectivity as a junction of grazing angle Bat 2.8 keVfor MCPs RU-1 and IRID- 

1. Modelled reflectivity profiles of RU [A, B], IRID [A, B] and measured bare glass MCP A4 are 

also plotted for comparison. 

Reflectivity profiles of RU-1 and IRID-1 as a function of grazing angle at 2.8 keV are shown in 

Figure 5.10. Modelled R(0) of iridium and ruthenium-coated MCP optics (hereafter referred to as 
IRID [A, B] and RU [A, B] respectively) are also shown for comparison. Details of the IRID 

[A, B] and RU [A, B] models are shown in Table 5.4. 

Model IRID [A] IRID (BI RC" [a[ RU [B) 

Coating material Ir Ir Ru Ru 

Thickness (A) 400 400 400 400 
Density, (g cm -3) 22.5 22.5 12.2 12.2 

RMS surface roughness (4) 10 26 10 26 

Table 5.4. Coating parameters used to define models IRID [A. B] and RU [A, BJ. Each coating is 

modelled on an A4-like substrate of bulk density p=1.920 g cm-3 and 0/ Si = 3.5 with an 

interface roughness of 10.4. 
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RU-1 appears to suffer the reflectivity shortfall across the measured grazing angle range, 

characteristic of the nickel-coated plates analysed in the previous section. It is clear then that this 

effect is not specific to either the EN or ALD process; Figures 5.11 and 5.12 confirm the 

shortfall is due to a lack for reflected flux detected at the rear IC as a result of the coating 

properties. 
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Figure 5.11. IU as a function of grazing angle O for ruthenium and iridium-coated MCPs RU-1 

and IRID-1. In each case, IU 4-0 as 04 Br. 

The R(0) and IR(O) profiles of MCP HUD-1 in Figures 5.10 and 5.12 are greatly suppressed 

compared to those theoretically generated using the IRID [A] model, although IU(O) closely 

conforms to the theoretical transmission through a 50: 1 MCP (Figure 5.11). However, in this 

case, it appears that R(O) -3 1 as 0-0; a fit to the IRID-1 R(O) profile was generated at 2.8 keV 

using a model hereafter referred to as IRID [B]. IRID [B] is in fact almost identical to IRID [A], 

the only difference being an increase in modelled RMS roughness on the surface of the iridium 

coating; for IRID [B], a= 26 A, compared to a= 10 A of IRID [A]. Further experimental R(0) 

data from [RID-1 at 3.1 and 3.5 keV is fitted with the IRID [B] model in Figure 5.13. The R(B) 

and deduced IR(0) profiles of IRID [B] are plotted in Figures 5.10 and 5.12 and would seem to 

provide a far better description of the IRID-1 iridium coating than those of IRID [A]. Referring to 
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the hypothesis made at the conclusion of Section 5.3.4, it may be possible that in the case of 

IRID-1, the cobblestone surface structure is not in evidence. In this case, if the ALD process 

could be optimised to reduce the RMS surface roughness of future iridium coatings, it may be 

able to provide the first metallised MCPs suitable for optical applications such as Lobster-ISS. 
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Figure 5.12. IR as a function of grazing angle 0 for MCPs RU-1 and IRID-I at 2.8 key, 

compared with the theoretical models RU [A, B] and IRID [A, B]. Critical angles are calculated 

for RU [A, B] (green dashed line) and IRID [A, B] (red dashed line). The maximum rate of 

increase of IR with respect to 0 [50 tan 0] is also shown (brown). 

A model RU [B] incorporates the same surface roughness as [RID [B], or = 26 A and is displayed 

for comparison with RU-1 in Figures 5.10 and 5.12. In this case, it is clear that aRU_, < a, PJa,. 

Critical angles for RU [A, B] and IRID [A, B] at 2.8 keV are calculated to be 1.10° and 1.59° 

respectively using Equation 5.9. The RU-1 profile in Figure 5.12 would appear to be of the same 

form as that of RU [A] at the critical angle, which may suggest that the ruthenium has been 

deposited at approximately bulk density. This is not inconsistent with the AES depth profiles 

obtained from RU-1 in Chapter 4, which showed a relatively contaminant-free coating; of course, 

any low-Z element contamination would have the effect of reducing the bulk density of the 

coating. Although both R(O) and IR(O) of IRID-1 (shown in Figures 5.10 and 5.12 respectively) 

127 



are negligible at 0=0, we may infer from the IRID [B] fit that the iridium has been deposited at 

approximately bulk density. 
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Figure 5.13. Reflectivity of MCP IRID-1 as a function of grazing angle Oat X-ray energies of 

2.8,3.1 and 3.5 ke V. Experimental data (crosses) are plotted alongside fitted curves generated 

using the IRID [B] model, described in Table 5.4. 

As both RU-1 and IRID-1 were originally cuts from bare glass MCP A4, the changes in the 

reflection properties of RU-1 and HM-1 as a direct result of the coating process (in this case 

ALD) may be estimated using the integrated reflectivity Ry (Equation 5.18) where 0/ = 0.30° and 

9� = 2.00° (as in Section 5.3.4). Values of R. and X (Equation 5.19) for MCPs RU-1 and IR D-1 

at 2.8 keV are shown in Table S. S. 

MCP R. - X 

Rt -i ? 1.99 1. ý9 

IRID-1 14.25 1.03 
A4 13.79 1.00 

Table 5.5. Integrated reflectivities R of ruthenium-coated [RU-1], iridium-coated [IRID-I] and 

bare glass [A 4] MCP optics at 2.8 ke V. The ratio X (the integrated reflectivity normalised to that 

of bare glass MCP A4) is also shown. In the case of IRID-1, R. was multiplied by a factor of 5 

after the summation as the raw data was binned from 49 = 0.02° to d0 = 0.1 0 due to poor 

statistics. 
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The high RMS surface roughness of MID-1 has suppressed RE such that it is barely more 

efficient as a soft X-ray reflector than it was prior to its coating over the 0.300: 5 0: 5 2.00° range; 

however Figure 5.10 shows that the iridium has augmented R for 0>0.6°. RU-1 is the more 

effective reflector at 2.8 keV, despite the low angle shortfall in R. Using the ratio X, integrated 

reflectivities of different MCPs at different beam energies may be compared; in this case, RU-1 is 

the third best performer of all MCPs investigated at the Daresbury SRS (Tables 5.3 and 5.5). 

Both HUD-1 and RU-i represent promising first efforts at MCP metallisation using the ALD 

coating method. 

5.4 Conclusions 

In this chapter, the soft X-ray reflectivity of metallised (nickel, ruthenium and iridium-coated) 

and bare glass MCP optics was investigated. 

5.4.1 Bare Glass MCPs [A4 and A8/1] 

Reflectivity profiles as a function of grazing angle for bare glass MCPs A4 and A8/1 were fitted 

using similar intrachannel surface models, summarised in Table 5.1. As suggested from AES 

measurements (Chapter 4), in both cases the bare glass MCPs may be modelled as a silica-like, 

oxygen rich substrate. Modelled RMS surface roughnesses of 9- 11 A are consistent with 

previous measurements. 

5.4.2 Nickel-coated MCPs 

Reflectivity profiles of 12 nickel-coated MCP optics coated at different bath temperatures TB and 

for different immersion times tJMM were investigated, with higher bath temperatures [80 - 84 °C] 

appearing to provide the largest integrated reflectivity R1 over the measured grazing angle range. 

Minimising t appears to similarly provide larger RE, but to a lesser degree. Only 4 of the 12 

nickel-coated MCP optics significantly improved their efficiency as reflectors at 2.5 keV, in each 

case raising the critical angle for total external reflection. 

Reflectivity shortfalls (compared to theory) in all 12 MCPs are observed over the extent of the 

measured grazing angle range 0.30° S 0: 5 2.00°. This is shown to be due to a shortfall in the 

reflected flux detected experimentally. Specular reflection from and absorption by a cobblestone 

129 



surface morphology of the coating is believed to be the cause. There appears to be no significant 

evidence of channel blockages due to the coating process. 

5.4.3 Ruthenium and Iridium-coated MCPs [RU-1 and IRID-1] 

Reflectivity shortfalls reported in nickel-coated MCPs are similarly observed in ruthenium- 

coated MCP RU-1, indicating that the shortfall is independent of coating process. No significant 

evidence of channel blockages in either RU-1 or HUD-1 was found. Tentative observation of the 

reflectivity profile of RU-1 indicates the coating is deposited at approximately bulk density, as 

would be expected from the purity of the coating determined as a function of depth in Chapter 4. 

The ruthenium coating applied to bare glass MCP A4 is determined to have improved the soft X- 

ray reflection efficiency by around 60 % over the measured 0.30* :50: 5 2.00° range (RU-1). 

Low grazing angle reflectivity shortfalls are not observed in MCP HUD-1; this is believed to 
imply that a relatively uniform iridium coating has been deposited, with island formation (and 

thus absorption) occurring to a lesser extent. A model of the MCP intrachannel reflecting 

surfaces was used to generate theoretical reflectivity profiles of IRID-1 as a function of grazing 

angle, which were fitted to those observed experimentally at 2.8,3.1 and 3.5 keV; the RMS 

surface roughness was deduced to be of the order 26 A, as opposed to an estimated 10 A for RU- 

1. The iridium is modelled to have been deposited on MCP IRID-1 at bulk density. If the 

roughness can be reduced, there is great hope that the ALD (iridium) coating process may be 

capable of metallising MCP optics for use with Lobster-ISS. 
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Chapter 6 The Projected Capabilities of Lobster-ISS 

The metallisation of MCP optics will theoretically improve the high energy and wide angle 

response of Lobster-ISS. The Lobster-ISS Instrument Definition Document (IDD) (Bannister et 

al. 2004b) currently baselines a nickel coating, based on preliminary work undertaken on nickel- 

coated MCPs and the relative ease of application to MCPs in comparison to alternative 

electroplating methods. As discussed in previous chapters, alternative coatings (ruthenium, 

iridium and platinum) are now available; an assessment of the scientific return from Lobster-ISS 

for each MCP coating is therefore required in order to make an informed decision on whether the 
baseline optic coating selection should be changed. This chapter analyses the performance of 

each coating with regard to the astrophysical phenomena that Lobster-ISS will observe. 

In order to model the performance of Lobster-ISS, we need a quantitative understanding of how 

the different metal coatings affect the MCP optic efficiency, and hence the telescope as a whole; 
for our purposes, this is performed using a piece of raytrace software named MCPTRACE. 
MCPTRACE was conceived by Brunton (1994) and subsequently developed by Price (2001) in 

order to model the observed defects associated with the first generation of MCP optics. What 

follows is a brief description of the principles of operation of the model, with a particular 

emphasis on the work in this chapter. Further detail may be found in Price (2001). 

6.1 MCPTRACE: A Microchannel Plate X-ray Optic Raytrace Model 

For the purposes of this thesis, rays are modelled from an infinite source, whose dimensions and 

shape are set such that they are equivalent to that of the focusing MCP, and are modelled with 
zero divergence. Incident rays are traced to the surface of the optic (slumped in this case) using 
simple vector algebra, each ray described using 

r= a+tb (6.1) 

where a is a specified cartesian origin and b is a unit vector direction, with position vector 

magnitude scaled by t. The origin of the system in the case of slumped MCP optics is located on 
the optical axis, at the position behind the optic where perpendicular vectors from the surface of 
the optic coincide (Figure 6.1). 
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Figure 6.1. Geometric configuration of raytrace model for the purposes of this chapter, with the 

origin labelled 0, located at the centre of curvature of the slumped MCP optic. 

Based on this origin, ray interaction occurs where the following condition is satisfied: 

2 

r. r = R5 (6.2) 

At this juncture, the ray may either strike the inter-channel web, or enter a channel, where the 

probability of the latter is governed by the MCP open area fraction A,,,. In the case of the 

former, the ray may be absorbed or transmitted through the web to a neighbouring channel using 

the method detailed in Section 6.1.2. If a ray gains entry to a particular channel, the coordinates 

are recorded and this channel becomes the optical axis of the system. The grazing angle at which 

the rays interact with the channel is determined only by the position at which the ray strikes the 

MCP and the radius of curvature of the slumped optic R, due to the incident rays all arriving 

parallel to one another, modelled from infinity. 

The ray may now either be reflected from, absorbed by, or transmitted through the channel wall. 

6.1.1 Reflection 

When a ray is incident upon a channel surface, the probability of reflection, or reflectivity of the 

surface is calculated. Based on this reflectivity, a Monte Carlo process determines whether the 

ray is reflected or not. For the purposes of this work, the MCP channel surface is modelled as a 
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bi-layer; a metal coating applied over the MCP substrate. MCPTRACE incorporates the 

reflection algorithm used by the computer program ReX (Crabb et al. 1992), implementing the 

recursion formulae derived by Parratt (1954). The reflectivity coefficient R is calculated for n 
homogeneous layers with plane-parallel interfaces denoted by subscripts n-1, n and n+1 as 
follows: 

Rn-l. 
n = a4-1 

[Rnn+i + Fn-l, 
n (6.3) 

Rn, 
n+1 

Fn-l, 
n +1 

where 

F_ 
A-1- 

. 
fn 

(6.4) f* 
n-1 

+�n 

and 

f, =(0' -an -iyn)V2 (6.5) 

The real and imaginary decrements from unity of the complex dielectric constant are denoted by 

a and y respectively and are calculated by a separate program, XOPT (Pearson et al. 2000). The 

grazing incidence angle of the X-ray is denoted 0. The amplitude reduction factor a� is defined at 
half the perpendicular layer depth d� and is given by 

an = exp -iAf, dn (6.6) 

Surface roughness is implemented using the scalar theory of Beclanann and Spizzichino (1963). 

The Fresnel coefficient is modified by the Debye-Waller factor such that 

4mrsin(B)12 

12AJ6. % F n-I,, =F -l, n 
() 

Where a is the RMS surface roughness and A is the X-ray wavelength. 
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6.1.2 Transmission 

When a ray interacts with a channel surface and is not reflected (whether through striking the 

inter-channel web on the MCP face or the channel walls themselves) MCPTRACE calculates the 

probability of ray transmission through a thickness t of the MCP lead glass substrate using Beer's 

law (Equation 6.8) to determine whether the ray may eventually emerge into a channel. 

I=e 
'0 

(6.8) 

The linear absorption coefficient p may be written in terms of the wavelength and complex 

refractive index n =1- 8- i/3 such that (Henke, 1981) 

4rß 
N (6.9) 

In the X-ray region, the complex dielectric constant, defined K =1- a-ir is related to the 

refractive index n =1- 8- iß as n= 
JK 

. Accordingly, az 28 and yz 2ß and thus we may 

express the linear absorption coefficient u (A-) in Equation 6.9 in terms of the imaginary 

complex dielectric coefficient y and photon energy E (keV) as 

_ 
2ýryE 
12.4 

(6.10) 

In the event of specular reflection from the channel wall, a new ray is created at the vector 

position of reflection c, of the form 

r=c+sd (6.11) 

where s is a scalar and d is a unit vector describing the direction of the reflected ray. Figure 6.2 

shows that d is calculated from the unit vector normal to the wall n and incident ray direction b 

such that 

d=2ncosoi+b (6.12) 

134 



where O; is the angle of incidence. The ray is subsequently traced in this way until it emerges 

from the channel. For a total No rays, the number of rays traced to have an odd-odd, even-odd, 

odd-even and even-even number of reflections is recorded in an output file, along with those 

absorbed by the MCP web matrix, for a given input spectrum. 

n 

Figure 6.2. Specular reflection from a channel surface. An incident ray with vector direction b 

is reflected from a plane (defined by a unit normal vector n) at a position c. The reflected ray 

propagates in a vector direction d. 

6.2 Effective Area of Lobster-ISS 

The effective area Aý, ff of a telescope is a measure of its overall efficiency, taking into 

consideration parameters such as the collecting area of the optic, the transmission of the detector 

windows and the quantum efficiency of the focal plane detector. The calculation of A'f-provides a 

means of directly comparing different types of telescope operating within the same energy range, 

not withstanding detector spatial and energy resolution effects. In the case of Lobster-ISS, the 

effective area of one module may be expressed as 

N 
Aef-(E)= IN (E) 

AgtoTti, 
s(E)C.,, 

(E) (6.13) 
No 
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Where Aef = Effective area (cm2) 

E= Photon energy (keV) 

No = Number of photons incident on telescope 

N10 = Number of photons focused by MCP optic 

Ageo = Geometric area of a single Lobster-ISS optic module (cm2) 
Tw! � = Transmission through detector window 
CXe = Absorption of Xe-based counter gas at 1.5 atm 

MCPTRACE provides N10 (which may refer to any or all of the three focal components making 

up the cruxiform image structure) for a given number of incident X-rays No. 

Effective area curves were generated at energy intervals of 50 eV in the range 0.1-5 keV. The 

Lobster-ISS detector design baselines a FWHM energy resolution of 20% at 5.9 keV 

(Deines-Jones et al. 2002) which approximates the theoretical E Od 16% at 5.9 keV given by 

AE 
Rol 

0.4 (Fraser, 1989). The empirically generated figure of 
AE 

Fz 20% at 5.9 keV above E 

corresponds to AE ft 200 eV at the lowest operating energy Eft 250 eV (Figure 6.5. ). For the 

purposes of this work, MCPTRACE performs raytracing for a specified monochromatic energy, 

starting at 100 eV, and repeating for all energies at 50 eV intervals to a final 5 keV. Nfa, (whether 

corresponding to true, line or diffuse focus) is then extracted from the output files generated from 

each of the 100 runs. Each run raytraced No =1 x 106 events. 

In the current design, each Lobster-ISS optic module has a FOV of 27° x 22.5°, which at a radius 

of curvature of 750 mm, corresponds to an optic area Ageo of 35.3 x 29.5 = 1040 cm2. For 

simplicity, Ageo was modelled using a square MCP of side 41040 = 32.3 cm. All modelled MCP 

parameters are summarised in Table 6.1. 
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MCP size (mm) 323 x 323 
Channel diameter D (pm) 20 
Channel pitch P (pm) 24 
Channel length L (pm) 1000 
L: D 50: 1 
A open 69% 
R, (mm) 750 
Coating thickness (A) 250 
Channel RMS surface roughness (A) 10 
Channels /multifibre 55 x 55 
Packing format SQUARE 
MCP glass Philips type 297 

Table 6.1. MCP raytrace parameters used to generate effective area curves. All coatings are 

assumed to have bulk densities. The bare glass MCP has been modelled as an oxygen-enriched, 

'silica-like' substrate with an O: Si concentration of 3: 1 (by number) of density p=1.860 g cm'3 

and RMS surface roughness 9 .4 based on the reflectivity fits of MCP A8/1 achieved using 

experimental data in Chapter 5 (Figure 5.4). 

The five metal coatings to be investigated are nickel, iridium, ruthenium, platinum and gold. The 
development of coating techniques specific to microchannel plate optics (Ni, Ir, Ru, Pt) has taken 

place only in the past five years. This chapter contrasts their theoretical performance with that of 

gold, (used, for example, to coat the mirrors of XMM-Newton) and with the uncoated, bare glass 
MCP optic. 

In order to determine the thickness of the coating to be modelled, we refer to the work of Henke 

et al. (1982), which suggests that at the critical angle for total external reflection ©?, the depth duce 

(the 1 depth of a material though which 36.8% of rays are transmitted) is given by 
e 

d'l` -2 2; r 2 Y 
(6.14) 

For the purposes of reflection, the modelled penetration depth must be large enough such that a 

minimum of rays are transmitted through the coating. Any reflected ray observed is assumed to 

have been reflected at the depth d,,, and is thus transmitted through the coating upon entering and 
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exiting the coating. For this reason, we double d�/, which will provide the minimum thickness of 

a material through which a maximum of 13.5% of rays are transmitted (the baseline for selecting 

the nominal coating thickness). Converting X-ray wavelength to energy E, the minimum coating 
thickness z (in Angstroms) is given by 

_ 
12.4 

y ýrE 2y 
(6.15) 

with the constant of proportionality selected such that energy E is given in keV. For all five 

coatings, a nominal thickness of 250 A (Figure 6.3) satisfies the baseline conditions previously 

outlined over an energy range of 100 - 5000 eV. 

250 

200 

150 

N 

100 

50 

0 

Energy (keV) 

Figure 6.3. Variation in minimum coating thickness z at the critical angle for total external 

reflection with respect to photon energy for nickel (dark blue), ruthenium (yellow), iridium 

(turquoise), gold (magenta) and platinum (brown) coatings deposited at hulk density. L (Ni, Ru), 

M (all) and N (Ir, Pt, Au) shell absorption edges are present in the 0.1 -5 keV waveband. 

The baseline detector windows for Lobster-ISS are currently I µm polyimide (C,, H, ()N, 05) 

coated with 400 A aluminium, 200 A on each side (Jahoda et al. 2000). As an alternative to 
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polyimide, a 200 nm silicon nitride (Si3N4) window is currently under investigation (Fraser and 

Pearson, 2004), which, in conjunction with 400 A of aluminium, theoretically provides 40% 

higher transmission below 1.8 keV and whose rigidity and low porosity may even eliminate the 

need for a gas replenishment system (Black et al. 2003). The X-ray transmission T,,;,, of each of 

the proposed detector windows as a function of energy was calculated using Equations 6.8 and 

6.10 (with complex constants deduced from theoretically calculated atomic cross-sections of 

electron orbitals, given by Cromer and Liberman, 1970) with both polyimide and silicon nitride 

detector windows modelled at their bulk mass densities. 

C 

s 
a 

a 

c 

I 

Ic 
a 11 

C 

ln. rq (W) 

Figure 6.4. Left: Absorption C. v, (E) of 3 mm of 1.5 ahn xenon as a function of photon energy. 

Right: Transmission T,,, (E) of I um polyimide (red) and 200 nm silicon nitride (blue) detector 

windows as a function of photon energy. Both windows are coated with a total thickness n1400,4 

aluminium. 

As discussed in Chapter 3, the Lobster-ISS microwell detectors have a quantum efficiency which 

may be modelled by the absorption of a baseline 1.5 atm of xenon gas. For Lobster-ISS, the 

concentration (by number) is 95% Xe working gas, mixed with a CO2 quench gas (5%). The 

presence of CO2 has a negligible effect on the absorption properties of the gas and is thus 

neglected. The absorption CrJE) was deduced from 1- Tr, (E) where the transmission is 

modelled using the same method as for the detector windows above. The mass density of xenon 

at Standard Temperature and Pressure is 5.5 kg m-3 (Lide, 1993) and assuming that the gas is 

ideal and at room temperature, the density was scaled by 1.5 times as Pap for an ideal gas, such 
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that pxe, p=,. 5 atm = 8.25 x 10-3 g CM-3 . The absorption coefficient 6u(E) was estimated as above using 

this derived mass density of xenon. The nominal detector depth is 3 mm as detailed by Black et 

al. (2003). In both window transmission and xenon absorption cases, p(E) was calculated using 

the computer program XOPT (Willingale et al. 2000, Pearson et al. 2000). The calculated 
functions Cxe(E) and T ,, (E) used in the generation of the effective area curves are shown in 

Figure 6.4. 

Lobster-ISS effective area as a function of energy and MCP optic coating are shown in Figure 

6.5. All observed absorption edges for Figures 6.3,6.4 and 6.5 are shown in Table 6.2. A useful 

comparison shown is with a typical bare glass MCP optic, modelled as an oxygen-enriched silica 

substrate with an O: Si concentration of 3: 1 (by number), a mass density 1.860 g cm 3 and an 
RMS surface roughness of 9 A. The model is based on the experimental reflectivity curves of 
MCP H0001-A8/1 over the energy range 2.0 - 3.5 keV (Chapter 5, Figure 5.4). Comparison of 

modelled coated and uncoated MCPs in Figure 6.5 emphasises the advantage of MCP 

metallisation, which increases the operational energy from a maximum of 1.9 keV further out 

toward 5 keV. 

Origin Element Absorption Edge Energy (eV) 

Detector Gas Xe L111, M1v, Mv 4786,689.0,676.4 

Detector Windows C K 284.2 
and MCP Optic N K 409.9 

0 K 543.1 
Al K 1559.6 
Si K 1839 

MCP Coatings Ni Lit L11, Lill 1008.6,870.0,852.7 
Ru Li, LIA, Lill 3224,2967,2838 
Ir MI, M11, Mills Mrv, My 3174,2909,2551,2116,2040 
Pt M1, M11, Mills M1v, MV 3296,3027,2645,2202,2122 
Au M,, Mil, Mills Mlv, MV 3425,3148,2743,2291,2206 

Table 6.2. Absorption edges (Figures 6.3,6.4 and 6.5) (Bearden and Burr, 1967; Cardona and 
Ley, 1978; Fuggle and Märtensson (1980). 
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Figure 6.5. Lobster-ISS true focus effective area as a function of X-ray energy with I Pm 

polyimide (top) and 200 nm SiJN4 (bottom) detector windows. MCP optics are metallised with 

250 4 of nickel (dark blue), ruthenium (yellow), iridium (turquoise), gold (magenta) and 

platinum (brown). Lobster-ISS modelled with a bare glass MCP (pink) is shown for comparison. 
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6.3 Scientific return from Lobster-ISS 

In order to select the most appropriate metal coating for Lobster-ISS, it is instructive to model 

typical spectra from a range of astrophysical objects potentially observable in the soft X-ray 

band. What follows is a short discussion of the three spectral models selected for this 

investigation. Spectral modelling is undertaken using the XSPEC X-ray spectral fitting package 

(Arnaud and Dorman, 2003). 

6.3.1 GRBs and AGN 

Gamma Ray Bursts (GRBs) are short-lived bursts of gamma photons (E > 100 keV), detected 

currently at the rate of around one per day, occurring at seemingly random locations on the sky. 
They are the biggest explosions in the universe, and were discovered in the late 1960s by US 

military satellites Vela 5A and 5B (van Paradijs et al. 2000). GRBs are split into two distinct 

timescale bands; we observe GRBs on timescales of a few milliseconds to two seconds (so called 

short duration GRBs) and from two seconds to several hundreds of minutes (long duration 

GRBs). While the mechanisms behind short duration GRBs are currently not well understood, the 

collapsar / hypernova model exists to explain the origin of long duration GRBs. At the end of the 

life of a rotating, massive star (Woosley and MacFadyen, 1999), core collapse occurs due to the 

star's inability to maintain hydrostatic equilibrium, at which point the remaining envelope-based 

matter spirals into the spinning stellar core forming an accretion disk. The core is now a black 

hole, and accretion power is responsible for a stream of gamma-rays blasted away in two jets 

aligned along the rotation axis of the black hole. The gamma-rays are followed by matter 

travelling at relativistic velocities. The interstellar medium is ionised into a plasma upon its 

interaction with the matter, emitting synchrotron radiation whose spectrum may be modelled as a 

power law in the 0.1 -5 keV waveband of interest here. This secondary radiation is of lower 

photon energy and is termed the GRB afterglow, having been observed in the X-ray (Costa et al. 

1997), optical (Galama et al. 1997) and even the radio (Frail et al. 1997) wavebands. 

The majority of galaxies are thought to host a largely inactive SuperMassive Black Hole 

(SMBH), where MsMBK -- 106 - 109 MsuN; however 1-10% of galaxies have bright cores, termed 

Active Galactic Nuclei (AGN) (Fabian et al. 2000). AGN are the most luminous sources in the 

universe with bolometric luminosities ranging from 1040 to 1048 erg s'', and thus are excellent 

probes of the early universe, having been detected to redshifts of z ft 6 (Mathur et al. 2002). 

Matter orbiting the SMBH forms an accretion disk; viscous forces dissipate the initial angular 
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momentum of the orbiting matter leaving it to fall into the SMBII. Thermal bremsstrahlung 

radiation generated in the accretion disk is hypothesised to interact with a postulated hot coronal 

plasma above the surface of the more central regions of the accretion disk, where inverse 

Compton scattering modifies UV / optical photons to those in the X-ray band (Czemy and Elvis, 

1987; Haardt and Maraschi, 1993) and is thought to be the mechanism behind the `soft X-ray 

excess', commonly observed in AGN spectra (Page et al. 2004). The broad spectrum produced 

from the Comptonised X-ray radiation may be modelled to first approximation as a power law 

over the energy range of interest (0.1- 5 keV) (O'Brien, 2004). 

The power law adopted in this investigation for GRBs and AGN is modelled in XSPEC and takes 

the form 

S. (E)dE = K, kevE-r 

where: SS = Source photon flux 

K/key = Spectral scaling parameter 

T= Photon index of power law 

E= Photon energy 

(6.16) 

(photon cm Z s" keV'') 
(photon keV" CM*2 s' at I keV) 

(keV) 

For the purposes of this investigation, spectral models for both GRBs (Rol et al. 2005) and AGN 

(Nandra and Pounds, 1994) take the form K, kev =1 photon keV` cm-2 s"' at I keV and r= 1.9. 

Kjkev= 1 is simply a scaling factor that will be modified over the course of the investigation. 

6.3.2 Stellar Coronae 

The first evidence for the existence of extra-solar X-ray stellar coronae was presented by Catura 

et al. (1975). After a rocket flight in 1974, the star Capella was observed to show significant X- 

ray flux in the 0.2 - 1.6 keV waveband and was subsequently modelled to have a plasma electron 

temperature of around 8x 106 K and an X-ray luminosity of 10" erg s'', the latter four orders of 

magnitude greater than that of the Sun (Gildel, 2004). The mechanisms pertaining to radiative 

energy generation are still poorly understood, yet EUV and X-ray emission from stellar 

atmospheres are widely accepted to originate in the corona, where plasma is confined within 

dynamic, closed magnetic loop structures, which themselves are believed to be generated through 

"dynamo action" (Bowyer et al. 2003). The X-ray emission from the solar corona is due to both 
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bremsstrahlung and line emission (Ness et al. 2004); solar models are currently the basis for the 

modelling of X-ray emission from other stellar coronae. 

The spectral form of stellar coronae is modelled as an optically thin plasma, using the MEKAL 

code (Phillips et al. 1999, Kaastra and Mewe, 2000), applied in XSPEC. The spectra generated 

are typical of previously modelled sources, parameterised for this investigation with a plasma 

temperature kT =1 keV (Capella, Brinkman et al. 2000), a hydrogen density of 1x 1010 atoms 

CM -3 (Capella, Ness et al. 2004, Procyon, Ness et al. 2001) and redshift z=0 (for galactic 

sources). 

6.3.3 Cold Absorbers 

Galactic interstellar dust in sufficient quantity is responsible for the suppression of low energy X- 

ray flux between emission and detection due to photoelectric absorption. The dust is modelled in 

XSPEC as a neutral (cold) hydrogen column of atomic density nH using the Winconsin 

ABSorption (WABS) model (Morrison and McCammon, 1987), given by 

cEýl C(E) = e'' (6.17) 

where ap(E) is the photoelectric cross-section and C(E) is the energy dependent absorption 

coefficient. C(E) is then multiplied with each of the above model input spectra SS(E) to model a 

source spectrum subject to cold absorption. Two extremes of cold absorption will be investigated 

for both input spectra; nH =1x 1019 atoms em 2 and nH=1x 1021 atoms cm 2. 

6.4 Modelling the Sensitivity of Lobster-ISS 

Two types of effective area are calculated in order to determine the response of Lobster-ISS to 

point source and background photons (Priedhorsky et al. 1996). Using MCPTRACE, it is 

possible to estimate the effective area for each of the true, line and diffuse foci as a function of 

energy (Figure 6.6). In order to estimate the count rate N f«, (E)dE (photon s"') from point 

sources expected in the true or line focus we multiply the relevant effective area distribution Aef 

(cm) by the source spectrum Ss (E) (photon cm-2 s'1 keV'') generated in XSPEC such that 

N1,, (E)dE = Aef (E)SS (E)dE (6.18) 
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Figure 6.6. Effective areas Affor the true (dotted line), line (dashed line) and diffuse (. solid 

line) foci as function of photon energy for the baseline lobster specification (Ni-coated MCPs, 

polyimide windows). The total effective area ATOT is the sum of all three components (blue line). 

The second effective area to be defined is A71)j (cm`'), which is the capability of the telescope to 

focus photons by any means (true, line and diffuse) and corresponds to the total active area of the 

telescope. The count rate at the detector NTO, I. (E)dE (photon s-) is given by 

NTQT(E)dE=Ar0 (E)Ss(E)dE (6.19) 

The response of Lobster-ISS to the diffuse X-ray background must take account of all focal 

components as it is projected onto the detector through all three mechanisms. The background 

rate per unit area at the detector nb(E)dE (photon pixel"' s') from a diffuse background 

spectrum SB (photon CM -2 s' sf' keV-') is defined as 

nh(E)dE =4 P`'Aror(E)SH(E)dE (6.20) 
R` 
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where the factor Z is a simple conversion from steradians to cm2 on the detector (Sr cm2), with 
s 

R, the slump radius of the microchannel plate optics in cm (R, = 75 cm for Lobster-ISS). P 

denotes the detector well pitch in cm, where a pitch of P=0.04 cm is currently baselined for 

Lobster-ISS'. In order to estimate background rates nb(E), the diffuse X-ray background is that 

modelled by Priedhorsky et al. (1996), shown in Figure 6.7, according to data from McCammon 

and Sanders (1990) and Comastri et al. (1994) (Peele, 2004), given by 

20E"89 0.05 <E<0.44keV 

SB (E) = 16 E -2.16 0.44 <ES2.23 keV photon cn12 s'l sr' keV 1 (6.21) 
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Figure 6.7. The diffuse X-ray background modelled as a function of photon energy. 

` The Lobster-ISS microwell detector is not a pixellated detector; the readout signal is a continuous 

measure of position. Although the spatial resolution of the detector has been measured at 250 µm (Black et 

al. 2003), the spatial resolution of Lobster-ISS is dominated by that of the MCP optics, with the Full Width 

at Zero Maximum (FWZM) angular resolution corresponding to a spatial resolution of - 400 tm due to the 

pyramidial photon distribution in the central focus; so for the purposes of this investigation, we treat signal 

and background events as occurring within units of square area P, hereafter referred to as ̀ pixels'. 
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The image of a point source on the detector will occupy a square area A on an assumed flat 

detector calculated using basic geometry as 

A. 
(Rs)'(AO)2 

2 
(6.22) 

where 40 is the angular resolution of the telescope in radians (a goal of 4 arcmin or 1.16 x 10'' 

rad is envisaged for Lobster-ISS; this figure is assumed for modelling in this chapter). For 

Lobster-ISS, A=1.90 x 10"3 cm2, which is larger than the detector pixel area of 1.6 x 10'3 cm2, 

thus it can not be assumed that (for the true focus) every event will wholly take place in one 

detector pixel. For the purposes of this investigation, the worst case scenario of each event taking 

place over 4 detector pixels is assumed, which will provide conservative sensitivity calculations. 

When examining a combination of true and line foci, the event is assumed to occur over a total of 

146 pixels based on the theoretical area of the projection of the point source at the detector. The 

extent of the crossarms on the detector is based on the maximum transmission angle of the MCP 

OT and the optic-detector distance 2' The angular extent of the cross arms is 20T - 2.3°. The 

central focus and crossarms occupy an area of 0.23 cm2 on the detector, corresponding to 146 

pixels. Over an integration time t (s), the total number of background photons NB detected in the 

energy range 0.1 -5 keV may be represented as 

s 
NB = tN p 

fn� (E)dE 
o. 1 

(6.23) 

where Np is the total number of pixels across which an event is measured; i. e. Np =4 when the 

true focus only is used in collecting source counts, with Np = 146 for true and line focus. All 

integrals in this section are evaluated numerically, through the summation of 100 energy bins, 

each of width dE = 50 eV from 0.1- 5 keV. 

The Lobster-ISS total detector background is dominated by the diffuse X-ray background, 

estimated using Equations 6.20 - 6.23 at the rate of 0.68 photon cm-' s" (0.1 -5 keV). The 

particle background, in contrast is of order 10-3 count cm 2 s'' assuming (for the Lobster-ISS focal 

plane detector) a ROSAT PSPC particle event rejection efficiency of 99.5% (Fraser 1989, Mason 

and Culhane 1983). 
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Over an integration time t (s), the total number of source photons Ns detected in the energy range 
0.1- 5 keV may be represented as 

S 

NS =tfNf,, (E)dE (6.24) 

o. 1 

The detection significance of the source flux a is given by 

= 
Ns (6.25) F Ns NB 

For the purposes of this investigation, an event is said to be detected if cr 5 (corresponding to a 

99.99997% confidence). The number of source counts N5,5Q required as a function of NB over a 

given time period for a 5a detection is thus given by 

25+ 
NS, 50 _ 

625 +l 00NB 

2 
(6.26) 

where a minimum of 25 photons is required for a 5a detection. Each input source spectrum is 

scaled by a factor F= 
NS 

such that the condition for a 5Q detection in Equation 6.26 is 
NS, 5a 

satisfied. The limiting energy flux GUM (erg s'' cm-2) or sensitivity of Lobster-ISS is thus defined 

by: 

GUM _ 
1.60F10-9 SESS(E)dE (6.27) 

0.1 

where 1 erg = 6.24 x 108 keV or 1x 10-7 J. 

Sensitivity GI, M is often expressed in units of Crabs, pertaining to the limiting energy flux we 

measure at Earth from the Crab Nebula. The Crab Nebula source spectrum Sc (photon cm-2 s'1 

keV'') is modelled by Priedhorsky et al. (1996) as 
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St(E) =10E-2'°5 exp[-(0.7E-2,17 )] (6.28) 

where interstellar absorption is approximated by the exponential term. In this waveband, the 

limiting energy flux Gc (erg cm-2 s"') is estimated using the following relation 

s 
Gc =1.60 x 10-9 SESC (E)dE (6.29) 

0.1 

where I Crab is found to correspond to a measured energy flux of 2.36 x 10"6 erg cm-' s' from 

0.1-5keV. 

6.5 Discussion 

The limiting X-ray (0.1 -5 keV) energy flux GUM (erg cm-2 s'') incident on Lobster-ISS required 

for a 5c detection of the modelled input sources outlined in Section 6.4 is a measure of the 

sensitivity of the telescope. In this section, GUM is presented as a function of selected foci, 

exposure time, detector window, input source and galactic cold absorption in order to indicate the 

most appropriate metal coating for the Lobster-ISS MCP optics (Table 6.3). Results from this 

investigation are based on the average 400 s exposure / ISS orbit; the exposure time per orbit 

does however vary (up to 1800 s/ ISS orbit) depending on the position of the source in the FOV 

(Chapter 3). 

A potential concern is whether counts detected from both line and true foci from point sources of 

interest (as opposed those from the true focus alone) are necessary to improve the sensitivity of 

Lobster-ISS. In such an event, deconvolution algorithms are required to redistribute counts from 

the line focus into the true focus for imaging purposes (Peele, 2000). In the case of both true and 

line foci (hereafter denoted T+L), the total background over a constant integration time is 146 /4 

times larger than in the case of the single true focus (hereafter denoted 7), due to the geometric 

projection of the foci onto the detector (as discussed in the previous section). For the initial 

orbits, for all combinations of MCP optic coating, detector window and input spectra, 

GUM(T+L) < GLJM(T); the enhanced effective area from both true and line foci increasing the 

number of detected photons despite the 146 /4 factor increase in background counts. However, it 

may be shown that the time evolution of GLIM is described by 
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Examination of Equation 6.30 for a given MCP coating, detector window and input spectra 

reveals that the component in the square bracket is responsible for the "dampening effect" of the 

time evolution of GLIM (Figure 6.8). The Np term has the capacity to flatten the gradient of the 

time evolution curves, with increasing effect with increased N,, (the larger the number of pixels 

an event takes place over, the higher the background for that event and the higher the limiting 

flux at a given exposure time). Hence, after a number of orbits NO, RH we expect 

GuM(T) < GL, M(T+L); at this juncture, it is no longer appropriate to include photons from the line 

foci as the background now dominates in this region of the detector. The variation in NORR as a 

function of MCP coating, detector window and source spectra are displayed in Table 6.4. 
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Figure 6.8. Time evolution of limiting flux GLIM_for nickel coated MCP optics in combination 

with a polyimide (red) or silicon nitride (green) detector windows. Dashed lines indicate the 

contribution of both line and true foci to GLIM, with solid lines denoting contributions fi-oln the 

true focus only. 
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GUM [x10'13 ergs cm»2 s'1] 

AGN/GRB (min) AGN/GRB (max) Coronal (min) Coronal (max) Crab Nebula 

Bare Glass s 1.58 2.59 1.46 1.55 4.88 
3.06 5.04 2.98 3.21 9.16 

P 154 481 1.86 2.37 6.87 
299 916 378 490 12.5 

Nickel s 1.15 1.77 1.29 1.46 3.21 

2.26 3.49 2.57 2.92 6.39 

P 1 14 3 16 1.61 2.27 4.22 
2 25 626 321 460 844 

Iridium S 1.31 1.61 1.02 0.97 2.33 
2.57 3.16 2.02 1.92 4.58 

P 1 38 245 1 24 134 2.89 
2" 482 246 267 569 

Ruthenitrn S 1.40 1.67 1.06 0.97 2.16 

2.78 3.34 2.12 1.95 4.37 

P 115 3.10 1.39 1.73 3.46 

2 28 630 2 79 3 52 7 07 

Platinum S 1.34 1.62 1.03 0.97 2.33 

2.63 3.19 2.05 1.94 4.61 

P 1 41 2.48 1.26 1.35 2.91 
2 78 488 250 2.70 574 

Goad S 1.40 1.65 1.05 0.98 2.34 
2.75 3.25 2.10 1.96 4.63 

P 140 265 131 145 309 
'6- 2 9' 6 13 

GL�M [x10"" ergs cm-2 s-'] 
AGWGRB (mini AGN/GRB (max) Coronal (min) Coronal (max) Crab Nebula 

Bare Glass S 0.549 0.903 0.507 0.539 1.70 

0.651 1.07 0.632 0.682 1.95 

P 0 513 1 60 0.622 0 790 2.29 

0630 '. 93 0.797 1 03 2.63 

Nickel S 0.350 0.537 0.392 0.442 0.973 
0.468 0.722 0.531 0.605 1.32 

P 0 337 0 929 0 475 0.669 1.24 

, 0,463 1 29 0 661 0.946 1 74 

iridium s 0.426 0.524 0.333 0.316 0.759 

0.539 0.662 0.424 0.402 0.961 

P 0.442 0 788 0 400 0.431 0.930 

0566 10' 0515 0558 119 

Ruthenium S 0.480 0.571 0.363 0.333 0.738 
0.590 0.708 0.449 0.414 0.925 

P 0340 0.917 0412 0.512 1.02 

0 469 1 30 0 575 0 725 1 46 

Platinum s 0.443 0.536 0.342 0.322 0.771 

0.554 0.671 0.431 0.407 0.969 

P 0 460 0 805 0 410 0.440 0.945 

0583 ' 02 0.525 0566 1 20 

Gold S 0.472 0.557 0.357 0.332 0.790 

0.580 0.686 0.443 0414 0.978 

P 0 451 0 853 0 422 0 466 100 

1 10 1 54- : 508 1 28 

Table 6.3. Limiting flux GEI� as a function of MCP coating, modelled source and detector 

window after 1 year (top) and one day (bottom). Bracketed comments min and max refer to the 

level of cold absorption modelled in each source spectra (I x 1019 and 1x 1021 atom cm-' 

respectively). Contributions to Af- from the true focus only (black) and a combination of both 

true and line foci (blue) are also shown, with silicon nitride (bold text) and polyimide (standard 

text) detector windows denoted S and P respectively. 
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NORB is found to range from 3 or 4 orbits (Ni and Ru, polyimide) to 10 orbits (bare glass, silicon 

nitride), or to a maximum of NoRB =7 orbits for coated MCPs. This means that with the baseline 

nickel-coated MCPs and polyimide detector windows, any event occurring on a timescale of 

under 4.5 hours (assuming a 90 minute ISS orbit) would be best observed using data from a 

combination of true and line foci. For alternative coatings (Pt, Ir, Au) the timescale is as long as 
10.5 hours. 

NORs 
Coating W AGN/GRB (min) AGN/GRB (max) Coronal (min) Coronal (max) Crab Nebula 

Bare Glass S 9 9 7 7 10 
P 7 8 8 6 9 

Nickel S 5 5 5 5 5 
P 4 4 4 4 3 

Iridium S 7 7 6 6 6 
P 6 6 6 6 6 

Ruthenium S 7 7 7 7 7 
P 4 4 4 4 3 

Platinum S 7 7 7 7 7 
P 6 6 6 8 6 

Gold S 7 7 7 7 7 
P 6 6 6 8 8 

Table 6.4. Variation in the number of modelled, complete orbits NoRB as a function of modelled 

source spectrum, MCP optic coating and detector window IV (for silicon nitride S and polyimide 
P). At the conclusion of NORB, GL, M(T) < GL, M(T+L). Any given point on the sky is observed for a 

modelled 400 s per orbit. 

It is also apparent that NORB (polyimide) <_ NORB (silicon nitride), independent of source spectra or 

MCP coating. This suggests the polyimide detector window has a greater transparency to the 

diffuse X-ray background than that of silicon nitride. This is shown in Figure 6.9 and explained 

with reference to Figure 6.5. The background peaks for polyimide and silicon nitride detector 

windows occur around 200 and 350 eV respectively, explained with reference to the K-shell 

absorption edges for polyimide (284.2 eV, C-K) and silicon nitride (409.9 eV, N-K). As the 

modelled diffuse X-ray background photon flux (Figure 6.7) falls with increasing energy (in the 

0.1 -5 keV waveband) the polyimide is the more transparent of the two windows to this 

background. Furthermore, there is a significant contrast in NOES in the case of the ruthenium MCP 

optic coating for the two modelled detector windows, which ranges from NO ß, eu(polyimide) = 3, 

4 to NoRBRU(silicon nitride) = 7, irrespective of modelled source (Figure 6.9). The response of 

the ruthenium effective area curve below the polyimide-based C-K edge is almost completely 
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suppressed by the N-K edge with a silicon nitride window configuration, reducing its capacity to 

focus the diffuse X-ray background and increasing Nou in this case. 

Time evolution of G,,,, as a function of MCP optic coating is shown in Figure 6.10. In the case of 

the Crab Nebula, ruthenium appears to be the coating of choice after 1 year, provided a silicon 

nitride detector window is used, achieving an ultimate limiting flux of 2.16 x 10"13 erg cm 2 s' 

(Table 6.3). However, as suggested previously, in conjunction with a polyimide detector window, 

signal to noise ratio falls, resulting in a limiting flux of 3.46 x 10"13 erg CM -2 S-1 (an increase of 

60.2%). Far more consistent is the performance of the heavier metals, iridium, platinum and gold, 

where GLw varies with respect to detector window by 24.0%, 24.9% and 32.1% respectively. For 

the purposes of Lobster-ISS, should technological progress dictate a change in baseline detector 

window, the selection of Ir, Pt or Au as baseline coatings would mean the resulting optic 

performance would be less dependent on this change. Furthermore, in the case of these heavier 

metals, GLAOr) < GLL�(Pt) < Gw jAu), independent of detector window and modelled source 

after one year, suggesting iridium to be the MCP optic with greatest potential. 

The limiting flux in the 1 day observational limit for the baseline Lobster-ISS specification, (Ni- 

coating, polyimide detector windows) again using the Crab Nebula as the benchmark modelled 

source, is 0.527 mCrab. This is a factor of five times greater than the previously modelled 

Gu�(1 day) = 0.1 mCrab (Priedhorsky et al. 1996), (hereafter denoted PPN) yet remains a factor 

of three times more sensitive than that advertised of MAXI, where Gum(1 day) -_ 1.7 mCrab. 

Discrepancies between this model and that of PPN may be explained by a combination of two 

major factors. Firstly, in order to estimate background flux, PPN use the projected area A of a 

point source at the detector, rather than the four `pixels' of background flux (true focus only) 

used here, which improves the PPN sensitivity (Equation 6.30). Secondly, the detection criteria 

adopted by PPN differ to that stated in Equation 6.25, PPN adopting the less stringent (yet 

equally valid) criteria of a=N in combination with a minimum of 5 photons (Priedhorsky, 
V'ýs 

2004). Under the PPN criteria, the baseline Lobster-ISS specification achieves G�ß., (1 day) = 0.16 

mCrab as according to PPN to within a factor of 2. 

An iridium MCP optic coating in conjunction with the polyimide is modelled to further increase 

Lobster-ISS sensitivity to GL)., (1 day) = 0.395 mCrab, and with a silicon nitride window, to 

GUM(1 day) = 0.322 mCrab. 
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Figure 6.9. Distribution of the total diffuse X-ray background photons detected per pixel per 50 

eV energy bin after a total integration time of 6400s (16 orbits, 1 day). Background photon 

counts are displayed as a function of energy for nickel (dark blue), ruthenium (yellow), iridium 

(turquoise), gold (magenta) and platinum (brown) coated MCP optics for polyimide (top) and 

silicon nitride (bottom) detector windows. Bare glass MCP rates are also displayed for 

comparison (pink). 
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Lobster-ISS modelled in conjunction with a silicon nitride detector window has been shown to 

result in greater sensitivity, largely independent of observation time, modelled source or MCP 

coating. The only configurations where this is not the case occur when observing the modelled 

AGN / GRB power law spectrum with minimal cold absorption. In this case, ruthenium and 

nickel are particularly responsive with the polyimide window below the C-K edge as previously 

detailed. 

Table 6.5 shows Lobster-ISS sensitivity as a function of modelled source, with an order of merit 

(or rank) assigned to each coating for each of the five input spectra (where I is the most sensitive, 

6 the least sensitive). With the Lobster-ISS baseline polyimide detector windows, the order of 

coating preference is the same for every source, (in order: Ir, Pt, Au, Ru, Ni and bare glass) 

except for AGN / GRB with minimal cold absorption, where the Ni and Ru are more appropriate. 

The performance of nickel is largely independent of detector window, yet appears not to be the 

ideal choice given that flux from both AGN and GRB are very likely to show a large degree of 

cold absorption, either galactic, or from within the host galaxy itself. With a polyimide detector 

window, ruthenium is subject to the same difficulties, however, in conjunction with silicon 

nitride it becomes the coating of choice when observing the modelled Crab Nebula and stellar 

coronae (with a conservative degree of cold absorption). 

GRIM ORDER OF ME RIT 
Coating W AGN/GRB (min) AGN/GRB (max) Coronal (min) Coronal (max) Crab Nebula 

Bare Glass S 6 6 6 5 6 

P 6 6 6 6 8 
Nickel S 1 5 5 5 5 

P 1 5 5 5 5 
Iridium S 2 1 1 1 2 

P 3 1 1 1 1 

Ruthenium S 5 4 4 2 1 
P 2 4 4 4 4 

Platinum S 3 2 2 3 3 
P 5 2 2 2 2 

Gold S 4 3 3 4 4 
P 4 3 3 3 3 

Table 6.5. Order of merit indices assigned to each MCP coating, showing the performance (in 

terms of GL,,, ) of each for combinations of source spectra and detector window, from the most 

effective (1) through to the least effective coating (6). 
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6.6 Conclusions 

A number of issues significant to the baseline design of Lobster-ISS have arisen as a result of this 

investigation, and are summarised as follows: 

" Events occurring on a timescale of up to 3 or 4 ISS orbits (nickel, ruthenium-coated MCPs) 

or 6 orbits (iridium, platinum or gold-coated MCPs) are photon-limited and will be best 

observed in both line and true foci to increase Lobster-ISS sensitivity, using the baseline 1 

pm pol}"imide detector window. For the modelled 200 nm silicon nitride detector window, 

No" ranges between 5 (nickel) and 6-7 (ruthenium, iridium, platinum, gold). 

" In the case of the ruthenium coating, the science projected to be achieved is heavily 

dependent on the selection of detector window. For the currently baselined polyimide 
detector window, background photons are more readily focused, reducing signal to noise 

ratios at the detector. With a silicon nitride detector window, the capacity of a ruthenium- 

coated optic to focus the diffuse background is suppressed by the N-K edge and ruthenium 
becomes the coating of choice for the detection of the Crab Nebula. 

" The heavier metals (iridium, platinum and gold) appear the most appropriate MCP optic 

coatings due to the projected breadth of science achievable in the modelled 0.1 -5 ke V 

Lobster-ISS waveband, their effectiveness largely independent of source spectra and detector 

window. Of these heavier metals, after a year in orbit, modelling suggests that iridium- 

coated MCPs always provide the best sensitivity, independent of source spectra or detector 

window, with platinum and gold following respectively in every modelled case. 

" The previously advertised baseline Lobster-ISS 1 day limiting flux detection limit of 1 mCrab 
(PPA9 is five times more sensitive than that uncovered in this `worst case scenario' 
investigation. 

In the light of this investigation, iridium appears the most appropriate coating for the Lobster-ISS 

MCP optics. However, as shown in Chapters 4 and 5, the application of a reproducible, uniform 

metal coating representative of the channel geometry poses a significant technological challenge. 
Ultimately, the choice of coating may be limited by technological advancement. 
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Chapter 7 Conclusions and Future Work 

This chapter will highlight the major findings of this thesis and recommend ideas for further 

work to ensure the continual development of MCP optics for future terrestrial and space based 

applications. 

7.1 The Imaging X-ray Fluorescence Spectrometer 

The development of the Imaging X-ray Fluorescence Spectrometer from two initial proof of 

principle experiments to its current status sees the first successful, practical application of MCP 

optics. Applications in mineralogy and scientific calibration have been realised in this work, with 

elemental maps generated and correlated against optical images of the sample in each case. A 

large amount of image processing, including the mosaicing of multiple elemental maps into 

larger arrays was performed successfully. Future standardisation of the image processing 

software into one IXRFS specific package would greatly facilitate image and spectral analysis for 

prospective users. IXRFS is currently being applied to the field of marine biology (Section 2.6.2) 

in the specific case of the common mussel (Afytilus Edulis), in this case, retrieved from a coastal 

environment shared by a nuclear power station (Su, 2005). In addition, contact has been made 

with the synchrotron community (specifically Daresbury SRS) with regard to the further 

application of the technology in this environment. Following the work of Price et al (2004b), 

further investigation into the ultimate sensitivity of IXRFS should be performed using the 

fundamental parameters method outlined in Section 2.7. Appropriate background fitting 

techniques should be identified and applied, making for more complete, quantitative analyses 

using the instrument in the future. Recently, the development of the annular anode has reached a 

conclusion; the copper-coated ceramic has been procured and soldered onto the annular anode 

itself. Preliminary testing of the ring anode source is expected to take place over the next few 

months with a view to imaging the distribution of low Z element contaminants on silicon wafers. 

The successful development of IXRFS also bodes well for the MIXS-T instrument baselined for 

the future Bepi-Colombo mission to Mercury, which is based on the same principle of operation. 

7.2 X-ray Focusing with MCP Optics 

The spatial resolution of the IXRFS system is limited by the angular resolution of the MCP optic; 

the work detailed in Chapter 3 contributes toward the continual development of MCPs as 
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focusing optics, with particular emphasis on their application on Lobster-ISS. A4 arcmin angular 

resolution is baselined for Lobster-ISS; the current optics are around a factor of two from this 

goal. At best focus, FWHM angular resolutions of both slumped and planar MCPs tested were 

evaluated at 9.1 x 9.1 and 9.4 x 7.5 square arcminutes respectively. It is vital that an ongoing 

laboratory program at Leicester testing the focal properties of the `new generation' of MCP 

optics continues, with regular feedback provided to Photonis SAS. Multifibre misalignment has 

been shown to be the major source of error, resulting in the observation of fissures in the planar 

MCP tested in Chapter 3. As discussed in Section 3.3.2, the future development of a simple 

scanning aperture used to isolate individual multifibres during focusing would enable us to 

identify which multifibres were responsible for specific defects in the focused image. With regard 

to the slumped MCP optics, slump radii should be measured and verified using a surface 

profilometer. For Lobster-ISS, the co-alignment and fixing of slumped MCPs onto an optic 

support present significant technological challenges in the future, especially given their 

mechanical flexibility and fragility. Finally, the focusing properties of metallised MCP optics 

must be investigated in preparation for their application on Bepi-Colombo's MIXS-T and 

Lobster-ISS. 

7.3 Characterisation of Bare Glass and Metallised MCP Optic Reflecting 

Surfaces 

In Chapters 4 and 5, the techniques of Auger Electron Spectroscopy and X-Ray Reflectivity were 

used to characterise the microchannel plate reflecting surfaces (both bare glass and metallised). 

Both techniques suggested that in the case of the bare glass MCPs (manufactured from Philips 

type 297 glass by Photonis SAS) the channel surfaces may be described using a single silica-like 

layer, with regard to the AES studies, lead, bismuth, and potassium were not detected down to a 

depth of 2400 A. 

The metal coatings investigated over the course of this thesis were ruthenium, iridium (deposited 

by ALD at the University of Helsinki) and nickel (deposited by EN at Photonis SAS). The 

variation in coating thickness as a function of distance down the channel observed in the 

ruthenium-coated sample RU-1 changed by a factor of - 2, believed to be a result of the 

unidirectional flow of the vapour reactants through the MCP channels; this hypothesis could be 

tested by recording the orientation of the MCP during the ALD coating process. Further nickel, 

ruthenium and iridium MCP optic coatings should be characterised in the near future to better 

understand the nature of the deposition in each case, with a more long term aim being to analyse 
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a multitude of samples of each coating; the coatings must be reproducible, as it is currently 

envisaged that a total of 288 MCPs are to be employed on the Lobster-ISS ASM for example. 

Encouragingly, with each coating, the interpretation of MCP reflectivity data suggests that 

channels do not appear to be blocked on a large scale. 

Shortfalls in the measured reflectivity of ruthenium and nickel-coated MCPs at low grazing 

angles are hypothesised to be a result of rough surface specular reflection and photoelectric 

absorption due to island formations in the coatings. The same shortfall is not observed in the 

iridium-coated MCP MM-1; the reflectivity profile is modelled at bulk density, but with an RMS 

surface roughness of 26 A (around three times that desired for Lobster-ISS). In order to verify the 

above hypothesis and complement the surface roughness modelling, the true morphology of the 

coated channel surfaces should be determined experimentally using Atomic Force Microscopy 

(AFM). In addition, assessing the validity of the proposed model in Figure 5.9 is made 

complicated by the presence of the other channel walls. The procurement of Philips type 297 lead 

glass flats from Photonis SAS, subsequently coated with nickel (Photonis SAS), ruthenium and 

iridium (University of Helsinki) would remove this complication and should be investigated at 

future Daresbury SRS runs. However, fluid flow through microchannels is complex and currently 

poorly understood, the coating on the flats may therefore not be representative of that along an 

MCP microchannel. Regardless, the procurement of coated flats will give us insight into the 

qualities of coatings that may currently be achieved on the Philips glass. 

The of ectiveness of the EN process (in terms of the soft X-ray reflectivity from the MCP channel 

surfaces) appears to be enhanced by maximising chemical bath temperature and minimising 

immersion time; to this end, and as a result of this study, Photonis SAS began to optimise the EN 

process at higher bath temperatures, and recently nickel-coated an MCP at a characteristic 

temperature of 95 °C (as opposed to 84 °C, the hottest in this study) for an immersion time of 30 

seconds. To enhance nickel coverage toward the midpoint of the channel, the reactants are also 

now `pumped' through the channels. Those at the Laboratory of Inorganic Chemistry at the 

University of Helsinki have also further optimised the ALD process in response to the high 

surface roughness reported from the MCP IRID-1 in this study. Rather than simply using air as 

one of the vapour reactants, nitrous oxide (N20) and ozone (03) are currently being investigated, 

with the belief that they will produce a more amorphous (and smoother) coating (Nenonen, 

2005). MCPs coated from both organisations have recently been procured, in preparation for 

more reflectivity measurements at Daresbury SRS in July 2005. 
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7.4 The Lobster-ISS All-Sky Monitor 

As a result of the modelling of Lobster-ISS in Chapter 6, there have been two changes to the 

baseline configuration of the instrument: 

" Iridium MCP coating 

Iridium is found to be the most effective MCP coating, largely independent of the 

modelled input spectra and detector window; the previously baselined nickel coatings 

perform unfavourably in almost every case. Ultimately however, the choice of coating 

will be based on what can be achieved in practise and reproduced. A coating of some 
description is vital to the Lobster-ISS mission however, for example, ignoring the 

contributions of the line foci, the limiting sensitivity improves by a factor of two with 
iridium-coated MCPs (over bare glass) when imaging the Crab Nebula in conjunction 

with silicon nitride detector windows. 

" Silicon nitride detector windows 

The theoretical modelling in this work, coupled with an experimental feasibility study 

into the development of large area silicon nitride windows (Fraser and Pearson, 2004) 
funded by a PPARC (Particle Physics and Astronomy Research Council) PIPSS (PPARC 

Industrial Programme Support Scheme) research grant (reference: PPA/I/S/2000/00707) 

is responsible for the change in the baseline detector windows on Lobster-ISS. 

In its new [Ir /silicon nitride] configuration, Lobster-ISS is modelled to have aI day limiting 

flux detection limit of 7.59 x 10"'2 ergs cm 2 s"' (0.32 mCrab) as opposed to the previous [Ni / 

polyimide] baseline limit of 12.4 x 10"12 ergs cm 2s -I (0.53 mCrab). 
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