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INTRODUCTION



Probability distributions due to the indeterrainistic 
nature of man's interaction with the micro-world, are 
inherent in the formulation of Quantum Mechanics, Probability 
distributions are also one of the main units of language in 
such 'Widely dispersed fields as Economics, Psychology,
Statistical Mechanics, and Control Theory, As here incomplete 
characterisation of the systems under study, due to the very 
large number of variables involved, lead to indeterminism,

A careful note must be made as to the different nature of 
the factors that cause probability distributions to play a 
centrol role in (a) Quantum Mechanics (b) Statistics (in general) 
In (a) determinism will never be attainable to man no matter how 
well he characterises the system under study, in (b) it is 
theoretically possible that a deterministic picture could be 
formed given all the pertinent variables.

Given that all these fields of study have such a common 
factor, is there a mathematical term that expresses such a link? 
Indeed there is - 'The Density Matrix', although knov/n under 
different names in the varying disciplines its mathematical 
properties stay constant. Numerous reviews^^^* scan the usage, 
so only aspects that will be of relevance to the following pages 
will be mentioned.

In Quantum Mechanics we say that system under study can be 
described completely, v/ithin the limits imposed by the micro­
world/macro-world interaction, by a set of pure state vectors
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 ...  that exist in an infinite Hilbert Space,
These vectors are eigenvectors of the Hamiltonian operator, 
that is represented by H in the Hilbert Space,(properties 
of v/hich are discussed in many texts),

i.e. H  T'" = E"
This operator commutes with a maximal set of other operators, 
the set of all operators that correspond to.the maximum 
number of simultaneous observables of the system, and thus 
the eigenvectors are simultaneous eigenstates of the
other operators-̂

In general the state of the system would be an 
incoherent superposition of eigenstextes (pure states), i,e,

and the probability of observing any pure state in the mixture 
would be 1 ,  (only pure states can be observed), When 
this is so v/e have incomplete information about the system, 
i,e, it has not been prepared into a pure state by maximal 
set of measurements (the act of measurement being equivalent 
to filtering out a pure state of the system) so we have a 
statistical spread of states. When we make a measurement 
on such a system two different averaging concepts enter 
(i) the expectation value of the action of a given operator 
on a pure state - expressing the inherent uncertainty of the 
interaction of the micro and macro worlds, and (ii) the 
ensemble average of the expectation values due to the different 
states, the ensemble weighting factors being , (i)
 ̂Hermetian matrices that commute i,e.AB-BA=0 have 
simultaneous eigenvectors.



and (ii) correspond to (a) and (b) before, nothing can be 
done about (i) but it is possible to prepare the system so 
that it is in a definite state, [i.e. characterising the 
system completely, within the limitations mentioned].

That there are tv;o different averaging concepts utilised 
is aesthetically unsatisfactory and leads to complexities, 
and a lack of clarity in actual computations. For this reason 
J, Von Neuman proposed, in 1927, an alternative method of 
characterising states. The Density Matrix

Following V.FAITO,Rev Mod Phys,29,74, (1957) and 
P.ROMAN,Advanced Quantum Theoryl-

Let our system be represented by a set of normalised 
pure states 'Î c, , and the normalised v/eight of each pure state 
be denoted by CL , v/e can expand our pure state in terms of 
orthonormal eigenvectors ^DC^^^of a maximal set of commuting 
operators, [not the same maximal set for which is a pure state]

T l  = Z  "Xr. .with " 6 %

Then the expectation value of SL in the pure state is

Thus the grand average of the observable would be

< a >  . Z l m Z c L a l a l A
If v/e define (The Density Matrix) as

M

T :  - ?
T»» < a >  ■ X T Æ
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Now

Here HP and SI, are representations of the Density Matrix, 
and the operator in the bases ^OC^of the Hilbert Space,
Thus the grand average of Xl can be computed by knowing ’Y'
The diagonal elements of T* have a direct physical meaning, 
the probability with which the base state ^ occurs in 
the ensemble.

t : - Z e J a W "

<

Thus the operator ~p is given by
A
“p = 2^  ̂ * \ can be represented as a

^ sum over projection operators.
The eigenvectors of T  are the possible pure states the system 
can have, and the eigenvalues the corresponding statistical 
weights.

If the system is in a pure state (i,e, describale by a single
state vector ), then Cj, = 1 and Clv<.= O ^ U ^  L

and for that state T*i, =

Thus for a pure state the Density Matrix becomes a
projection operator, v/ith the related property of idempotency

T c  = Ti
and the expectation value of an observable for a pure state is 
given by = Tr Tc as it was for a mixed state, thus
the same formalism can handle pure and mixed states.

The state vector or the Density Matrix for a particular 
system can be determined either analytically or experimentally. 
Analytically the state vector is a solution to the eigenvalue 
problem = > where H, the Hamiltonian of the
system characterises the symmetry of the system to the fullest
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extent. Experimentally it is determined by carrying out 
a maximal set of simultaneous measurements of all possible 
commuting observables on the system.

The Density Matrix is determined analytically by 
finding a matrix that commutes with the Hamiltonian of the 
system, where the Hamiltonian embodies the complete symmetry 
of the system, viz one finds a s. [H,T] = 0, the set of 
all solutions are the density matrices corresponding to the 
possible states of the system. Experimentally”? is determined 
by making - 2 or - 1 independent measurements of the 
system, where N is the number of possible pure states the 
system could be in, if the system is actually in a pure 
state N® - 2 measurements are enough to completely' determine 
the density matrix of that state^,

A fundamental difference between the Density Matrix 
and the state vector description is apparent. State vectors 
can only be characterised for pure states and thus we can 
only predict the behaviour of a system in a pure state, while 
the Density Matrix can be characterised for a mixed state of 
the system, so we can predict the behaviour of mixed state 
systems, viz for the state vector description we have to 
have complete knowledge of the system, while in the Density 
Matrix scheme we can work with incomplete knowledge.

Further if we are only interested in certain properties 
of the system we can express the Density Matrix in a basis 
of the possible pure states of this property. If there are N 
such states, then we need only make - 1 independent 
measurements to determine the Density Matrix w.r.t, these 
properties. Such a Density Matrix is only valid in predicting
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behaviour that is a function of these properties.

The behaviour of the system w,r,t, these properties 
of interest is thus predicted in the average field of the 
properties not of interest.

Analytically we can determine such a Density Matrix 
by finding Hp that commutes with H when the Hamiltonian 
only characterises those properties of interest.

When v/e have a N particle system and we are only 
interested in P particle properties we need only find OL 
Density Matrix that commutes with a Hamiltonian that only 
expresses P particle properties. Such Density Matrices are 
called P^^ Order Reduced Density Matrices, This is not 
possible in the state vector formalism, as state vectors are 
only defined for pure states of the system and have to be 
determined maximally.

Almost all chemical systems (and indeed most physical ones 
as well) are expressed in terms of tv/o particle Hamiltonians, 
thus only two particle properties are of interest. (Two particle 
properties determine one particle ones). Hence to describe 
such systems the 2nd Order Reduced Density Matrix has to be 
determined, such that [ H , T ] =0, Where H*̂  ̂embodies 
all 2 particle symmetries implicitly. If we define a Hamiltonian 
that only embodies energy properties, but not angular momenta 
or statistical, and if we are only interested in the 8 = 0  state 
of the system We have to determine ^

 ̂ W.A.DINGED and W.KUTZELNIGG (Queens Papers No. ll).
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where [ H = 0 = [ ] = [-n-, 3 = ^
s.t. [H^“ it] = ,ir] = 0
where J e m b o d i e s  all angular momenta requirements, and tt 

statistical (i.e. Permi-Dirac, or Bose-Einstiens) requirementCo

However analytically it has proved impossible to describe,
TT completely, s.^ ir represents the statistics of a 2 particle 
subsystem of a N particle system. This is known as the N 
rep re sentability proble m,

In Part I of this thesis we will limit ourselves to systems 
that are in singlet spin states (this is for simplicity in 
the application of the probability constriants), and describe 
and analyse the mathematical structure of the representations 
of various N particle operators in (a) the continuous co­
ordinate representation, and (b) the discrete functional 
representation of a Hilbert Space, This will be achieved by 
utilising the notation developed in Chapter 1 which is, due 
to the lack of space and direct relevance to this thesis 
of many ancillary topics, of a rather truncated and abrupt form. 
However it is important to refer ones concepts to a general 
mathematical structure rather than develops notions in vacuum.

Chapter 2, 3 and 4 will deal with various properties of the 
representations of operators, with particular concentration on 
the 2nd Order Reduced Density Matrix andits eigenfunctions. Also 
rather intensively developed will be the sub space structure 
of the functional representations and their associated spin 
symmetry. In chapter 3 v/e will interpret the 2nd Order Reduced 
Density Matrix, and its relation to other orders of Density
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Matrices, probabilistically.Thus trying to find conditions tlr u
has to obey so that it does correspond to a description, 

of two particle properties of a system of N identical Fermions» 
Hence trying to find some partial solution to the N represent- 
ability problem. In Chapter 6 we describe the application 
of the previous chapters to a practical approach, using a 
computer program that has been written along the structure 
presented in this chapter. The results achieved by restricting 
possible by various constriants are discussed and given.

To people involved with the efficient production of 
mathematical results that can be applied to chemical systems 
that the experimenter has characterised, the N representability 
problem and its attempts at solution would seem to appear 
rather esoteric, and in fact it cannot be claimed that an 
efficient method of furnishing a mathematical parameterization 
of an experimental system has ever been developed through 
the approach of trying to determine directly the Reduced Second 
Order Density Matrix of a system. However one can never feel 
satisfied with the cruder approximation that, although super­
ficially predicts results in qualitative agreement with some 
experimental parameter, often at the same time predict parameters 
that are wildly in disagreement. Thus doubt exists as to 
whether one has characterised the structure of the physical 
system mathematically or whether one has just fortutiously 
computed a parameter that happens to agree with experiment but 
for the wrong reasons.

So a balance must be sought and mathematical analysis 
must extend from both ends of approximation, one end at v/hich 
theoretical rigour is maintained and the other where refinements
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to a gross approximation are developed.

Thus in Part II we look at two extensions of the 
independent particle mode] (where v/e do not limit ourselves 
to singlet states of systems), i,e, where we characterise only 
1 particle properties of the system, and hence all predictions 
are based upon the 1st Order Reduced Density Matrix, The 
first extension is that of partial Configuration Interaction,
In a full 01 calculation one determines the coefficients of 
a full Slater Determinental expansion of the N particle 
wavefunction - (which in fact is an expansion over the exterior

A.K»product functional space /\,̂ P ;, i,e, one solves the
eigenvalue problem H = E whei^ the Hamiltonian and
wavefunction are represented in  ̂ v/hich does in fact
solve the N rep re sentability problem but only does so at an
'overwork* cost. For our Hamiltonian usually only embodies
at most two particle operators, and we are determining an
N particle wavefunction (or in fact its discrete representation)
To shorten the work involved we truncate our Cl expansion to a
fixed number of terms and try and construct an optimum partial 

A CzmJbasis to /\^P , This is known as the Multi-configuration
Self consistant Field Method (MCSCP), This does improve upon 
the basic independent particle model but not very efficiently.

Chapter 1 (in Part II) deals with the MCSCP method 
and presents some computational results and comparisons with 
other approximatioiiü

/ See chapters 1,2,3,4 for usage of notation.
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Another type of extension of the independent particle 
model is the U.H.P. (unrestricted Hartree Pock) method which, 
although very efficient (usually) and improves upon the 
Restricted Hartree Pock Method, suffers from the limitation 
that wavefunctions it predicts are not eigenfunctions of the 
total spin angular momentum operator , and thus the 
associated Pull Density Matrix does not commute with the 
representations of . Chapter 2 hence deals with methods 
attempting to constrain solutions to the UHP method so that 
they are eigenfunctions of ,

In appendix 4 there is an example that, it is hoped, 
illuminates some of the mathematical forms described in general 
in Chapter 1.

References to Part I are of such general applicability 
to all of Part I, they are collected at the end of this 
introduction with relevant remarks.
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PART ONE.



CHAPTER ONE.



Notation and Algebra play an important part in Quantum 

theoretical discussions, and for convenience this chapter collects 
together basic definitions and algebraic relationships used in other 

parts of this thesis.

Vector and Tensor Products

Strictly, the following applies to vectors referred to a discrete 

basis. However, with certain qualifications the relationships can be 

extended to vectors referred to a continuous basis i.e. functions.

As these qualifications do not affect the essence of the definitions 

and relationships they will not be explicitly stated.

The following notations are used in this section:-
- an m-dimensional contravarient Euclidoan vector space (space of

Tensor rank 1)
E^^^ - " " covarient " vector space (space of

Tensor rank l)
- symmetric group of degree m.

Q, - totality of strictly increasing sequences of k integers

chosen from l,....m. The number of such sequences, i.e. order 

is .
^ - Totality of sequences of k integers chosen from l,,...m.

^ - Totality of non-decreasing sequences of integers chosen from l,,..m,
Qy — a

CTy

sequence £

- lo- _ I each Oy. being an integer, i.e. » L,
 *• ^

Any vector xj ^  ^an be expressed as a linear sum
Xj = 2  ^  L where T % 1 = /^ m  is a basis of

where ûCj i. * I, n  are components of the covarient vector xj.
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In Dirac Notation, a covarient vector is cymboliced by ^3GJ ] and a 

contravarient vector by 1 DĈ  ̂

The spaces E'‘  ̂and E^^^ are called dual spaces, and a unique
(m)scalar can be associated with a pair of vectors, one from E and one 

from E^^^. This association is called a scalar product and is denoted 

hy^DC^ j ^  y and is defined in terms of components as:-

Xi

The two spaces E^^^ and E^^^ are isomorphic and to every vector 

E  E^^^ there is a vector associated with it in E^^^ , i.e.

These vectors are dual to each other, and the relationship between
the components is:-

j L*= X j  where * indicates complex conjugate,

hence the scalar product j x / ^  could be written as:-

A scalar product is also knoivn as an Inner Product.

An Outer Product or Tensor Product, is -s^bolised b y a n d  is defined a: 

V/_ = X ^ ^ X j  , where the components of are X j  •
This is a covarient Tensor product and the space of all such products

is denoted by ( S 2, » The contravarient tensor product is
defined as:- 
i iW X*^ » and the components are defined as:-
1 i * I I— Cm)V » the space of all such products being Q9 C

and the mixed contra-covarient product being

= X * ’® X ;  , the components are ^ • x f  , and the space
3 I (m ) J ̂  2. Cm)

of all products being (Q^ E. . The sp a c e s ®  H  and (^^E(fn)
are dualf and the space is dual to itself, the tensor v/j

being dual to W^.
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In general, a covarient Tensor space of ranlc p and dimension m 

is written as and is a p-linear map of the space

and contains tensors of the form

W - X®.... c2>Xp = lT®Xî  we®p E(rn)
Similarly, the contravarient Tensor space of rank p and dimension ra 

is written as E  and contains tensors of the form

w = x'®. (S) = 7^® x%
and the mixed Tensor product space of covarient rank p and contra­

varient rank q is written as and contains tensors of the
form
w * oc‘®  —  .
From now on for the sake of simplicity, we will only refer to mixed

p C i.e. equal contra- and covarient rank. 

A basis for E  ̂  ̂ (whatever property has is
reflected^ in £(/n) and sometimes

®p ).
can be formed by the Tensors formed by the products

and any Tensor V/ é can be expressed uniquely as a linear
sum

f <r
W  =• ^  U) T[ € , as W  is a tensor product
then W - ®

and ... .
where is the component of the vector along the axis marked

Ÿ*
by the basis vector

Each product C  can be thought of as denoting a particular

tensor axis in the m-dimensional p-rank Tensor space
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In Dirac Notation, a Tensor Product can be written as

I ^ I . . . . \  x̂̂ l,
1 x‘> Ix* . [s j  y <Ci/‘Ky^-- • depending on
whether the products are contravarient, covarient or mixed.

The inner product between two tensors lO and 6

is defined as
. Z  0)7.

;sr.
 <=cpiy>

where CÜj =

and ---
Now if we define the basis vectors of E and E/ \ to have theIm;
property I ^  i.e. to be orthonormal

then the inner product between two bases Tensors and

® p  ̂ Cm) is
<  e'*'’* > = > . . . . < \ê ''p>

= S^*> ...
"■». «Typ

: cf-̂ V 
®ÿ

Thus the base tensors of ®  and ® p  E ( ^  are orthonormal.
A basis for E  can be formed by the C^'*0^^®nsor products

e"" ®....0e^P®e^ ® .... = TfV''.'® •
Then we see that E.^cnn be decomposed as

and any tensor 6 E ^ ”'̂  as a product of tensors JC ®

X  6 y 6 (S)p(=(*J.
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I . /0 \̂  czAny Tensor lV6QVp c  can be expressed uniquely as a linear sum

 v

Thus CJ = ....^2.^ uihert Zi = X*'®  W  Z-̂  fe ® i  E
î P r" (*yOThe inner product in W/o C  is defined as

< u  I o ) > .  2  LL . d C  <  u ; t  I -  ( U %  }

- E  , . c z % ; G ; p& » * # LP>jr--jp
= <. z' IGJ, 7^.... *C Z y  1 Q ! f  y

and if j  **

and G-i, = p  ®  Ĉ i,
then
and thus

<C Zi I Q-l, "k = Ip*" ̂  I j  ^

“N U 1 u) )> = <1 X, Ip' > “Ctj,, lj‘ k —  ^  ^
and the inner product between base tensors gives

< n ^ e  « ir®e''l t® e^ ' ‘ 8 ]?'®e,..>t /**>>• I L

. <e^, I e‘- > < e ^ J  e I  e"-’> <e^,/e'->
n̂V>; jf\?, n°"V!p

'   %/> * ̂"Xly
p°9

“ ~ so again the base tensors are orthonormal.

Another type of product can be defined in ^)p £^that
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associates two Tensors Lt, V  G  ^  with a third U3 6lK)|> £

This product is called a Matrix Product and is defined as 

U..V - Lu) where

< •  - E ,  <  \ c  • %

where 12:1 , (L (%)! E
and if we define 

then

< - C - C : ... C
and thus U) “ (S).......
The inner product ̂  as defined in E  . can he thought of as

tO^ whore LO e tX. \f.

It is possible to define entities Ll̂  V, Uj, s.t.

U.2UL,, TT®e"‘
Pflp Yj.0

U) . Z  ilLy e  > ®  U  e<r% , ,ery.yVyfrSftltl g W  f- /9\F

v - u . .  V "  ? : %
 ̂€

... u7'C;'’a ” e  & ' ■ £ " ,  (2),e «  £'
respectively, such entities V u O  are not Tensors as they do not 

obey the Tensor Transformation Laws,

Only when

.......

v*^ = y " dT" ......

‘ ......
are LL̂  V  a n d W  Tensors (as they then transform as Tensors).
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LINEAR TRi'JT3F0RIL\TIONS
_ Jm) „(m) ou.u Z,, .(m) I Cl)The spaces of l.t\s that map onto and E, \ onto E>

are denoted by L(E^^^) and L(E^^^) respectively. An l.t. that maps 

ûC^G E(n4) into is defined as having the following effect

* Ç  LL'it where y  = 3C.lX and the elements of LLare

ui, U  G L^eoH)^
c I . cOt̂ )and an l.t. that maps DC. 6 C in'joj c  ̂  is defined as

yj - Ç  ^ ^  e. L
Every l.t. G  L  C E  can be associated with an l.t. £

and the relationship isy LL &L^E^]lnd Vis the corresponding l.t. Ç

L
then LLj « V'[ or LL •
where"^ denotes the Hermetian transpose.
If we transform E^^^ by LI at the same time as we transform E(m) by 
LÜ then

^Dc Li I = 2  t>6 - 2  %  2  ^  jjfc

■■ S  f  (o' W  .w')j J
■/ if ^  then the scalar product is equal toNow

M

^  ^ i.e. is left unchanged 
We can see thatc5^ can be thought of as the elements resulting 

‘ from the Matrix product of U.withU)i.e.
U,.ti7= X. where the element of X  =

l i s  known as the identity transformation and has the property of 
mapping vectors onto themselves.

When
U.. V - ]2 where
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LL 6 L , V e  u.v'*’ = X
whereU- & L ( E ^  o^d V + 6  L
So we define LL j s t JvUS U, a ’ % 2C
where U.,Q.>U U. E
Such a transformation U.p*v and Ll oh is known as a

Similarity Tronsformation,

If U  - Li^ (^botkSLCE^^ then LXLL"^- X w e  say that the

transformation is Unitary.
The pace is isomorphous to a subspace of L.̂ fc. ) and

, i.e. those l.t.s that can be decomposed into Tensor products
from a subspace of

Though all l.tjs can be expanded on the basCs ®  e /*

for L
or the bases ®  0^ Si 0  ̂ 3  for ^s

the bases are the sam^

Whereby^ 6. , some are not Tensors.
Similarly l.t*>s associated with \i.e, and those

associated with Eo^i»e. L  can be expanded on the bases

f 7T®e„.} 5 [ f f
respectively, but not all are Tensors.

Thus, any l.t. LL G  L  ) and L Ü ® p  can be expanded so
u. = 2 S L C  . t ® .
A sufficient condition for Lt and L ^6%)^ is that

u"'"' . 0.-̂'’- .... - lC
Transformations that do not have such a property might map tensors 

E  ®  E or ® p  into entities that have Non-Tensor character.
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\7hen LL — Li.̂ ® .....IXp

then \J€j L( jS^

where U ^ ; = L i q ' . U ^ 7  LL^q".

and only when all the constituent l.t's £  (^j does £  .

Thus we have all linear transformations defined on the basis

{ j  forming the space G  Ê^^), ^

then we have those transformations that map(®^E ^ onto £  
forming the subspace L E  . } of G  L(j[^ E  ^ and we have those

l.t’s.E L  ^ E  } that are Tensors, which form a sub space of

The matrix product between l.t’s E. !— E  ^ being defined as
COclL.V.
then

and an inner product between l.t's can be defined as
< U | V > ,  Ü 6  L ( : ® p E ; „ y X  V e  ,

< u iv>. 2 s , ^ . v , 7  - s  2  a::.v,7 
U , - ^ L ® ' E - r a V - - U « .

Symmetric and Antisymmetric Tensors

If the linear mapping 71^ ■» J. ^  Ev O' is defined where CT £  S oH p I o- — —T
is the full symmetric group andOC is a permutation operator £  Sp 

with effect Oy  (^0,®....® ®   ̂ ' and
Eor is the parity of the permutation).

Then the mapping TT^ < E  i.e. TT^ on every element of £  
defines a subspace of that contains only antisymmetric tensors.
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is a projection operator i.e.TT^ and is known as the

Alternator or Antisymmetry Operator.

If X  G  thenTT^X is the antisymmetric part of X.

If *= X  then the Tensor is 'antisymmetric.

The inner product of antisymmetric parts of tensors, or antisymmetric. 

tensors is given by

' C C x , ®  0xp^ 1TT ^

If the linear mapping 71̂  - X  2  O" is defined

then the mapping?!^ 1 ® ^ E ^  defines a subspace o f ®  (̂rr!) that 

contains only symmetric tensors; TTg is also a projection operator 

= 7T5 and is knovm as the symmetriser or Siynmnetry Operator.
If X E ^ t h e n ' H ^ a a  is the symmetric part o f X  and 
if jn=T^cac. then X  is a symmetric tensor., and the inner product 
of the symmetric parts of two tensors’ or symmetric tensors G £ 

and ®  Eovi) is given by
‘CTTsdï,®.. \lT^C^'(2>....(^jSy'L

where Perm =  Permanont, known sometimes as a positive Determinant

is defined as 2  S ’ “ Perm (A)
fffsP

where A is a p ^ p  block of numbers withCj^ A ekimejfé. CX,j j = row

= column

The Determinant is defined as

O '  ( A )
ffeSp

where A is again a p X p block of numbers with C ji
The Antisymmetric sub space of E ^ i s  denoted by .X (£^^3 and
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the symmetric suhspace as Y (E^\
Hence If'' (I^ . Image)

7  C e  3»X/h7T v/hcre "n*^andTr^ are mappings defined on

A Tensor can be described completely by the sum of its symmetric 

and antisymmetric parts, i.e. if X  0  ®  Q  then zc 4" TT X,
Thus 7T^+TT^sjT (the identity map)

and®'’£‘'^« Y'‘{E‘'̂ 3 +X'’CE-^A

Exterior Powers
e (̂ ‘) irA skew-symmetric p-linear mapping of E ' i s  called the p

(m3 xP ̂  Ifvt)Exterior power of E^ ' and is described by / \ t. , The. tensors
^ c: /. •^  \ are exterior powers of the vector c  C  . i Q..
If U ) e / { t h e n  U) - =c'r\5i^.......Ax.^,
a basis for can be formed from the basis of E'^' i*e.

.....

where CT(̂ 6  • The number of such sequences is 'C^ , thus

there are ^Cp bases Tensors in a T £
Any Tensor UJ€.AT ^ can be expressed uniquely as a linear sum

where = 6c ^

and hence LÜ ~ .....Ocf.
LkJ^ S  that cannot be decomposed in this fashion correspond to LÜ5

that are not Tensors 0 A"
The inner product between LL=DC^A 0  A p  and

A....V s U  A.... A U ^  0 A  Ê  is given by
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<̂ CXl AXply'A.... b(2,t
and thus the scalar products between bases Tensors are given by:-

A' very important property of exterior products is that if the set 

of vectcrs^Xjj CCp^ l.d. then X , A ..........-O.

Symmetric Tensor Product

A symmetric p-linear mapping of is called the p^^ symmetric
(m3 \ / ̂ C \ / r Cpower of E'. ' and is denoted by V C, , The elements of V  C.

are s^ommetric powers of vectors G  E  ^  viz,

OJecc'v vat^ LU
^,P ̂ trfùThe base Tensors of._ V c  can be defined as

e"'''V.....

i.e.O^ are ordered sequences,
\ / P <— ' ,and each 'Tensor G  V  can be expressed uniquely as a linear sum

p , ^
^  ^  I f  &  " ■

Each c o m p o n e n t c a n  be expressed in terms of the components of 

the vectorsGLO , i.e. where ÜJ - x !a  A X

where M  (cr̂ ) is the multiplicity of the sequence which is defined as 

the product of the number of times any one integer appears in the 

sequence, viz.
If the sequence was CTy = ^ »L,

%  %  ^3
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Lj <  L3 (as they are different)

then M  Co;^ = f  . f . f  = f^
i 3 3 q rX*vO

The inner product between v and U g V ^  is given

by

= number of repeated vectors inOC
= ” " '» " ” ^

and the scalar product between bases Tensors is thus

The difference between £^^3 and / \  CE ^
and and \/^CE^^ being that and are reducible

while /\^CE^ 3  and V ^ C E ^̂ '̂ 3 are not.

Nixed Exterior and Sr/mmetric Tensors

The tensor product between tensors S /\T E  and those

G. / Y  Ecn) defines a space ®  / \ p
that contains tensors COof the form 
(jl) » X* A .... A3C^® A..
The bases of such a space can be defined as

F( { 71“̂ e  ^ »> e ®p,M

Any tensor UJ G  £  can be expanded with reference to this 
basis:- p a
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. . tr̂and tUxirt i.ust be of the form _
^x'A. ... A x ^ L ,  (4 ,^.. . A w ^  Lc.

fSand components with such a property are components of Tensors 0 / y  C  

Inner and Matrix products are defined in an equivalent manner to 

that in E  viz.

< u , v > . ^ S C x "
and CÜ - W-. V  where

< •  S  C -v J
\ / p l x O ^ \ /  CIn an equivalent manner the space V  p C  « Y d  Vy Vp njiO

can be defined, and tensors (Jl) 0  V p  E  are of the form
U) : OC.V.... Vat** <2>y V Vj.

and the base is of the formI_ _ _ _ _  ^ p p
p Is/j h s z ^ĵ  l l j  J

Thus any (jl) £  V p  E  can be expanded in the form

where the components must be of the form ^

and the Matrix and Inner products being defined equivalently to the

other two cases.

Exterior and Symmetric Products of linear Transformations 
We define only the simplest case i.e.

LO s L^A L(a *>*. and U J  = Ll v .... V U» where

li€, OT L- C£(j^^ , then Win the first case 0  L  (/T
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or nd in the second to L C or L (
The components of LU ~ L\a aLL are given by

LU^ = L % ........%

Any UJ 0 LCÂ  can be expanded so:-

w. SZ u f r.Æ- A".. ‘ ' V&,

but only certain form: of U)fy
ones

are allowable . For/E L ( f ^

the above one is the simplest, when LÜ i s made up of an exterior 

product of p l.t’s that are all the same.
The component 3 of LÜ : U.V V LL are given by:-

I
ru.®"'»,.....

L%,'

.<ça 
rytpj 01.0 Gr,iM

and any L U  0  L C V ^  £  3 be expanded so:-

w .  z z  U)'; e T a  ? % . .O’» >0*» ^  ' ‘ ‘ ''CO’» 6. Cfjp ,1%̂
again with the above qualification.

The Matrix products arc defined in .an analagous way to that of
l.t's

e  LOS)'’ e'*^) or
Three important relationships follow from the properties of l,t*s 

previously discussed.

T* (L X*® \JL̂ .....® LL DC - CUL© ..®  ..(2)x̂
where U' u ' e L C E ‘*'''7
and X  > I— CaO

Ux'AUac* a Ha = CUawUa. aLOCx'a NxOd-----p---  .

v/here U  £  L  C 8^*^^3 and 6 E
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3" UUx' V Ll  vlXje = (clwLlv vLÔCot'v VotO
<---- p—  ^

LLeLCE^b
a.‘feE“^\

Contraction

An operation that can be defined over a mixed Tensor product 

space is one of contraction, which is a (P + P)- linear mapping of

The contraction operator is denoted by CV and has the following 

effect:- ^

is called the contraction operator with respect to the pair (i,j). 

when j = i = ^denote the operation by C^=

The contraction of the Tensor CL G ®  ̂  is given by the
expansion

ci C u ] . S  u C Z Z " .

4  Ci;:,:

• s  •■•j?'-' -U R
Contraction operators can also be defined to map / \ p £  ontoAp^^Ê 

\ #P ̂  Cfh\ . * fand Vp C onto Vp_, C  but no particular vectors that malce up 

the exterior, or symmetric product can be chosen to be contracted out, 
thus all contractions are denoted by C.
If Z. 0  A p  E  then LU : cC.%3 0  Ap.( E  has the components
, ... ŷp-I

 where, (Ty ciKwl ^  0  the components
are defined as:-
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^p.i îT* '. "^p-i
i.e. if  ̂2C0 A  » • • • A  CÙ ^IA < • • » A^p

then

. , . - V i _ i  2 “
r 1 f 1

ÿ , ? "
i r

.bet
a Ifj?' ■jf'r

Ip-* _0v%3
and similarly if &  0  V p  E  LViÊn L U  - C LJZJ 6

where U) has the components ....^^  ̂ ^  ^  0.r\̂
and the components are defined as

^  Ra;,#Vp.,

.  , I , rfi-i..-f-w 

i y 4 , ' 4 , , ^.
where C > ^ , b u t  Cr^’k , ^ *  fe- ^  ^P,»\ a-re the
sequences

' k : ^ k zr̂ .... Oy^_ J ̂
e;i*:fe-z lte<^,..-‘>p,. J

• fefVA
.f

Multilinear Functions as Tensors
.W

If we consider the contravarient space T  and the covarient s 

space T ^ )  of all continuous vectors, i.e. linear functions, we see 

that the bases linear functions can be ( X  - %  3^^ over all 
where (T C X * " ^ 3  is a dirac delta function and has the property

( x3 cf ̂ X —X - f (x 3 1 û.vL (ffx — x3sl ij* x=*x
« o ij. X^x'

. C _rThen any function 4- 0 | can be expanded as
f  : Jk(xO<f(x-xD^x'.
Inner products between elements of T  and Tf̂ oq) are defined as:-
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Ccè> 13  ̂ Jj;
dddp _and each element of T" is associated with a unique element of

j/ \ -r-Cca) ^
viz. g é T  6  Tto)

~ h c /e  "W
thus p

<f. C:2)ly(:D> ùùYCahlac..
i", j ‘ 6 T"^

The inner product between bases functions of T andl(^ thus being

<frx-x') I f (X~X'’)> » |cr(X-x0crCX-x'’7.dx. (f Cx'-x').
Functions € , (S)pT̂ e>a) can be defined as

and L l? Ï . .,0-p* Ll) Æ  (^»7Lo)
each"component"of to thus being 

....

eachJC, ̂  being a particular value of the variable X  over the interval 
in which the function^ is defined. CO can then be thought of as

I p
being a function of p variables X ,  ^  which can have the

values X  * where C.OC.̂ jJjC*’̂-3  is the interval over

which the function is defined. Any UJ G  *TT can then be expanded
U)« J' U)Cx'....3cO (fCX^^ %'). c T C X ^ —

each "basis" function of T^^^being^^X 3
, , F\kkwhich is the Ccc Oc j base function. Quite often,as in the

above, the tensor product of two functions g  '3 ©/* v/ritten
X-f i.e. as the product of two functions over every

possible value of their variables.

The inner product between fuctions (JL& ® p  ̂ 64) and ^
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is defined as:-

<  u, cx,.,..Xp)l u)('x'....xO> = W(x'.- x O
.f U?(x*....x0lO(x'....X’̂ dy‘....tix'’.
'J —  focOThe symmetric and exterior powers of functions 0  • and •

A p - U , c J. VpT^^>.
à) Ê A f hninr rtpfinpd ns Ll) f%'...xO r f (X )
form the tensor spaces

being defined as 

each "component" of Ll) C x'  x O  being defined as

LUCx'....:cO. if(x')..... i'LxO.
with the assumtion that %  . Xat* and the functionsp

are defined over the same interval.

Thus we can say that

= i. betpi/a where the values

are always different 
from each other.

The inner product in terms of the constituent functions is given by

<u.(x.....Xp>lLU (x*.....xb -F, W U f "  >]

where ^   Xp) = fl/a * _éf̂ ».) -- -3p6tp)J

The symmetric functions Ll) 0 V T or can be similarly

where M(*f3 is the product of the multiplicities of the functions 

constituting Uj  fx* xO.

defined as

LüCx'....x^j = 7'/‘
± I/. Per%vi

® P -t-̂oo3 aP -T-Zkq) \jF -r(̂ ̂ * , / Y  * and Vp I can be defined in an

analagous way as before.
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Linear Hanrtingn of ( anclTfnaY onto themselves

Mappings 0  L. CT*^ 3 can be defined as\X(X|X'3 sometimes 

vrritten as iL ̂ X, | XgJ) . These mappings have the effect
fô<̂ -|u.()(,X̂ )g(>̂ )cLX.̂ , f  (x)

and mappings 6  ̂  as ' U»CX which have the effect
f  (X') • J  U C x ' X g } ^  ̂ X j . , f  f X), gC)ô e  Ih a

Linear functions and linear transformations associated with linear 

functions have the properties:-
(x)+^g(x) = ixCx)

where the components of K6<) are given by
K fx,) = ecf Ca:,)+/3 q C%,). 
oCLLCx‘IXjj+^VCx'IXo)= U)C%iXa)
where the components of U ) C X  Ix^ sre given hy
Uj6c'l%̂  : OC U[x'(x^ V Lx'lx»)
In this very truncated section on multilinear functions as tensors 
no consideration has been given to the-problems of convergence and 
other properties associated with the continuous and thus infinite 

dimensional "vectors" and Tensors, and thus the proceeding section 

is one of schematic understanding rather than of mathematical rigour.

Functional Vector and Tensor Spaces

Due to the linear nature of the functions we have previously 
been considering any linear function f  (a) can be expressed as a 

I.e. of other linear functions (of the same type i.e. covarient or 
contravarient). In general any £  0  can be expressed
as ap infinite sum

If we choose the functions £  CX) to^l.i. then any function €  T
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can be expressed in terms of a unique linear sum of them, and thus 

the set of coefficients ^........ ....oQ forms a unique character­

isation of the function f Cx3 , and in fact we can say that the 

vector C  represents the function f  in the functional space

. ' There is a 1-1 correspondence between every function 6 

and every vector in F . Thus the space and are isomorphic.

The set of functions f 6» ... oo is a basis for and
we can choose this set to be orthonormal.
i.e. j  * J t i C ^ ç ^ C ^ à y .
V/hen e x) 6 and Q  J" £  V  ■

If we restrict the size of this base set to be m  where ̂  is finite 

then we only have an approximate representation of T ^ ^ b y  F^*^ i.e.
f ^  cj ekx).
The spaces are now homomorphic i.e approximations "f ,'Ç ̂  0Ô....

might be the same; thus the vector C  might represent several true 

functions in I , but every tensor G T T ^  has only one representation 
, andr is idomorphic to a subspace of I , signified by 

r I.e. to every vector G r there is one function 0 r
s.t.g^W = ̂  cj e^cx)=0r/^^x3.
The spaces of linear t r a n s f o r m a t i o n s a r e  

isomorphic to and L (F(g,^^ , and the l.t.s 0  L C F  ̂ *^3
and L - ( m a p  one approximation into another.

Another very important isomorphism exists. That of 0 ^ ^ with 

F^  ̂ and with . For succinctness and brevity, we list
here the following isomorphisms denoted by —  and homomorphisms 

denoted by .
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p<>vÿ ~  ̂ ivvoo) ~  I <m ) ) ~*'^Cuo33-

L(i2fE''^)oi U<gTF‘’̂ j ^  lISTf‘'“*^)'^ L ( ® P T C ^ l

U-il̂ j>tf̂ ) — UC*SlpPi.J) —  t-C®pF(.̂ ô '̂
(2>̂  T ^ .

The equivalent isomorphisms and homomorphisms are also true,.for the 

symmetric and exterior Tensor product spaces and their associated 

linear mappings.

Direct Product, Compound and Induced Matrices
It is possible to represent all multilinear mappings, (i.e.

Tensor products, exterior products, symmetric products and contrac­

tions) as linear mappings between, in general, different dimensional 
spaces. In fact, multilinear maps are isomorphous to linear Î aps viz,

and multilinear mappings of the linear transformations associated

with and are isomorphous to Direct, Compound or Induced

Products of Ll3, U  0  L-CE^*^3 >U^^Cw O) * The Direct Products
are isomorphous to L C  E  3  > the Compound Products to L(/\T

and the Induced products to L C V ^ E ^ * ^ 3  • The mappings >£^^^3
Lie — 9 c J and L. C E  •— ^ f /can also be thought

of as special cases of Direct, Compound and Induced Products,
The above properties lead to a very useful way of conceptualising

Tensors and the l.t's associated with Tensors,
^  C Z vws) —Vectors c  c  or can be represented by a one-dimension­

al array of scalars, each scalar corresponding to a component of the
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vector, we can arrange this 1-dimensional array either as a row or 

a column. Ve choose contravnrient vectors(H. 3 to he represented hy 

a column of numbers and covarient by a row.
So we can write a scalar product as

( 1 2  3 4 5)
I /1\

hh1 4
Lb/

the product being defined as the sum of the products of like positions 
in row and column.

l.tfs 0  L L E  3 or L  (. can be represented by a

2-dimensional array of scalars so
L - denoting row 
J - denoting column

onai array oi s 

^ ...

An l.t, connecting two vectors £  E is written as

each row of CL acting as a row vector and forming an inner product 
with b to give each element c the element corresponding to that 
row of used in the inner product.

An l.t. connecting two vectors Q, is v/ritten as

This time, each column of 00 acting as a column vector forming a 
scalar product with b .
A Tensor product between vectors LL €  ̂ and V 6 can

be represented as the Direct Product, so
cî = V.
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and thus CL G
r-A TencrG^^ ^   ̂ can be represented by the Direct Product

Q.j‘\ t
I

&

where “ U,'* V *'

and a Tensor by the Direct Product

.*v%. •••• ^ « 1* • • • Cl •> . « •».»)— /H ■ I ' ' ̂  ^— —— ^
It * *where Ct = U.’̂V*'

The Tensor Product of l.t’; Where X e  L y e. L

where (JÜ ; «

given by 4 ^ /K
. . . M  (V)...

1  '
.,. 01/^6,....

.1 J

The structure is exactly the same for X  L ( ).
The above cases can easily be seen to be generalised to the general 
case for any p-linear Map (above case' is when p = 2).

£ E IrvOExterior products of vecto] 
way

C X, 1A ̂  a:̂ . A ( x f >  . C

can be represented in the following

/V\.
X
'c.

)

where the elements of X  are defined as

k - -  ■ ■

has a corresponding definition.
Both these are special cases of the Compound Product defined for l.t's

c  L  C a T L  ( x p  £<"»>).
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If IL G  L  then Ll A ........ A L L  denoted by Cp CLL)
< ? ) ^

is defined as
lO^CpCa) Cbkus l O a  L

th :n U) has the elements

tr̂.JJL, e Qp,^
ay.à bft-b 1 LL Co^ IM o J J is the Minor formed from elements
% ;........ 4%'j „

 c;J ° ,This is a special case of the compound product of a matrix LL

i.e. a mapping ^ L  (-E---- -- » 5  3 in which case \jJz C ^ L i Ù  is

defined as having elements

U H  »'*«‘ CaCcro/Ul^lj X, £ Si

Then the exterior product of vectors is generated when IX is considered

to be formed from the p - row vectors X, C.'.a p»x»u. Avïtrix) .

Then Cp C L O  is the product Pl̂ *’XjA. A X p  and row vector

of dimension Cp is formed, as there- is only one sequence 0^ G  f»p* 

The Induced product of l.t *s \JL 0  L C E ^  ^— 9 E ^LL»s on rx*\ Â szbix 

is defined as

Pf, Cu') = UÜ,

and the elements of LO as

* ---  Pern.
-*c^€

thus for LL G  L  Ce "̂*̂ 3 , (JL^^ has the same definition but

0  and then

Y  fu) . Uv V tl z lO

and LO 6 L  C ^ E ' " ‘̂3.
Vlien we consider IJL to be made up of the p-row vectors x( ^  S
then Pp (u3 • p • ^ ^ ...... V .
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— L I*

vector
m+p4

v/ith.

%?'...•

f : - ...

components defined as

6  & fi»vt •
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Mathematical Structiire of Density Matrices and vavefunctions of A 
identical particles with spin

Fermions are represented by antisymmetric wavefunctions and Bosons 
by symmetric wavefunctions (w.r.t, interchange of particle space- 
spin co-ordinates) These functions are Tensors Ç T  andV^T** 
respectively. Systems of A Fermions or A Bosons could equally well 
be represented by Density Matrices defined in terms of the wave­
functions thus:-

= J ^ C x  Xp)

where are space-spin co-ordinates of the î  ̂particle,

where ■f stands for Fermions and G /\ 1
and 6 stands for Bosons and C X !... X j G V  ̂ ”î~
Thus e e \J^T^
Wavefunctions could equally well be defined in terms of the Density 
Matrices, thus assigning the fundamental characterisation of the system 
to the Density Matrix rather than the wave-function̂

From now on we will deal explicitly with Fermions.
We can approximately represent on snd
T?»/x,'....Xp'k,....Xp') on A %  . A s ^ e A « F ( ^ >
it can be expressed as an exterior product of functions ,
i.e. - y,  whereX̂ (x^'\el^^^
Now if we say that is spanned by the orthonormal functions
f U)i  ^  , then a basis for A|̂ F(̂ )̂Can be written as

can write the space-spin functionCX^as
a product of a
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position space function and a spin space function i.e.
^  Cr3 5 ^ r - position space variable

spin space variable 
and i d  (̂#1, O.

Thus decomposed as

where Cdo^») - 5 : eO.
For an electronic systemdoo= , thus dimensions of F is
i.e. f(2 ôo;̂  = ®  SfSDo)
and
A  A F̂âvsoO*) = ̂  ®  P(vŷ où> ® •• • A*

We are mainly interested in the case of n = JZ so we will look at that 
in some detail. ^  —
Ag F (■Iha ô') = C <̂faîj A  |j(rvv«û®

This product can be shown to be equal to;-
®  Yi (̂KKod) ®  .

Now the dimensions of ̂  “ â. “ (i.e. number of bases
Tensors being $).
If the base of S the functional discrete spac^ is ^cC ^
^  and ̂  being orthonormal viz

. 0. p - - .  i

Then we can construct the bases Tensors of \l̂  ̂ (axo)

while only 1 independent Tensor, which we construct as

&  (« (\) fiCl,')}
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The hases of (the functional discrete space) is given by

and the base of V̂ P(wv'> is given by
|_TlV cr£rW.T,

Vg S^2.oâ> een be decomposed in terms of a direct sum,
. 5“  e s f i  @ 5‘ i

where 5( corresponds to the subspace generated by the basis tensor 
etc .*•’ cc/gs

and we can write ^Cxoc^ as 5 ̂
Ve thus can write ^

Each sub space has a particular spin symmetry, thus within a sub space 
we can ignore the spin symmetry and say that the space is spanned by 
spinless Tensors g, ^  or
and we notice that A% spanned
by identical sets of Tensors.
The product A 2 ̂^3 n\oo) also be written as ^

®  P(iw.cs>i ®  ̂ fko) A  ©  S(loo'>
0̂  ip

where = S(,̂ ) @  ^
The suhspaoe associated with the basis vector oC (fc) and
with the basis vector ^

Now A 2̂ ®  ^̂ oo> ~ ŷvvoo)

and A 2̂ ®  ̂//oo) " '̂ 2 *̂*̂ ')
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and we can write

Thus A a F ^ z ^ ,  = A ^  0 A a  Ô  (cll)

We note that not a factored position-spin space tensor

space i.e. tensors G  are not of the form ^s3
where \ (r) is a space function and(5)̂ «s3 spin functions.
We know that ~  (®2

(though an irreducible form of 71̂  ̂ 0 a )'
and ®2̂ 2̂kv,.eo) “ ® a  (̂o)̂  “ f<vwoo> ®  ®  R*Vo»)®

. 0 ■ ®. lî-, ® K  ® ® ®‘  C ,]
Gc*“‘where .... etc are the 4 suhspaces associated with the 4 bases

tensors that span®^S^^.j { f C C % ^  I'^Ji (\^^fi(\'^cL(p^

H.n<.e —  TTa r®iÇ™.>®

As T* (x, l^|)O^AaF we can see that the spin
»2 —factorisation (i.e. decomposition of /\a.*" into a direct sum of

direct products of position space and spin space functions) will 
follow from that of Aa^(2.iM,tĉ . Hence considering the 5 represent- 
ations of ̂ x^l2.yus>^ we have for /Xjr the following: -
0 ) . A \ =  [A  A’-S^̂ '̂ ] ®

®  Yi ®  Vi.Pti*««) ®  AuS(cbâ) 1  
. A f  (2) A a P < K ^  ®  Vo.%0»)
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620a)

which in equivalent notation to that of before becomes

Cn̂ cû)n K ̂ n̂ »vvĉ  ̂ A* n^^eo)
©  A  J ®  A ,  P/i/3«pt ©  Aa

Alc“-^ = Al pj::̂ ® K e A'. Q ;
®  ̂ 2 PoC/3j,C5(OC ®  ®

Ĉ Q!P̂  _ A ^ O  (^eo)

® A“ V, p j:^  ® A' f i; ;4  ®

©  v x e ! ; ÿ L  ®  v %  ® v ’ A / r ‘
© \/l pfUA-Cti

Va t̂ jSŝ /îs
Clarity will be restored in the following Direct product representation 

.2 ̂of an element of A^r which is partitioned in the same way as
the above decomposition

A.L)V.R^A,Pk.)A,C

A S«CoC

Vf,KpS

A'G

AV,

Wpt

|3̂

0,
oicCoCU ctoc oCjSs 04c</S/5

A

P^ol/Sj /2 W

Thus w.r.t. spin symmetry a
A^ r- »u«o)Tensor G /\̂  r has

16 components. These comp­
onents are completely spin 
independent (within the 
qualification that each one 
is associated with a partic­
ular spin symmetry). The 
dimension of this represent­
ation is: -

(3 Cn-h O x ( S C „ +  O
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(ii)

At = 7T, [o’ Pir’ ® 0‘ ® ®' f̂'r̂ ® ffT'l Ŝ .
[®.C®®.C) ® ®* C>]

■ = - iï“ [ « : C ® a Æ > 0 ^ Ç i © a : É ? > 0 l C

®  ®iPpajSa® fjS/îw/î®®2^/î^«

A ̂  r—In Direct Product Representation of i\^ p the above decomp­
osition is represented by the following partitioning: - 

A. -

- ï f - M fi

IT'’:® fi

TT:<^Rl̂fi

oLtiiAoc oCo<cL[̂

cC/Sw ^/S«^

/Sv̂ oc ^m /Soc

/3̂ do( /Î̂ /ÎC( /̂î/î/i

This decomposition is not a 
decomposition into a factored 
Tensor space of the form 
position functions % spin 
functions. Thus each comp­
onent is dependent on spin 
and each block is in general 
a different subspace w.r.t. 
spin and position. The 
dimension of this represent­
ation is x 4iĥ

In general f 4 - 'c„'i
If the Tensors 0 antisymmetric then
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On)

AC<iUeô A''27»Ueo>

A ‘P,
6u«â)
cCoC

p«</3

A"P
fntao)
A*

oùg(.cIpC oCcLoL

UpôU<

This Direct Product represent­
ation corresponds to the 
decomposition

AàF”- ’= [ A " ® Ç ' ® A ’C ! l

®[AaC®C®A.ÛT
- a\C « a\C ^K ,C ® C À
© A ' C ’s C M ' C f e C )
®  pj;“’®6<“ ® Ç ’8 A , C s .

/̂3/kxoû)’® 6 ‘r W £

This decomposition is into a partially factored space, the components 
containing anoC^ subscript are not a product of position-space spin 
parts while the others are. Thus these latter subspaces are spin 
independent. The dimension of this representation is

which is equal to the Dimension of representation (I’l), though there 
are only 9 different components in the above decomposition.

The proceeding analysis of the structure of Aâ ;Z*uo6) and/̂ ^̂ F 
shows the structure of 6 X (X Xz j
G w.r.t. spin symmetry, and in certain decompositions we
can separate spatial and spin parts of the functions, thus making it 
possible to work in position functions that have implicit spin properties
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A set of orthonormal functions 6 form a basis
for (i.e. a discret functional space), thus a basis for

can be derived. As the ^x^(^n\ao)

are isomorphous the spin decompositions in A- F/- . are exactly^ 12»uoOJ
reflected in
Representation of 7T^ LL̂ ond Ll̂ on(%̂

TT^ is defined as S  . 0\; wkoi tx G 0  P
^  G 7T":

7T̂  is defined as JL ^ 4 Oji Uikdti It G P
t © ^

(Jt̂  andlJl̂  have the following action
u'':
U": V'P'"^

Thus {jL^e. L d M ’-_,'"C^\cuvel
while 7T^ £  Lp (Ai^-9 fthti TT*£ Lp Cm '*’—> M  ^
(Lp indicates sub space of L , the subspace of l.t.s that are pro­
jections)

TT A gIn Dirac Notation the projection operatorsT\ andlT are represented
as;-

A®V,®’>?x / . 0-ĉ

2^65%^
Now the action of CT̂  is defined on tW integers as
while its action on two integers is s OC 0

depending whether  ̂O'̂, r L, of L
Thus

sj. f 1
IO «>> 9«3 , J
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and

^  <>1 = ̂  1 i S CTx I
gVGSa,n\

4  (ô 'Yc ') IC^, CO o^^Cfx) 4- 0^^,) CG;,,,Cf,)>

The projection matrices can he represented by a product of the form 
{Ji where |J. is a rectangular (p x. S ) matrix, and U  U ^ c  % g   ̂

i.e. U, has as its right inverse thus we can say that it is unitary 
to the right, and Ll 6 L (.r —^ s3.
Thus we have
TT^ = loUcfc «Xîw‘*-j U- 6 L
7T^ c u Li^ G  L (M — ^ Cfx)

S AThe elements of Ll and Ll are given by; -
, <0Vy,<r», I r p®»,er,7i 1 wk«r* cr<, 6%z,«v\
U  r T j T m  I ] ■> ̂
I ,A 0-o.ĉOx ■ I f X

It can be shown quite easily that
ffk

and
S  Ü?;:;::/^ïr.^/-60cr,GGr,,

thus showing that Ll̂  transforms a basis of ©  ^into a basis for 
A  P  ̂ and that ll transforms a basis of ®   ̂into a basis for
V  P  ̂ and it is also easily verified that
TT". UA

So we have that if X G ®  ̂ P then

U’ X . X'e V ‘ P‘"''
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and . , \
U"'x = X* fe A  f
TT'*X V CttxY  = U*** U*' y , y^x''
1T*X = Cnx'f 6 0^?'*“̂ = u®* U? X = X*
Thus the reverse transformations on and viz andlA X
give the antisymmetric and symmetric projections of Xonto ®  ^
not X it self, and in fact as X  = TV*̂  X + TT X 
then

S>1 p'"' = C TT ̂  : Q\ @  F; : ®  J P

= Ctt''. 0^ f 0 ’ P'"®') ®  ; ®  6 ^  Ô  Fs

and any element tO t can be represented by the projections
T T U )  Fft , F** U) TTs.-TT® U)TTft , T *  WTTs
onto the various subspaces of and the associated l.t.s will
give the reduced projections onto
and Vi P̂ '̂ 'viz U ” U) U a  • U'' LU Us. U*UJ U a  AAol U* U) Us-
Thus we can write in terms of tl̂ , U.^ 6 Ĉ \and L(M^—>̂ Ci\3
that if (O 6 ®  2 then
UP W  = LO**e 
U^LUU"*» u / ‘'e 
U''U)U®^ = V" AaP‘~'
U''l0U'**= Lu'*" e Â s

and noting TT = IT
,F^ lO F *  = U*'" U ^ l V U Ü  ̂  uf® U* e ̂  Q l  P‘"'̂

JT^ U ) T ^  = U®* U® W  - U®* W** U''

LJ U ® £ F s

/
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TT*' U3 T T L O  u ' * ' 'U''"'U f ^ U''GFft •• ® \  f(w1

and hence the reverse transformations from the subspaces are only
onto the associated projections of I
Thus

m  =TT’u)Tr' 0  Tr'u)T"ffiit''wir’© TT^WTT"
. =Uf'U)“U‘© U='"W'V®U*’u)“U‘®U"*W""U"
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CHAPTER THREE.



Representations of 2nd Order Reduced Matrix
The central point of interest in this thesis is the 2nd Order 

Reduced Density Matrix. In this chapter we analyse its various forms 
of representation for Singlet Spin states, its symmetry properties 
(with respect to spin for this state) and its associated natural spin 
geminals (N.S.G*s). Then in conclusion we study the relation of the 
natural spin.orbitals (N.S.O*s) of the 1st Order Reduced Density 
Matrix with the N.S.O*s associated with the N.S.G's, and thus infering 
in general the difficulty in relating Natural expansions of different 
orders of Reduction of the Density Matrix to each other.

The 2nd Order Reduced Density Operator can be represented
on A a  F by (x/ Xz I K  Xx) * Îris can be expanded •
over a basis for /\2 in the form

y X

ThnsV^*^ forms a representation of over
When we consider the decomposition S

of A\F^ on which the representation of is diagonal (the
scalar total spin angular momentum operator), T i  X , 
can be expanded as

(Si, V 'Cl 'Cl -nix'fOo JL̂ _*5uî

4 2 2 Tg,S.t''='‘Vd5®t
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V <v <̂ 1X y* t -J J
+2X 7 v\7

X (Tv I /yt I t Vz '

M -'-%. ‘'î‘/b

where
;@̂ Ĉi4)ï̂ ©/3ûij@.,;̂ û̂à=̂ C«fCi)̂ +xCiî)y3̂ i) ) 

where 6 ««l
The terms involving mixed spin functions are zero if F  Ct'2 |IÂ  
represents a pure Singlet Spin state.
The moot; succinct bilinear expansion of A'l' 13-3 in
terms of a set of functions that form a basis for its
Natural expansion i.e. its expansion in terms of its eigenfunctions,
viz functions with the property
f T  C\-2‘ Ux). 6a.)dTi = n “.
where is the eigenvalue associated with the eigenfunction -Q» (|23
In terms of such functions that form an orthonormal basis for Aa
wheref_Q_ (,£^_Q_'-(li>aX=6u,

a piiiK)

I ,Z
•̂ CilU-A y

T % y | , a  - S  w W e  f  K' n '".

Notice that the sub and superscripts associated with each function 
are no longer associated with sequences in This as will be
shown is because exterior products formed from a common set of functions

cannot in general form the set of functions

.....

We can connect the two bases of A  viz and
ll) by a unitary transformation matrix Y viz.
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cr̂ eQa.lk̂  <•
If can be diagonalised on the spin symmetric basis of A
we can consider the Natural expansion of "T ̂ Vl'2.’I IcO over the
spin symmetric decomposition of 3̂-*̂'̂ and we see that

A ‘a‘llo3 = 'S

* T \ w “

all other terms being zero, which would not be the case if T* 
was not diagonalisable over the spin partitioned bases, but when it 
represents a pure Singlet spin state it is always possible to find a 
diagonal form over the spin symmetric decomposition of /\z “

e A* G •

The two bases of A**" are linked by the unitary transformation
V, v^.v;v, = M,v/=i

and the two bases of \/̂ P ̂  by
yU'̂.Cii) - 21 \4 ̂  TT O’ u3ACf& % =  %  Vs
These transformations between bases of A A  oni V P
on to bases of A  ̂A^ and can be represented
in the form

\J.\jôCiCL^ where .XII is the column vector with
Kcomponents and L0Cl2^ is the

\| ,
Icolumn vector with components TT LO X*.̂ . 
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S im ila r ly

where the components o f the column vectors

^Jdcsc,, o'"(i70 <x„j, a-'̂ C\‘x'>

%' w are defined in  an analagous fashion to
and yU cip ^r V- O' k

those o f U j C i Ç O  llSD .

I f  a fu n c tio n -f  t v i s  represented hy a vec to r on the ^ £ L , C

basis o f F  and by on the LO C 12:3 bases o f F

then and are re la te d  by

f, = V, f,,
and i f  D C l‘ü ‘ I I 9^3 is  represented by a m atrix  b |  on the  

.X I 0 .C Ï .  C i c C )  basis o f A \F ^ ^ '^ "^ a n d  by on the

lO C l'1 ‘3 ®  (jJ C iîO  basis, then b, and b;^ are  re la te d  by

Now the expansion o f I i X )  over the 6 0 ^ l'ÎL'3 ®  U3 C I 23

basis o f A ^  can be w r it te n  as

= W C i'2 . 'I i2 3 .T ^ " ^ ^  .

where UJ C 1*2.'I *CO is  the m atrix  defined as LJC v'l'l i £ > - \ aJ U3ClSÙ

and thus has elements ~ T T  U )  '’( X ^ 3 ®

is  the representation  o f 0 ‘jl* 1 f S3 on A g  

w .r . t .  the L O I (jv) tl5D bas is .

Hence we can w rite  the N a tu ra l expansion as

and has elements _ 0 - ( r a . ' I  IsT) i_ “ ü î 'C l 'S . O ®

Ve can also w rite  S l ^  Cl‘2* IICC3 = V  (jO ^**2.'l \ S i )  Y *^

7 ^*^ = V T ' * V +
i . e .  T ‘ * '^G' a M ijA = ^ % V  W ( r r i i x )  v + V t ' *  V

S im ila r ly  we can apply th is  formalism to  the spin symmetric decomposition
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VIZof 

5 I f â  = Vs O'' C1 'A.' 11 a) % *

rCoST3ÏÏ. - v, t £ ,  V.7 V i

The matrices V^ and are submatrices of the total matrix that
transforms the basis | O  (\VCîOéE> ©
O' Oi^l^i)liCo^0 C^^Clx)^ ̂ UO)^l^)-ci{x)/itd^ ^ onto the corres­
ponding natural basis of i.e. V = ©  V̂  Ê)

cr6i)= Û*'̂ 6a3̂ ô̂ O%:ùo(fi^

and V.OrlisO -yttCi23o»ot VV ^ -

whereyÜCitÙ = /iH l o W ©

and -Q*'' =[v,© V„©V,©Vs] [v> V >  Vj © Vs*-]
where 1is expressed on the spin symmetric O’Cl2.3 basis, and is
of block diagonal form on this basis i.e.

ifc ©"^sfta @  ~Q ^■Pî3̂ |i'̂  ''</is''/Ss

(as we assume represents a pure spin state of the system)
Thus we can write when (i'jL'( 1%.̂  represents a pure spin state 
that

,0'
G

ill)
-nW i J

■

where 0"Cl3̂  is the matrix

V Ü 
0 %

0
0\ acii)

V
. 0 '  

0  %4
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Ĉ5 (liLâ ©Cr

and this is not of block diagonal form.
The eigenfunctionsJLV* Ir, [̂ 3 . ® L =  •
are called Natural Spin Geminals (N.S.G.) and they form Natural 
representations of "p on A\
The bases that form a diagonal representation of can thus be
constructed in two different ways
i.e. either from diagonalisingT*̂ '̂  as represented on the j^(0Cx,^ 
basis of ̂  by diagonalisingT* as represented on the

[0^CrS^&O)>,iiCr,r^Q0afi^Cf,C^o\fi^(sSx'y) basis of
A^ F ̂ *̂̂ ând the new bases are

f i l  C K, Xz) \ and f  2  /X Cr, respectivelyV J «injunctions
wliieh are identical to each other or can be made so; thus there is a
unique correspondence s.t.

Cx, xj> -JiX̂Cr, (H)c ' -.

k%l^ >V\(îU\n-î3 j  TW^AA-I^A U>1\£k i “CLcCf
cui<ij-\ **

As we see an N.S.G* can be constructed from a direct product of a pure 
position space function with a spin space function. The position space 
function̂ j Cf̂  is called a Natural Geminal and the set of Natural
Geminals forms a basis for either Â P̂ *'̂ '̂ Of
The elements of the diagonal representation of”P̂ *̂̂  on F are 
called the occupation numbers of the associated N.S.G. (i.e. the : N.S.G* 
they are associated with whenT*̂ *’Vl'2.'l ̂ 3 is expanded over the 
set of N.S.G’s).

When Cl'2.‘l ICC) represents a pure spin state of the N
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particle system then we have see that its N.G*s are either anti­
symmetric or symmetric functions 
i.e. either € or
viz I superscript a denoting Ê A P

and S

and^l tr.fjN ey U ^ f a O

Hence they can always be written as the symmetric or exterior product 
of the functions Q,

= j.  ̂  cj) CO'XOvV if f  X V = >R
<j> = %  V a 2.

and
cv

yh (r. ^ (j) C O  'XIc) - (j) ( o  X c o ]
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Orthonormality of Geminals and Overlap
A geminal is spatially orthonormal to another geminal )̂' when the 

following relationship is satisfied.
1 X*' (lO) = (fk' =

where and A^' are purely spatial functions.
Now if , Aĵ * ^ Z'? Qp P they can be expressed in
terms of one variable function so
@  e

A** ^Ca) +  (^‘-U') ^ ( l )  j  l=j

 ̂ ^ ,̂-1
We make no assumption about the properties of the set of functions i (P J 
except they form a basis for (i.e. they are l.i.)
The orthonormality condition in terms of these 1 variable functions 
is thus
@  I W  ( ( ) ; % ' > - < . (̂t)

■ilsi.si-s:.%‘-5;.si+s'.si;y 

= s ‘, s i - s : . s ; .

“*>«“  S.VV - 4  c i ^ y

{Sf.sJ + Sj.s-}.]

Similarly!

rs
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‘ j*  ̂=J ûnfit f z S 
= S or I :j;j a»k)l r=s
ZÙ. '%} itj r:jiS

Thus for the geminal orthonormality relationships to hold
@ 4 . A V ‘-«“ 5v.si,5j.sJ k * k -

:}: -̂ ô Crs)
and Sĵ .Sj ““ Sj . = I ioUg4< fe s fe,*
s^.s{ = w k ^  k 4

^ 4  • sj 4- sj . S^ = ioU ck k  % k*.
2

One possible solution in terms of the functions J c|) t is when 
these functions form an orthonormal basis for i.e. z S  ̂ .

However, this is only a particular solution not a general one,and 
generally the set ^ would have tô ! Toe l.d if it was to famish
a solution for ̂ all k,
I i.e. for all the orthonormal geminals in F j

N.S.G's and their N.S.O's 
We have seen that

Now if we define a partial 2nd Order Reduced Density Matrix, or the 
2nd Order Reduced Density Matrix associated with a particular N.S.G as
T*f Ci’A'11%) = X f  (I'aG 

T'*Vi'a‘|ia)=S
”r^ (l Z' lU) is also the projection Ifetrix associated with the
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eigensubspace of T* and it projects elements of
onto this subspace, in common with all projection operators

i.e. it is idempotent âûd it has one eigenvalue of 1 and the rest of 
zero. Thus "TJ* I » the eigenfunction associated with
the non zero eigenvalue is jCL̂ llCÛ
With^Tj^ I we can associate a 1st Order Reduced Density Matrix 
so

The 1 variable eigenfunctions of Ç inform a basis for f that 
gives a diagonal matrix representation of Çĵ ClMi)viz

where

In Matrix notation we can write 

k
P CriX -- T / ÿ

The elements of Ç ̂  are the statistical weights with which each <|)̂ (X,3
appears in fĵ Ct'Il3 known as the occupation number of that orbital.
Ç ̂  expressed in the orthonormal basis ̂  Lû (oj of F is a

a c|unitary transformation of i.e.

and ̂  IX.J J
à*’(Ù S are known as the H.S.O's of T|̂

Each of the N.S.G*S gives rise to an associated 2nd Order Reduced 
Density Matrix * labelled with a subscript a, when the N.G
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G A  cû) ^ subscript S when it € (l'2!|*%3
(i*) ^or T*i. (l'Z'll23 . The N.S.O's are a direct product of position 

space functions ijJ CrJ and spin space functions 
spin functions are
s,io =

(«10 +i(S(o).

VOU«.f̂  L= J7.
Each set of N,S.O*s associated with an N.S.G has ̂  orthonormal members

F(%wO nand only when the ^|<’S can be simultaneously
diagonalised are the sets ^ Cl3 j the same.

Every Reduced 2nd Order Density Matrix can be represented as a 
direct product of a pure position spaçe density matrix and a spin 
space density matrix, so

Also every Vk CXj be so factored
Ĉ (x,' ixo-.Ç.k('-:iO®d'm ‘oure.

Where the context is clear 1 will still be used to denote and 
2 % etc; and spin function I %») for example is
given by

If an N.G can be expressed as a symmetric or antisymmetric product 
of two functions ^  (l3 >7^10 » the type of product depending on
whetherjU*̂  G or^ *ïl23 V* then we can say that
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jU^O:ù [ l|? CO"XU) i X d O ]

w h e r eV  is a nonaalisation factor satisfying

. Ç^WA=± ^14>«>«{)(0|n^Tl'?to><7(.)|s^T|iai)X‘i>tù|s5+ixt.)Xxa)/.  ̂
wW r <7(51 Xtù> ; V (01w> ;

'î *1
For the geminal to be normalised ^ - S\y J ” ̂

Thus 0 \
T.'
'V

bc4t0.4. ,» yll*' 6

The eigenfunctions of Ç̂ ŷ *̂*/lr,3 associated with non-zero eigenvalues 
must be of the form j 4̂ ^  Ft 1 " X * t h u s : -

ç̂(.'\0 [c. =1 (')> cj va> Î Sy c, |vc5>

•*■ [(»»ii)S^ + S  J

Thus for Tj^(l‘2.MlCÙG we have

■' ) [Cc. 1 vV(5>tCi,j tW>]

- 3.12 -
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For the eigenvectors to be orthonormal

C <  C c i . l H ’© > C £ ^ ( X d ) »  1
C<! 4» (0 Ic c, 4 < X ( | >  1 C i j  [  Cj, 1 H ) C 5 > + C j ,  (x ( 5  > ] = 0

+  ̂  O

Cjj*f Ĉti C|*̂ +Cl4,Ĉ*i3....^ ...... ®
As all l.c’s of Vp (0 and^ (0 can be eigenvectors ve can choose 
then we have from

*‘. ft4Lp+K*jf̂ 42S,Ĵ 3  ̂" L̂%.
If we choose C-̂  = + Cm^^+Iv4^

we have from® M ̂  Cj, + Cj ^ Cj^+ Cy ̂  S ̂  %0

If we let X - (̂*4 kkcn. -XCj, =
(N^ + S^3

Then from the normalisation on the 2nd eigenfunction we have
N\p Cj, +  X ^ C j ,  - X  X Cj, = I

.-. C = ± [ X^l4^-n4^-&xs!^] we choose +ve sign

and
Cj, V - X [ x ' N ^  + M ^ , - i X 6 Ï ] ' ‘''̂

Thus we have
“ ‘i>'«  Cl f  “ >  *

' t ' ‘'''’ix-i4,4<-ws4y* Ll 'p‘" > -  ̂

where X= (Nyp+S^)
tïïTTsI Î
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Both eigenfunctions have the eigenvalue = ~̂  •
When X = I can he expressed an an antisymmetric product of
its N,0*s, This is the case when = , hut we always scale the
functions a n d s o  that without altering their
eigenvalues.
Then ,

-- [k k + O ] ^  1 %(o>‘]r I -I X(0>]
then we can form l.c's of (j) fO and (D that are still
eigenfunctions with eigenvalues « ^

[c k̂ k ŝ ï»  " f  «  * U(«-4)T* '•ffo] ' ^ 1  

“ ‘ïir* p » ‘w-5îi3’‘ “(b'co]

and we can always scale I ^ (.0̂  and ( XCô'^to he normalised to 1 i.e. 
Mr I and thuspi^Cli^ G always he expressed as an
antisymmetric product of its N.O*s viz

i  {H (̂.UCi2>-vptàX(ù]
* P r- (ivV£̂This analysis can he generalised to functions G /\p r for any P

and it can he shown that if Gr (l!... p‘lI..*, p̂  = (l*.... p )% ((» ' p)
then the 1st Order Reduced Density Matrix associated p)
and defined as

has H.S.O's ̂ 0 each associated with the eigenvalue
or 0. There arep N.S.O*s associated with the eigenvalue p and rv\-p 
with the eigenvalue 0.

=z S

- 3.14 -



and *X 0  can be constructed from the exterior product of the
NiS,0*s associated with the non-zero eigenvalues i.e.
XCi— p)r g ' t o u a / c  g^(0

have eigenvalues and 0 Ç l ) , h a v e  eigenvalues of 0,

For symmetric N.G*s i.ê tJ. we have:-

^ \̂v L̂»+ ( \

For I to be an eigenfunction we have the
constraining condition

CÛ, CÏZ

The eigenequation then becomes
[Ci.l V(|)>XCiTl^ [Vl̂ M„+ Sy - Mx'i ][cc,[ljj

So the eigenfunctions are no longer degenerate except in the special 
case Svp - O .
C This is a special case for̂ Û Ciẑ G and not f o r f
as in the latter case the eigenvalues are independent of while
in the former they depend on S^"]
For orthonormality of the eigenfunctions we have the same conditions 
as before viz
Mv^ **’ • *...... ®
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Using ® and the above condition on Cit we have

i.e.2C,',[M^t[^^SÏ] = ,

which gives for My ̂  5^ that

Ci,-

when  ̂ Sii>

We have only 1 non-zero eigenvalue of the value J_ ̂ ^2 
_ WiiMv _ .

 ̂and C;,, can only have the value

c., c ±^ CxxNvl''’-]
Thus the eigenvector associated with the non-zero eigenvalue can 
only be of the form
“f (l'P(ù>*l H-C.w -iîiip I +(ù> ̂
For the more general case of 2 non-zero eigenvalues we take

M vp
F c

/ Nx  \V,
“* S' -é K  -[%]'' SÎ]'*'' = (
“ “  '̂ j=- [“f - [ % ]

The eigenfunction associated
with the e i g e n v a l u e ^ ^  + S ̂  , and the eigenfunction

= Cj jj v\> ( 0^ + Cĵ  I with the eigenvalue ̂  |%C *1%N^ ^.
These two functions satisfy condition ®  for orthoganility.
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A G\I P  ̂ can have 1 or 2 non-zero eigenvalues, and
in general cannot be expressed as a symmetric product of its R.O's.
Thus we have the following expansions in terms of their eigenfunctions 
for (I'l associated withjU*̂ (l2̂  G P and 
associated w i t h 6 \1̂

t andj being the eigenfunctions associated 
with the only 2 non-zero eigenvalues,

Xv *̂ (|)̂ (0 ,*5

6 V the eigenvalue associated with the eigenfunction
2 possible expansions exist f o r v i z ;  -

cjï ̂ ^ (![)̂ CO i.e. only one non zero eigenvalue « 1.

two non zero eigenvalues and
Because of the normalisation condition onjLl ^A the sum of the 
eigenvalues belonging to any one decomposition must be unity i.e.

We can now write out two equivalent expansions of the 1st Order 
Reduced Density Matrix. These can be arrived at by considering the 
contraction of in two different ways.
The Natural expansion of the Reduced 2nd Order Density Matrix can be 
written as

in.
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Hence the 1st Order Reduced Density Matrix can he defined as

Now if we expand each A and Ç . (p|||̂ in terns of their
N.O's we can write

e (. -16 = ^  { " a  t  %  ' Y ( ' )
fn\ . . , . . ̂
^  ÿCÔ' <̂{)j

. i (üOWti)+|l(0{iOu
We can write thin in matrix notation as oârn+t)/
f W ' m t ?  T v ‘>'‘"4<'''^Kyn«yMVs

(%i *1ti)\
• * ^ t ! 4«»«w

t  * *is the diagonal matrix with elements \j * •
 ̂X II II II II II II X"̂* * ̂ 'X *1,
* <f>(l'll) is the matrix with elements d>g CÎ)
'«̂ (I'll)'' " " " "
if we write each *’̂ (̂ (\*lA , I f and in

rms of the| basis of we can write
Now 
terms
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\  ' 4 ' ' +xf H i •

where the matrices *" Vg » ̂ transform from the basis
and (0̂  onto the basis f

, %  ‘‘x'x* c(i’iiY][yj Ï+Y f t ] ]
and we can define

e“ (ri \  ‘"X w ; 06'I lY] V? : * s  ''■ [r. v x  i m S\
v r O

#vv̂rHt;V .
w  e 'f ii ) .^ { 2  [t/ v “X 'v ; a M .g y f'.S  [T.V,“AW /afri4]yffj

ih« Ç (I'liy. Ç“(j1i>.Ç î'|iy =g'(rl,>ü'Xi»*£P(rW(î6')|4(i)
where£^(l*lO and £^(t*h^ are the spinless 1st Order Reduced Density 
Matrices.
Now we can expand ̂ C(U A dn terms of its own N.S.O's so

Ç (rii) -- (I'fxio (,)+ 3^%' iv ) H o ) îÔ (i)

where and are the representations of andÇ '*'lO
on w.r.t. a basis of eigenfunctions of Ç O'lO
We can write this expansion of Ç(|*\A

where (i'll) is the matrix with elements *X(l'li)̂
^'i^CvU') " " " " ”and

Also

= Tr^V^-XC.-ID-Y^-VCd •^Y^+Tr'*V '*X(i‘lî)''V̂ '*VÇj'*V
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where“ (X (0 = 'S'*Vf (XCO

and “ V* V+--‘< V+“V - - Î

Thus (̂,.|,) =Tr aCrnrvgyv^ +Tr aù-i^Y^  ̂ V".

We can now compare the two expansions of Ç (j'l which gives the 
equalities

MÙm̂ OyC , • , ,
^ ( 2  t/ v ,(“>a .y ;:) v;o(ii,)*2 Tr\("<A.')?;yv>«

•Tr“v f j“v+a(i'»- w

= TrNÇf '*Y'-aCl'll> - (.1)

where we have multiplied the matrices "by the scalars

/ t V > / 5 I > / t t ) "s I
. • iIf we make the hypothesis that for all <- and t 

and ̂

and thus  ̂̂ \ « "%%y% » for all relevant L

%
7PT

Then we can write the L.H.S of (1) as
a 
Tvn

and L.H.S of (2) as

and only when is the above hypothesis satisfied can we express
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(d ^  Contractions of

and only then can double subscripts be used to relate the elements of 
with a common set of functions G , viz only then do

the N.S.G's have common N.S.O's, and these are the same as the N.S.O's 
of the 1st Order Reduced Density Matrix i.e.
“ V* v,.^v

“ * eS- 4..

The non-equality of the N.S.O's associated with N.S.G's and those
of the 1st Order Reduced Density Matrix is true in general of all
other orders of Natural functions, and we can say in general that the
N.S.O*s of the p̂  ̂Order Reduced Density Matrices associated with the
p̂  ̂order Natural functions are not identical with the N.S.O*s of the

th1st Order Reduced Density Matrix formed by reduction of the p Order 
Reduced Density Matrix, which infers that the p̂  ̂natural functions 
are not exterior products of a common orthonormal set of functions
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CHAPTER FOUR.



A general N-particle Operator can be expressed as a sum of 
*1 2., nI particle operators so ^
0 ( 1 .......m') .  0 , 4  ÿ  0,(0+ r. ......... o n ........ f ù

where primed summation infers i and the arguments of the Operator
 ^ refer to the particle L.....

^  can be represented in the co-ordinate representation over
® ' , F M  ........

As we are only interested in at most two particle operators for the 
purpose of this thesis, we concern ourselves only with a truncated 
expansion of viz » ̂
0(l..N)=a='Ô̂+ ̂  0,di)+2l 

Ĵ
With a system of identical particles, operation on one particle must 
be the same as operation on another thus ^
0(\... n‘) ^ 0 , +  mo, (0 + NjÇ^bÙ OjCiîÛ

and we can write
OfuO - \o 4 N 6. (Ù + Mfhf-A Z . over 2 particle sub-L- ® 3T" JlTOsRT

system of anN particle 
system

The operator 0(\^caxx be wholly represented over L(A? F ^as its 
eigenfunctions must belong to that space. If, however, we limit 
ourselves toL we can approximately represent 0(iS^ , and

A
thus we can construct approximate eigenfunctions of O  L* A  
We note that all orders of operators are self conjugate i.e.
0*̂  ( I  « Ô  ( I....... p)
Thus the representation of Ô  C\   €:L^A?F
• the representation of 0  p) 6 L f
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Representation of Operators *
The basis of ®  is defined as Ùü'j Of> 6

or where (^e Sa, , O^CuOe
and G ®  5

where Cia3 =

®Oĵ 05Ù ' Scr̂ /O ScTnL̂ Ô  ̂^
The basis of A F as La3ct̂ ^ ^Z,
where U)o-̂ Cl2) = ̂  [ U3cr̂  63 U3cr,̂ 6̂z3 - D c r ^ / ^  
that of ^  p A . S  ̂0V^Gli3^ 01̂  G Q.a,riA
where 6z3 =j^ J Oir̂  ̂̂l3 O'jf̂ Ĉ̂ O ̂  Ocr̂ ĈSi) j .

and that V P aS j 6l3^ CT̂ G Gï̂  ̂

where 0 ^  ClîD * Vm ^^ZI ̂"''>/*̂  '*’

The bases of the spin spaces of rank 2 can be written explicitly 
/f 63 ̂ Cz3 -oĉ 23/?63*j-®ç(̂ (̂lîOonly 1 function as it

is a 1 dimensional space 
= |«(Q «(:Ù, j^(o(6)^fA+e(Ùùj6(i)l^(0^(^5

SPIN FREE OPERATORS
These can be represented completely in L f 

or L C t h e n  assigned to a particular spin symmetry.
The bases of L a n d U C ^  are respectively

[o 6'i')® Qa.i'w.

cr,,^ûay^ , 0-̂ . £. Gr»,^

orA [ a ' ' % ’a>)<S>c^^Ci!o} cr^,cr^e
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and if is an operator representation in A  its
representations over L ( ) » L and L t can be
written in Dirac Rotation as
0 ^  = 1 06 ':' I IS) laj^£.iy>€

0 %  , 10 6  -1,9) I G
0 ^  =  l O C i ’ î ’ lia.') l c r ^ c i ^ >  e
and each of these elements can be assigned to a following spin 
symmetry respectively viz

^ (i.e. one such sequence isoC6')|3te')/3̂ i)pĈ l))

. « / î s C r ' a ' l / î O  

®j3(«pp6'a’l lîC)

The representation of the operators over L ( and L C V  
can be written solely in terms of the elements that represent the 
operator over L ( 
viz if

'‘ 0 ?  £ L ( cro = Ci.iO ] 6 0:,,̂

= i  I 4 . y .  - o S i ' ,  -  o Y Y  +

where Oo*^ G L C ®  P 3, .vv

«Id ir'o" 6 L. CVf «  ̂  6

*'■“ Pj,'j‘ • VMîïtisg^jOjV * oj;.j; +

POSITION SPACE FREE OPERATORS - SPIN DEPENDENT
These can be completely represented onL(/^S
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or then assigned to a representation of a particular position
space function
Thus ^

=^®°^6V)| OCl‘il'1 1̂3 and go over the sequences
G U. ( ®  3 based on o(, ̂

=  < ( 0 f ^ ’ ( l ' a . O  l o O ' i ' l i a ' i  1 e
0 %  = < OCiyltx^ 1 (B)r,

The representations of the operators over ^ and L  j
can be written solely in terms of the elements that represent the 
operators over L

o : t ‘ . * ( o : f + 6 t * o C + o ( : ) e a v > s ‘->iand /3t = t  '• 1-

and each one of these elements can be assigned to a spatial represent­
ation

oMoi<o"’'6‘a'> Icr^aà)> = e 0 *  e Sa.«v

If the position space functions were not orthonormal the representations 
assigned to the spin functions would not be ^ S
The general spin-position space dependent operator has to be represent­
ed over A,%F ̂ ^or L F ̂*̂ ompletely. This will be dealt with 
a little later as for the particular case of the 2nd Order Reduced 
Density Matrix.
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PARTICULAR EXAMPLES
' A

1. 2 particle Hamiltonian H (lîOA
H (itfl) is defined in a two particle picture as

+ k '•‘TaiM-O ̂  (0̂
where K (Ü is a 1 electron operator, defined in the co-ordinate
representation as

&S where the number of nucleii in the system =
t̂S= distance of î  ̂electron from s^^ nucleus

. . = charge on ŝ  ̂nucleustr\orl ^
and k(oi nuclear-nuclear repulsion term i.e.MW _

U(o3 * S  — = inter nuclear distance
and (C -_L where f is distance between electron 1 and electron

2.
Ve define

< (  c r .  C O  Cfj ^ [ I ' ^  ^
O * ^ C 0 c r ^ C a ) ^

where hi = < CT̂  ClO 1 KÙ'l0 I 0*'Cl)3
= <er-Li) c r . e D  I U i ' â ' l l i ^ y l c f ^ C û  0 ^ C i 3 >u tj t J

The term is usually ignored as it is a constant
and is independent of the functional form of ^ 0~i ) g
Its effect is allowed for later in the evaluation of energies, but 
it is not pertinent in the discussion of the properties of Hamiltonian
operators. 
Thus we take
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and we say that the representations of H  6iO ^  Lf and
LC\/ P 3 are respectively; -

S }  -  kt * 4
[ <  - 4^ -

for i^J

ï7=w&mi c fc r
for i, G  i

k 6 &
2 A

2. 2 particle S) operator S
S ClZiia a scalar operator defined as SOlÙ^S (scalar product)A
where S (l is a vector operator, defined as
5  (tai s 5 0 3  + 5 fz3 Y /V A A

Thus e lls63 + S^z)lôCsco+S(z3l-S C O  +2..s63o5^a3^S
Aj A ^ A ^

So S ( l̂ )is made up of 1 particle operators S 03 S i ̂ 3 and a two 
particle operator %S(3.Sl23 • In order that S03 + S ( ^  gives the 
correct expectation value in a 2 particle space it must he scaled by 
a factor of
Thus S ̂ 6 A  ~ TnjTd L ^ 03 + j + di s 03o S (ii3

Now
S'UŸ = 5- 03 5+03 +  5g 0 3 +  5 ^ 0 3  

= sl (23 S+(âi + (A + 5% (z3
2S(i).»aCsl(i'). + S/ilsJ(à) + 4 (C).s*(aj
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where andSg are scalar operators defined as operating along
the cartesian axesOÇ respectively.
The action of andSg when represented in spin space are defined
as

Ss£(p/3 = (j)

Sj (j) /Î * ""k (j)

St =-

1% r(:C>As the representation ofStlẐ  inA^S andV^ S  can he e^ressed 
in terms of the 16 elements representing 5 in©^^ we find these
elements thus:-

Firstly the effect of S 6z3 oî ĉ  63
(̂ 63/363

Ŝ (jo3ocl(3od(i3 * J—. r3o<63oĉ a3”] + i. oc 63 o( (o3 
cti-ù L x  J o .

5̂ (ii3ûc(i3 r̂ _L_̂  ̂ 0(63^(ù3̂  +<ü/i3^63 -2 ̂ 63^ti3

Ŝ 6a3ot(d2>/l( ^ 0(63/3(23 -lo^ (23/303

5 (ia3(3(ù̂ (23 /3>(i23̂  4 1 /î>(0^(0

Then
^ û̂ (i3o<(23 js^6î0|®^O3û^(23^

63 cc(d31 S^( *a joe (i) ̂  (:z3 >= O  
< ‘̂63oc(a3[5^(i23j®t(33(363^= O 
<C.oc(\3oc(:à[Ŝ (ia3[̂ (̂ Ŵ̂ * 0

The representation of 5 
inLf®^5^^)heing symmetric 
the remaining elements 
are defined by the elements 
given.
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o I

(.) ptà I sVa) IqjCi') = ■ îto  '  z

4 » £ { Ù  ^ ( i )  I s ^ ( i i )  lo£(2) p 6 )  I
<6( 6) ̂  f a) 1 s’-f I i>l/â f i) !?> fa» ̂ 0

3 — t
4a(a)^(i) (s\ri) lot(â  ^Cù'>“ïü7^ *2 

. K-̂ ftàtSCd ls \ iû  IpD^CÜ > = 0 

“C / î f i Y j B i s )  1 s * ’ ( i i )  1 ^  %
Thus S  6 L /a  is given by

< I s'û* l®£̂  (Ci»-4[ <Y - «‘f t  -
= —[2.̂__ ~ - I — I 4- p -iT| a—S   - ̂2.U(K-i3 ^ aJ ZlK-O 2. ,

and S  G LCV^S ^ are given by
< ( B f " ' " ; 6 j 3 l s ' 6 : ù l ( S : ^ , s j O A >  I 6 j  { s , . s

±  r _!<<«( -io« , 1 = -2__ 4--L
4- 2^0(01 ^  e(oC ^  0Co( ^c^o( j a

ï  + " ' "" ' ^
a __È— - 4 —

J£M.Ù 2.

The matrix elements representing S 023 in and L
are of the form
<  C i ' a O  1 Ŝcrzln") c r %  6  G t , , 2 _

and [(gf^OA]
form a basis for

[5 T '- s ‘; r ' ‘ - s’: r  ■ - « 7 /i - «
while ̂  (A)g.̂  0*iO (s Cl’Ẑ I lîl) I 0  ^^0 A ^ s i s  given by
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which is equivalent to (1). Substituting in the 5 possible sequences 
Q%.a.ve have .

i i r t s ^ r -«7 ;-5 ‘Â“ « ‘f t ]

oUicXv «I O

*1Thus confirming the spin symmetric decomposition of A  ̂ does indeed
lead to a diagonal representation of over L (6 ') when we

A a rare working in an orthonormal basis of / \ *"

SPIN AND POSITION SPACE DEPENDENT OPERATOR i.e. 2nd Order Reduced
«T—t fn ADensity Onerator T* ( 1 Z3 of a Singlet Spin State

which in the approximate co-ordinate representation is designated 
by the 2nd Order Reduced Density Matrix G A  z F
If we consider the spin symmetric decomposition of then
At/\ir is defined as

V " s ' %  Ÿ  f<8> A" ®

over which we can represent ^II iSL) • We see then we have to
consider representations over

[A4 V "  s ^ ]  ®  [v^ L )  ®
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and 0  <S V^Sc J
Giving a matrix structure of the form

CCcL A A AC/WS) A S A  C A—6)

Cft+èfi (Atôrttè (A+g)6 (A+6)(A-6)
BA g(A+(& 68 6 (A-tô

Ca .^A Ca-06

(whenV;i.S  ̂and  ̂ are
explicitly expanded in terms of 
their basis functions)

which is quite general for any Operator G F orL^A F ^
The matrix 6f structures of non-general operators in /\̂  F̂ '̂̂  
i.e. H Z. and 5 are special forms of that just shown with certain 
null blocks.A
For H X blocks A are the only non-zero
ones - due to spin orthoganility.
And for S  ̂ again only blocks AA. (A+i^(A+8\ 66.(A-63

. a p (m3are non-zero and they are also diagonal when the bases of /\ \ 

and P are orthonormal and also for Singlet Spin States the blocks 
AÂ (b-H23CA+0̂  B6 and(ft-63(A-63 are the only non- zero blocks of

Expectation Values
The 2nd Order reduced density matrix represents the system as 

expressed as particle pairs. If there are/vl particles in the system 
then the number of particle pairs isN(t4-l3̂  , Row the Quantum (and 
statistical) value of any observable (taking into account at most 
two particle properties) is defined as being 
^  O b ^  =Tr ObHT ̂  where 0^ andT^^are representations of the

— 4*10 —



Operator associated with the observable and 2nd Order reduced density 
matrix respectively.
In a continuous representationTp is an integral operation,

while in a discrete representation it has the usual matrix definition

t>i CtJAs there are identically particle pairs in the system we
define
i;

where 1  is the representation of the identity operator.
The expectation value of the hamiltonian operator, viz the energy is 
given by

and if HA. is represented as an operator in A  over the deoomp-
osition

F V V ' f

then it has the components w.r.t. spin symmetry 

all others being zero (as HJl is a spinless operator)
-, 3̂̂Thus the only components of i that are effective are

-rn(a) -r|t2̂-pU) -pl2̂

and the energy is given by

and the expectation value of the u operator is given by
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Now in an orthononnal basis for A  andV^>P  ̂ i 5oc«eoUt. i 5 o63^wA+
scalar matrices i.e. multiples of the unit

matrix.
Thus,
< S ‘>  .T, s ‘t “ . % _ T - K 2 L  .

, C C Ç 3 , I _ N+̂  « 0̂4 a§4*z
where ̂ 2^^ = /8/î /i attj-l) » "aïri^ ata + |S-0

“ * V -ft-A a -T
If T  ^ represents a pure spin state, the following trace relation­
ships are satisfied by the components (w.r.t. spin subspaces) of
"F”̂ o{ococ = Number of alpha electron pairs in the system 

=  '• " beta " II ti II n

^  " " ” spin symmetric alpha-bet a electron pairs =

= " ” ” antisymmetric » »• »* w
/. <  (x - 4 ■̂

«S(S4l)

where 5 is the total spin of the system 
Representation in ( (g)‘ F )
Bases of F^ we let be^U)C'3^s|*ûr (i3®^Ci)^

• oC or
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i-'l,...
fe, s I  vw

1,1 .
an operator in  ̂ <z L C 3
If XCl*l l3 is a general operator in the continuous co-ordinate 
space representation, then its matrix elements over © ,  are
defined as
xi = <k\(,') I YA'IiYl [ Jwj i xDxf x; v,ax;  ]

= <(o^ (f) SjjflO tXCi'IA cr̂'Ci)

= < G ,(.O lx  Ci’ l A l<y '(.)><5u(.') Iy ( i ’ 1 i'llS^(i)>where0 secs)•C ^ I zzUijkj

If the operator is spin independent then it can be represented in 
L then assigned a spin symmetry thus making it a representation

viz

then can be assigned a spin symmetryo(c/ or^^ representation.
If the operator is position independent and spin dependent, then it 
can be represented i n t h e n  assigned a position space part.

Representation of 1 electron hamiltonian and 1st Order Reduced Density 

K (l) = - S  in the co-ordinate representation15
As the 1 electron hamiltonian is a spin independent operator ve nan 
write its representation in UCF as; -

s:
k- .  <  cr. to I -  a  | l - l  oHo><fs‘5= I Us J
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r f (Ô I l - S  i\) I a \ ù  (fs-

Ijj = I *Vk
Si 5 oi or ̂
Sj - <* or ̂
while £ the 1st Order Reduced Density Î trix is both spin and 
position dependent thus we can only write its representation in 
which is a subspace of as
Çj = <Lüj(oiecoiu)‘-tà>

hj - ̂...

The general structure of an operator 6 ^p ) w.r.t. spin symmetry
/ r-(when r is expressed as a direct product of the form

o (m') )

A f t A 6

8 A 6 6
The basis of 5̂  is given explicitly as
For spin independent operators e.g. K the only non-zero con̂ onents 
are A A and 6 6  , as they are for spatial independent operators
A ASg and f while for general 1 electron operators of the type
^ ( 0 all blocks are non-zero.

Expectation Values
The 1st Order reduced density matrix represents an N  X 
subsystem of an N particle system. Thus we define
Tp X £  = N  = Tr 6
The 1 particle energy is given by

particle
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<h(ii>= £ = T k e  =Trk'‘C  +  Trk'^t^

where superscript or^ represents the component of that spin 
symmetry i.e.

oc G
p W  * u ®  p ' - l

CC{i G
p M

® T ’
fiK € p(*̂ )'^A 8  C

A G
p W ® p ; " ’

Component of angular momenta along the 2  - direction of a 1 particle 
subsystem is ( in atomic units of momenta)
< S ^ 6 ) >  = X  S g  e = Tr 5 * Tp S |  e'®

^  = number of alpha electrons; P « number of beta electrons 

Contraction
Contraction is a procedure by which one can average out the effect 

of one or more particles, i.e. we map fromp particle representation 
onto a particle representation where p ̂  ̂

The 2nd Order Reduced Density Matrix is a contraction of the full 
M particle density matrix i.e.

 N'li...

arid the 1st Order Reduced Density Matrix can be considered to be a 
contraction of either the 2nd Order Reduced Density Matrix

or a contraction of the full M particle Density Matrix
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c ù'iü = K- c [ r ^ ‘'̂ Ci' M'ii....

where contraction of a continuous tensor (i.e. many variable function) 
is defined as
ĉ .p[FCx:....r̂ ix,....fj:i]= -FCx;....piv-A

These contractions are from
^ ^  P" y where the exterior product spaces are
. . .. r represented over the Tensor product

spaces

C  ; A \  (gi\

When we consider the contractions of the representations of these 
contractions on the functional spaces we have the relationships; -

T*’*. c Ct“5 T “’e /tF"-', CF"^
and

Contractions retain the symmetry of the Tensor space i.e. contractions
of antisymmetric spaces are antisymmetric spaces.
Thus when we contract into the one particle space in which ̂  exists

A » r(lkv) A ’ r(2hO _we contract onto the basis of /\ir which although /\, « = vi* >
is different from the basis of ®iF^ usually defined. This is
particularly inconvenient as we refer Ç to the ̂
basis. To overcome this problem we usually transform representations 
on /\̂  F to representations on ® p F   ̂which does contract 
onto F ̂   ̂ with basis |̂ U) ( ®
The transformation LL ̂ ' ®  p F  ̂̂ -^Ap (and thus the reverse

— '



one) has been defined.
The contractions in terms of the Direct product spaces are

f C e 0 2  Ç è ®

i *'•1̂ J

C ̂  ,4 C,_, G , Ç e ® ’.

In particular we will now consider the relationship between the 1st 
and 2nd Order Reduced Density Matrices.
When the spin symmetric decomposition of Ai2, F  ̂is considered and

represents a pure spin state it can be thought of
as a product of a position space representations € f  ^  ^  and
\/2 , ,2 C W  .ZV % I times spin space representation V 3, ̂  and /\̂  o
respectively,
(It is shown elsewhere thatT*  ̂when representing a pure spin state 
is of block diagonal form on the spin symmetric decomposition of 

)!
Contractions of Direct product spaces satisfy the condition

c [s,®Sj = c[s,] ® c[s;|
where and So are 2 tensor product spaces,

-nt23When I is a pure singlet spin state it is represented over
f \ \  vt e y \  0
Then we can write the relationships between the 1 and 2 particle spaces 
as

c [Æ f'“’® v| s “ ffi vt f'-'® A’ a ; p“ ®  v ; s“

I.
Chapters 2and 3«
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and

c[[ar:<P'*'l A\S“]]
.  a ; f"-"® ® ; s “ s  8 : s '“'

when we contract onto the U}.‘(ùl[ basis of 0 »^  (OJ basis of (25)% ̂
Let us consider the spin space contractions first.

(1)c[vis‘*T =
The only elements of interest in are the bases elements viz

these contract to basis elements of Vi which are

the contraction being defined as
(B)^ Cl'11) s j ® . C I'i'l \ô> d \ .

( 2 ) C [ a \ S ‘*’1  =
Here there is only 1 basis element 

which contracts to the basis element of

A ’ , i  U a O o i C ù  + fiCiAliCo').

The tases elements of ® , S  are«<Cr)^Cl)j yS^lO/SCOûwl &Cl‘)c<fO
which are formed from the contraction of the bases elements 
oC(l*)ft(xOoiCi)jiCl)̂ UC2*)li(l')uCÔ ùÇ> oCC )̂(iCOoU,iO^COfC (̂r (̂iOc((i)oi(2),....,^^

of
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POSITION SPACE CONTR.A.OTIOIIS

®  ; p'

The basis elements of ^
contract so ĵCT Yl)0^ , ^ 0̂ . ®*
as 0\?̂ % *X times; M  basis Tensors of 0 3 .P maps onto
1 basis tensor of and the mapping is M  : I.
Tensors i.e. ZC OC4. contract to
Tensors in the following way
C[a‘®a:'®cc3®3c^']^ = ?  3̂ 1.3̂ 3*̂  =*1= ^

or more generally if X  G 0 ^  P

>(wa)

c M "  = :p  x t j  = v f G ® . p

The hasie elements of AjP , ̂ TT C  

contract so-j Ç(S ̂ 'U^O ^(Ù~0 Yc)<3

~ j ^ 0  "''6')0 < ^ - c f ^ ' C t O - O ‘ÛOCTe^COcîç^

, +cr' ‘̂M (3;^/i).(Ç.] êA'.P

and Tensors G A^ i.e.OC OC3 AOĈ , contract to
Tensors G A, in the following way; -
C[xVo:-8X,.i;]^ = t  ,=c?i + 3  y L ( A: P"'

(iji) c [ v i  p‘" 'T =v ;

The basis elements of V  ̂f , |"R Cf *W
contract [PCf"’''* (>') + cAA^O'^'^iS) (Oo^ W  C ^ ü )  . .

+'=^-u.t^^ov^»toUr^.y .
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VjA%

+<j'*t.-')£r̂  aiif^ ] e  v; f'~’

and Tensors G V  ̂ P L. CC « Cc‘ V OĈ  ̂  CĈ  V OC^ 
contract to Tensors 6 V| in the following way

c [ a : V D c ' " ®  o c j v a : ^ ^ ^  =  . S  x!lĵ ,̂'2 , 2 c j J  = Y f  G  V ,
Any Tensor 6 or V^ can he expressed in terms of its
components ç viz; -

* . »  X .  t  A \  P ' - %  K  e  ® \ P ‘ ~ '
and

J r 1. ^

'aJKiPe>to>Y *"
Ye p("\ y € 0%

If we now write the contractions of X and V in terms of OC and ^ 
and consider only the diagonal elements of the contracted Tensors we 
see that

.S' -v®'’'®"''* J.
irĉ o,, "''z®'». " »■'>. ^

' V p(")As are the components of A as represented in i
„»»,eô  I G''»,®"'*

J.». = ̂cr<,.w,_

tX\

and that
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Jov,

J c % ,  e c ^  -Jtr̂.̂-f, J b V j O - 0 ,  J
^  ' I / uGo.f’Ov U®'»*J.M 4. \

iJMÙr^Mkw? I J®®:®®. /

- » P (fV\̂I.e. the contractions that give rise to diagonal elements in l\^V
V \ ô *>̂, r are just twice those that give rise to diagonal elements 

in 0 ; P("' .
-n(%3/"'Now we can write the contraction of 1 c /v-j. * as

-Till) -n(%) ,-nCz) I 4.' - '.wo«+

The spin space parts of the density matrices contract to give
oC C I'Vc ùj ~  ̂oc( I'y (i)+ pCi‘)/5(0̂

respectively.
If we then express the position space parts of the density matrices 
into the Tensor product space 2 i. ©..
a îx S iu , ,u*
we can then contract as described i.e. from P
If we then collect together parts of the same spin symmetry we can 
then define . the 1st Order Reduced Density Matrix of ô oC or fifi 

spin symmetry as a

We also note that the diagonal elements of and Ç ̂  could be 
defined as: -
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Ç  - it.
i.e the diagonal elements of the reduced first order
density matrix represented on the ^
basis of F̂ *̂*̂ are directly linked to the contractions 
of the diagonal elements of the reduced, second order
density matrix represented on . /\\ p
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CHAPTER FIVE.



Prcbability and Phyuical Interpretation

Having a mathematical recipe that, given certain input data, 

enables an output to be manifested, which can be tested against an 

experimental ’fact* is all any theoretical formalism would want to 

acheive. However, certain qualifications are desirable. For if the 

output is just a set of parameters like pressure,volume, energp', 

temperature and the mathematical recipe has no physical interpretation 
then the end result is a characterisation of a system without any 

reference to its structure. ’Feel* for the output parameters in 

terms of structure is lost, thus prediction (non-mathematical) about 

future values of the parameters given now circumstances becomes 

virtually impossible. If, on the other hand, information about the 

structure is output like spatial densities (of varying kinds), then 

a picture, schematic as it may be, can be built up in one*s mind and 
the system can become an envisaged djuamic entity with many conjectured 
possibilities. The optimum theoretical description is when each 

stage of the mathematical recipe is open to physical interpretation, 
in contrast with a set of mathematical abstractions leading - * as if 
by magic* - to a physical picture. Vhen this is the case, inferential 
logic can begin to play an important part in the analysis of the 
problem one is studying and thus leads more quickly to useful results 
than if one had worked through all the deductive possibilities.

Given that a physical interpretation (at the maximum possible 
times) is the desired state, one has to be careful of the many dangers 
that may trap the unwary, viz. a ITon-realistic .interpretation of 

the mathematical forms - giving them a meaning when they have no 

such meaning - is worse than giving them no meaning at all, for this 
will lead to misguided inferences about the possibilities of the
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cyntcn, and a, fallacious understanding of the mechanism by which 

the parameters characterising the system come to have their values.

The problem of mathematical/physical description is of partic­

ular importance in chemistry, where multitudes of qualitative theoriies 

era based upon a physical interpretation of quantitative work. 

Unfortunately, not always is this done in a realistic way (in the 

above sense) and inherent faults thus become a part of the qualitative 

theory. The incorporation of such faults is thus made easier by the 

physical uninterruptible path through which the mathematics meanders 

before reappearing in a physical tangible form. For this reason, the 

Density Matrix picture, in terms of Natural expansions is of partic­

ular benefit, for this leads directly at all stages of the mathem­

atical treatment to physically meaningful interpretation in terms 

of probability distribution functions, but care must be talien in 

understanding what these PDFs are of.

A short section will follow on the probability notation and 

some properties of probability measures. Then will follow a 

probalistic discussion of Density and Reduced Density Matrices, with 

relation to their expansion over a basis set of matrices.
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Ax i. on s 0 r Probab i 1 i I- ; ' Mo n rave

1. For any event P\ , PC where PCa') is the probability

measure associated with the 

event ft .

2, P C U.') s I where LL is the universal event

for that set of events to 

which the probability measure ■ 

refers (to a particular 

sample space).

5. If A. n  ^  then

^ =- P ̂ where ^ is the null event.

(3) is when the events A  and 8  arc mutually exclusive.

U  =  sot Theoretical Union.

^  ~  " " Intersection.

4. If ...........    are pairwise mutually exclusive events then

p c q :  A . 3 . ^  P(fl.b
and for finite

? ( 0 ~ ,  fl;). S  P(A;'l,
Tlie following Theorems also hold:-

1. P(<l> ) r O
2. P ( r ) —  P  6 A  ̂  whore A  is the complement

0f the event fl s. t . li = fl Ü A .
3. If fl and &  arc any two events then
PCA U6") = P(fl) + P(6) - P ^ A  nS")
when the probability measures refer to the same sample space.

4. A generalisation of (3).

If .....  Prr, are a n y m  events then
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* .... (-i->~"‘ p(ni',rfli'>. ^
5. ir fi c  6  thon P  Ca') 6  P C 61

i.e. if the event ft contains the event B  then the probability of 6  

occurring is loss than or equal to the probability of A  occurring.

SantiQ Space: - i.e. a set of events

Set of Elementary Events: - a set of events that are pairwise mutually 

exclusive that define the sample space. (This set is not unique), 

i.e. ^  where CL^ are elementary events. Such events

can be described by experiments or questions that have a Yes/ho 

answer (i.e. obey a binary logic). If the space is infinite, m  =

As the universal event is the union of all such events

Then P  ( {J t = j = i , as r\0-j ̂  (j) we have from (4)

above

P ( 0 - ; 7 a b =  =I
A sample space does not need to have discrete elementary events 

a continuous sample space.

5 s { a X-(•continuous parameter.
X«

Then the union is written as GL^ X') if finite,if infinite

X ^ . o û  and P f  c P  (cL C'X'))(Ly : I.

The functions P ( ol) defined over a set of events are called probabil­

ity distribution functions PDF. These are discontinuous discrete 

functions when defined over a discrete sample space (i.e, a space 

with discrete elementary events) and are continuous when defined over 

a sample space with continuous elementary events.

The values of the functior | is the probability associated with
a =4,the occurrence of CXj .
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As the probability associated with the universal event is 1, the 

value of the functions (any PDF) must lie between 0 and 1,

otherwise it is not a probability measure, (b in any type of event, 
compound or elementary).

Only when the function is defined over a complete set of elementary 

events does•X
P dx  (for continuous samnle space) = 1.

or 2  P ( f o r  discrete sample space) = 1.i * •
If the functions are defined over compound events b(x) / X 
or(x •  ) then

(ban have anyi:*y.r
2  \oositive valuelr<

For clarity wo here interpret into English the concept of Union 

and intersection of Events.
Uni on :- A (J B (A and 6 any two events), this is the event that 
occurs when the event A occurs or the event B occurs.
Intersection: - A H  6 , this is the event that occurs only when f\
and Bo ccur.
Thus P L?8) is the probability that A or B will occur, and 

P (f\n B) ” ” " " fl and 6 " " .

Cond i t iona.l Probab i 1 it y : - This is the probability that given 8 
has occurred then A will occur, which is written o.s P^A/6^.
This is a renormalised measure of the probability of fl occurring, 
i.e. instead of it being a measure wnr.t. the sample space ̂  D  A 
and 6 , it is a relative measure w.r.t. the probability of 6 occurr­
ing, i.e. the probability of A and 6 occurring simultaneously is 

scaled up by a factor of which makes the probability of 6 occurr­
ing in this new relative measure = 1, and thus define a new sample
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space in which 6 he the universal event.

Th,:n PCfijfÙ . — 7 ^‘ ri i>>
If P^Bl&)-0 then the events A and B are exclusive (as then 

P (pi f \  &  ~  O  ) and if P  I then & D  A ( a s  A

Now if two events A and S  are independent then the occurrence of one 

will not effect the occurrence of the other.

Thus P(AjB) . %  P(A\ P M )
^this factor scales the relative measure s.t. it

can he directly cf to the absolute measure, and
PCg/A). P^A) . P^B\ PCfi\ = PCS')

'ThuoPCftAfe)-p(f8PflV-Pi'A). Pfe.")
So v;e car. oay that the event a A ano 6 are independent if and only
if e(Pif\B'^^ P ( à \ ? c è )

Thus exclusive events are not independent.
This generalised to k events is:- A|,........ are mutually indepen­
dent if and only if we have for j - 2., h.

 .....

For all ^ îper.autationo k integers.

Probabilistic Interpretation of Density Matrices
V/c will consider a system of A identical Fermions i.e. obeying

Fcrmi-Dirac Statistics and thus the system is antisymmetric w.r.t.
particle interchange.

Any state of a micro-system is fully characterised by its full 
M  particle Density Matrix associated with that state in the co­
ordinate representation
T''*’ ( /'. M'/i n ) --  n ’) ^ h ... w)
^  being the wave function of that state.

-  5.0 -



The co-ordinate and spin space properties of the system are fully 

determined by the diagonal elements of the density Matrix

T ' - ' h l ’. N'jl N t  S   N )

The off diagonals only being pertinent for momentum properties (such

as KM.) of the system, Even though it will not be very informative

about momentum properties, it is very instructive and useful to

study the properties of the diagonal elements of T* ^| N/l A/)

i.e. the position and spin space structure of the system.

The diagonal elements of the full N  particle Density Matrix 

form a continuous PDF over a sample space \  based on the element­

ary events.

"Is there a particle at point X, , at the same time as there being a

particle at .....  etc... ?", where these arc co-ordinates or

position vectors in position-spin space.

These elementary events i.e. the simultaneity of particles at the

pointrK,, X n  or in the configuration (  ) are denoted

by E" ̂ X,..... Such a sample space is infinite as well as being

continuous.

Thus  ̂  is the probability that there are/\l particles

in the configuration (X/...

  M ^ a t  once fulfils the normalisation condition of PDF over

a complete set of elementary events viz.  Pj)dT.d T

The universal event ^   N  j is the occurrence of

particles in space, and as the events are exclusive they can be express­

ed as

 ....

Now let us consider the following union of events
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U E  C I.....n ) t.G. the union over all events associated

with the configurations that contain the

position vector^ in then.

Thu s the even L £  ( X i n : -
 AJ r- / , \ , I'.S W=-+«0
i Nf̂ COE'xo - c a r   u z : , r• N-i t 

a/ - I a — «0
• je (x'z n)dr^...^ 4- J £ 0 , X ’$̂  N ^ d T ^ ...
........... n .... N-l x O t i T ,....

due to the nairwise exclusiveness of the events
-CW3

where the integrations are over the sample space \

PCe Ix ')) : El [ P ( E ( : x ^ .....X- X ' ) U T .  ....• ,

v.'hore Cr = ^L, ù-ij’ the net of N

ordered sequences of A-I different integers

xjuUiiî v xii u o •

.sod P .. ............
chosen from A integei

And we have u:

i.e. we have replaced the integration in sample by the integration 

in probability measure space.

As we are dealing with indistinguishable particles

 ...

where ^  and 0^ are two different sequences in G r ^ ^

Thus

P(e (%')). IV [pCEdxi Nbdiq w

. nJ  N V q  aJ
which is just the definition of the diagonal elements of the 1st 

Order Reduced Density Matrix Ç 0'11 ).
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Thus £Cl |0 = £Cl) = P( E C ù ) ; a n d ^  C Ù  in a PDF defined over 

the compound events "IS THERE A PARTICLE AT POIITT X ‘?” =  £(x').

That the PDF S  CO  in defined over a compound set of events is obvious

S(OdT fV.I
Similarly the union of events defined as

b ( x ' X " )  - U  E(| i.e. the union of all events
Ct u) 2) X' nndX"

associated with the config­

urations that contain the po­

sition vectorsX' and X ' in thorn,

- E    U-.
where cr . E [i  Ù 7 the sot of fv) (N-l) ( n ordered sequences of

A - 2, different integers chosen from. A integers.

pCscx'x"))  N)VTj.. ^

. a a aùf'T'-'Rx'x'm n U t,S  N

which is the definition of the diagonal elements of the 2nd Order 

Reduced Density Matri;: T* Ù  Z'j j^).

Thus ^  E  (12)') and is a PDF
^  Cf\3

defined over the compound events in \

"IE THERE A PhRTICLE iE X  ' AHD A PARTICLE AF X "  1  ^  E ^ X ’x “3.

The sum of all such probabilities is given by J T  ̂ ^6ci)ciLT^^ which 

has the valuej" = N  .

"P 6  represents a/ identical Fermions 6   ̂ and thuc

OT
So
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 n:» c 3  s ........tü'ki.. ..........Aîcro cr̂

where UĴ '̂  - Uj)̂'̂’ C x‘)a A U9
The functions W  C\[.......... ^  G F can be
thought of as Transition Density Matrices J^^and Density Matrices
er̂ i.e.

 N'/(. 0:..M')i4 ^ 0 .. AiV,Cr̂
and T'*'’ n.' M’/l Al) = to* h'. 10^ ( I......W) ; ®i, = e >^  ^ ^
and the diagonal elements can he thought of as PDFs when o\p - 0^ 
and Transition Distribution functions (TDP) when zj:

They have the normalisation properties 
 ̂I Ni) ci. *T, N  — I

V S l j '   M - o
» »*' r-(2*V\̂

The decomposition of \ ((..fsl) over the above basis of f\r%

f1
can thus be written as
T"^(, N). a  T ‘"'« T p ,  T"':: t “  <i *oro 4̂\>, Oja ^0"v4): aĵ
Unfortunately, TDFs are different in character to PDFs and do not 
comply with the laws of probability measure, and in fact the values 
of TDFs lie in the interval (-(, + 0

However when we consider the Natural expansion of ..
2"Pk%i.e, Cy\

 A l ) Z .  cc xfi'  fj)

t (rv)we see that if we define  N*) X* Gl A/) S "T̂   pi3
then ..Ni) can be expanded completely in terms of PDFs
T h \ .  M) I.e.
T'“V|.. m) - ' 2 c t ''‘V,..M)L *' *"
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is the eigenvalue associated with the î  ̂eigenfunction of
 n) i.e.

......m'|i n) T u  mU t,  ̂=C.Vù'....Al').
The PDFs R  (l n) have the normalisation property

 hl)olT,  are PDFs
over 5 , andT ((.....Alioan be completely described in terms of
this set of PDFs.

An interesting point about the Natural expansion above is that 
we can define a new PDF on a new sample space with elementary event
"Are the K particles described by the PDF 0 ..HE
The new PDF over this new sample space is the diagonal elements of 
the Density Matrix represented in a basis of its natural orbitals, 
i.e. the basis of
viz the PDF is

=Ci
where T/"’] = <Xh('.....N')/r Vj A..Aj) >  ;
(which = 0 unless L =j ).
This new sample space SF is usually finite (if w\ is) and is discrete 
thus the PDF T'̂ '̂ îs discontinuous.
The events E^T^3^orm a complete elementary basis for SF and
hTa*-'' = S  - I
The values of the PDF i.e. t are the probabilities that the
PDFs (based on v ) describe the N particles, or equivalently I ̂  I 

is the statistical weight of the PDF ̂  in the decomposition
of the PDF T  over the set of PDFs C r
These probabilities or weights are known as the occupancy of the 
functions ..
The probability that M particles are in the particular configuration
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 ̂̂ 1" is now given by
 X . V T ' “ ' ( X . . . . .

Now let US consider the event B (X*) expressed in terms of the 
Natural Expansion of, T* viz

E(x')-f̂ E T j  I  U ,  E i ,  ( x ' z  tf>- ^  l a  i  E R x )t-i Cl—.N)
where
E.(X') : M U  EiCx'2..„t^)

and the events £•{(•...N; have associated PDFs »j Cl..
The probability associated with the event )is then given by

- è  P ( E : W )•tsi

If we define Cx') = CX')3
then X'Ci') » M IT* ;*'Vl 2 n)cIX..nI amd thus f (l)jlT z isl2-*̂Ck j * I & f
â d 0(0=2; v ( o  ^ta» ‘ I"

Now, is the diagonal elements of X̂ Cl̂ lÙ w h e r e i s
the Reduced 1st Order Density Matrix associated with the Natural Full 
M particle Density Matrix "Pf‘'VI!...̂/*|I.... /M̂  j and X^ ( I ' j Ô  

can be written in terms of its natural 1st Order Density Matrices so:-

X-Cl'jl)- ^j-Cr/l^ toKore ‘'^yO'/O- 4^ (P)

^ N.S.Oi- 8 of X l̂ each N.S.O. has the eigenvalue 1.
Thus f.... can be expressed as X - 0!...fs/3 Kl)
where ̂  I.... m3 = Y» ̂ 3 A  'Pn  ̂ 3̂-
The PDF Xj S  can thus be expanded as 

N
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A  (\) = 2  0)

(l) gives the probability of finding 1 particle of a M particle 
system at a given point in spin-position space, but it is only a 
partial PDF for the whole system (as 0.... fj) )ig only a partial 
description). The weight with which it describes a 1 particle sub­
system is given by  ̂ . The PDFs (t) €r S - referring to
events "IS THERE A PARTICLE AT POUITX?" which are 1 particle events 
and not associated with an N particle system. This is also expressed 
by the normalisation of and ̂  ^  0)J i.e.
r = M OyvA (0 c(T, s I
J L«l '*forlai...

...The discrete PDF ' d ^or as well as referring to the events 
) can be seen to refer also to the events , and a

link between 5 F and SF can be seen to be in the formJs hi
£ (Xi) - U  t f*’̂ :)and in general only this form.J ■ *
If we now consider the Natural expansion of Ç̂ l'/l3i.e.
ec.'I'M 2  e & l  %  ((■/.) wkcrt OcC.'ib
and thus the Natural decomposition of
<26). 2 

I s I
we see that C() & S  ̂ as | ?3̂ C\)d*TJ = I and thus G 5 F
Now unless ^  r O  £ ) jor L= I...

^ ^ overSamcj j- .......
Gel B  S Ç  if the above relationship is to be satisfied
\ ( . 0  ' ^
i.e. ̂ ^6(0 = S  \ i f  this is so the eigenfunctions of

i
are also eigenfunctions of each ̂  (l*ll3 but we know in general that 
this is not so, and in fact is only the case when i lOj. iJ **•••• L ̂
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All have sinniltaneous eigenfunctions that are equal to the eigen­
functions of ^ ( I ' 113.
Thus, in general, ̂cL is not a PDF over S F^^which is based on the 
events and. is not related in a probabilistic way to T'
But (?cL is a discrete representation of ÇCO - that represents the 1 
particle subsystem of an M particle system, and thus TJ* ?dl - M » 
but the arguments of Çd refer to the events £ i.e. 9Does the
PDF ̂ iCi3describe 1 particle ?", and the 1 particle can belong to 
an N particle system.
It is in fact unfortunate that there is no direct link between Çd 
a n dT o r  this would simplify the problem of N - Representability 
considerably.

If we consider the Natural Expansion of the 2nd Order Reduced 
Density Matrix viz
T “V i ‘r|iaK- ilb.'iOIliüZ)

and then the PDFs O' ( 1 and T  (la) where
R I ,])_ 6'2') Jli OtO
can be an analagous analysis to that presented previously for the
1st Order Reduced Density Matrix. We see that is a PDF 6.

_ ^  y— Chi3  (9̂ / \and not in general G Or but it does represent 1 ( 1which
Ĝ  ̂ , and thus

The events can be interpreted as
-I"Are 2 particles simultaneously described by 1  ̂ ?" and the 2

particles could be a subsystem of anM particle system.
A similar problem arises in r e l a t i n g t o f d  and analagous 

reasoning would show that (?ci ^ SF in general; in fact, not unless
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the 1st Order Reduced Density Matrix associated with
(I 2.' 112.) has the same eigenfunctions for all i = )...

\ rwhich are identical to the eigenfunctions ofSCl'lO , will 6d ESP
However, it is possible to link the PDPà“r̂ *'Vl Al) , T
and ÇcO in a partial manner by considering the discrete PDFs

and 6-C^i,e, the diagonals of the non-diagonal representation of
T  C l N - 1 \.....m), -p 12) a«d e Cl' 10 «V F A * F

ai the bases

&  Y'" CXjb) & 4-.^- 

t v  TT" LOcr̂ . Cx;)5 av^L J
^  ̂  Q  2,ZM

i.e. if we make the approximations
T ‘-'Cl O - S  T ^ ^ T ' A i N)

^  T % Cià) = LO''•COa u T R iI

ûAd £cil % 1  6 i  6 ; Cl) u?(>ere G ^ i )  = U l R O ®  L j y i )

If we define X^^CA = Cl....fU) ... N J j
is given by

(i)= N fco, CAa-.-.aWo-,̂  ®  W  'COa.... U)  MJ s »s
% N  U3* 6 )  L J  C Ô  u?Uor^ 0 ^  6  QpJ^2*wt

Thus the eigenfunctions of are j D  6^^ ̂ ̂  jy
We have defined 6 to have eigenfunctions  ̂1 0 6%)̂  ̂ ...Zvuk.

Thus and $ Ci)have the same eigenfunctions when all values of O'v?
are considered.
Similarly the eigenfunctions of ^0 - ^ ̂  ^
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are also the set 6)^ when all values of cr̂  are considered.
Thus the N.S.O.s associated - -th | ) and

 ̂̂ md Ç (.0 are identical.
•n (lOThe relationships between t iscrete PDFs • (l , %;

and ̂  re given by the contraction relation-

e ‘i = s r , c [ T ‘-“ y;

and
)= N Dt ^  ̂ er̂  £

£(Qi) = ( b b  u  E  e
0'y?Ol

The discrete PDFs T  , (2 and all G S F  a sample based on
the elementary event S  Ct^C^3 where S. "P [ ((......  hi)
and thus can be analysed in terms of each other which enables us 
to apply the probability measure relationships to them i.e. we can 
assign "P̂  to be a PDF over discrete events that have Probability
PvAj of occurring, T* to be a PDF over discrete events ..
with Probability  a I a occurring and 6 a PDF over discrete
events with Probability of occurring.
For an M particle system  determines all lower order
PDFs i.e. PDFs referring to subsystems of the N particle system,
* '* N3 is found by determining a solution to
[ H, = 0
and s.t. P  ( r. n ‘1i n ) 6
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However, we usually determine approximate solutions over the 
sub space and only take into account 1 and 2 particle
operators i.e. H = H ' , J — , thus we find a solution
w.r.t. a 2 particle subsystem of the N  particle system. Hence,
**P 6 2*112.) determines all the properties of the system (as fully
as possible within a Quantum Mechanical description) w.r.t. the 
operators we are interested in (viz 1 and 2 particle ones) and P  
will then completely describe the positon-spin space structure. As 
P  represents both 0*2,̂  /1 a n d  120completely we
can formulate the problem of determiningTf (2̂  in terms

as well as being a discrete PDF representing "P ( IO) also 
gives a complete description of the momentum space properties of the 
system, a characteristic not shared by the diagonal elements of the 
non-diagonal 2nd Order Reduced Density Matrix.

Unfortunately, we cannot be sure that a 1 d that satisfies the 
above commutation relationships does in fact represent a 2 particle 
subsystem of an N  particle system of identical Fermions ( N  Represent­
ability Problem).

One way round this is to determine the full M particle Density
Matrix6!....N*|l /\|) w.r.t. all 2 particle operators,
then construct end hencefrom it. This is often
achieved by the method of full Configuration Interaction, but although 
sometimes practical, is laborious and lacks an aesthetic succinctness 
for we "oversolve" our system.

As we have noted before, there is no direct probabilistic link 
between the various orders of discrete PDFs , P^ ....P̂i Eol)
As in general they cannot all.be expressed in terms of events forming S F ^
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If this was not so we could constrainto comply with sufficient 
of the probability measure relationships manifested by an M particle 
system of Fermions, so that it is indeed a PDF describing a 2 particle
subsystem of an particle system. However, we do know th\t the PDFs

onal-p (t\̂ —rf £ 17 .'  .... I (i.e. the diagonal elements of the non-diagonal
Density Matrices of various orders of reduction) do all € S F  
Thus in theory we can characterise sufficiently to be a 2 particle 
description of an N particle system; unfortunately, even if we achieve 
this completely is only partially characterised.

In practice the probability relationship that has to comply
with are numerous, and many are non-linear. We select the following 
events and associated probabilities for their simplicity and linear 
nature in terms of P<^viz

l'ù
E C Q C ) = V  U  h  (Taj ) 6o V V
y  E  c e o  = z  E c e y - f i  e c s o>6 0*̂ 10 or̂  t G. ©V

and we note that
.n^^Eceo -
a l %  ECeO 0  E C T i ÿ  > for L £

The associated Probability relationships with these events gives:-

( n ) p ( u e c e i ' i )  = 2Iccr-̂ i.€ov>
(m) Gi 3: jor iecr^

As 5 y is a probability measure we know that it lies in the interval (O, l) 
as does P ( O  thus the constraints that can be held on
can be formulated as:-

c,)h4., ^  2
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Oi) I >  S  e  • -  ot e&'o

Coupled with these we have
(iv) ^  ot(23or̂

I-Iany more constraints linking T * w i t h  ^ ôr
0 - 3 N give rise to non-linear constraints that if held would
indeed completely characterise •
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CHAPTER SIX.



An Attempt at Solution
As pointed out in the introduction, the central problem to solve 

in Quantum Mechanics is to determine the allowable density operators 
for a given system characterised by a Hamiltonian operator within 
certain symmetry constraints, which are usually due to angular momenta, 
and statistical requirements. The system is completely described by 
a maximal set of commuting operators, these embodying the above 
requirements, so we seek allowable D(̂ »S ( v can be discrete or 
continuous) such that

and^TT^jDjj - O for Fermions

s O  for Bosons

each b ̂ characterises a state of the system, and H is spin independent. 
Except for atomic problems we usually take the less stringent angular 
momentum requirement that of Q - C - O
where (L+S) = 4- j^L.S
thus commutation with infers C  L*, h3 - C I>Q - H3 ' CS )
-  C L.s, Hi g CL.S, = o
We have seen that we can characterise a r\ particle system completely 
w.r.t. two particle,operators by where this is the 2nd Order
Reduced Density operator* Thus we can write the characterisation of 
a system n particle w.r.t. two particle operations as the solution 
of the following commutation requirements when the system is in a 
Singlet spin state.

['n“  T‘”' l  ■ O
'  [»“ . 1!“ 1 = [«“, [t “  ,5“ '] -0
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and that i.e. is a (r\-a.
contraction of , where •= O  for Fermions,
This last condition is in fact the R-Representability problem which
has enthused many attempts at solution.
Ro naive claims of complete solution are contemplated in this work, 
but the hope is for a practical method that leads to a partial solution, 
not solely in the form of mathematical equations but also of numerical 
results that can be analysed in terms of probability requirements that 
axe introduced by a system of linear constraints.

The space we choose to represent the operators in is £.(0*’ 
where is a 2 m dimensional space spanned by the set of ortho­
normal space spin functionŝ  G  Ç   ̂ which form a
basis for .
These functions are formed by determining a basis for then
forming the direct product space . The orthonormal
basis for is signified by Ç . These functions are
generated from a set of l.i. atomic orbitals (spatial) based on each 
atomic centre. These orbitals are each formed by an expansion of 
gaussian functions. The atomic orbitals are signified by

( s I s C r ) ,  2. p  >cfcc.

The letter and number indicating spatial symmetry properties
and L the atomic centre. '
Each type of atomic orbital is expressed as a I.e. of gaussian functions
i.e. IsCr̂  = 2  Cj 2̂  d - the number of gaussian functions<J

used in the approximations 
Cj andocj are parameters that define IsCf̂  .

Atomic orbitals of the same symmetry type but based on- a different
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centre are l.i, thus only one expansion for each type is necessary.
Hence is an l.c of atomic orbitals (the atomic orbitals are
now written for simplicity as C.r̂ ), and is defined by
these orthonormal functions. However, it is easier to first compute 
representations of operators using the non-orthogonal functions

then transforming into a basis defined by the orthogonal 
functions \ (S CPj j ,* the properties and relationships between
representations on these two bases are discussed in Appendix where

0

transformations are given that enable us to work equivalently in 
either representation.

For molecular systems in a Singlet spin state, (i.e. S - O ) 
we must find, in the representation space, matrices that represent 
5 , H and that commute.

A# A f ^The matrices that represent 5  and H suchi that they commute
are easily computed, leaving the representation of the only
unknown that has to be determined, within the constraint that it must 
represent the two particle behaviour of an a particle Fermion system.

It is a well-known fact that commutating matrices have simultaneous 
eigenvectors , thus we first find simultaneous eigenvectors of S 
and which have the property of being a basis in which represent aidionsA

and H are diagonal. Then we assume that is also
diagonal in this representation (as it represents a state with S - O  ). 
Production of Simultaneous Eigenvectors G F 0*^^ of andT*̂  ̂ .

4:
^  See Chapters 2 and 3 for fuller discussion of structure of decomposition 
*f If the eigenvectors of a particular matrix are degenerate then we can 

construct an l.c of them that corresponds to the eigenvectors of the 
other matrices that it commute s. with.
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NOW as A "  A ' s ' ^

and / \ ^ ' ' ^  = [ A " f ^ '^ ®  V 'S ‘ ' ’’ ©  V ^ f

® ® @ \(w  ® \^C^3 ^
We first set up the representations of the operator in the
16 subspaces o f C  V * S ‘’ ’®  A ^S ‘^^3 ®  L V jS c s > ®  A ^ S w l

. .A  ̂ 9 ^z^cx) A:riO
' A* > A^S^owjîp. Aj.^ç<pfcw • Aj^pt^/îi

<•) 
pp.

To each component of the representation we multiply a vector from 
/V* A** or p(*̂ ) and then we
have a representation of on /V̂  The only non zeroa ■
components of the spin space representation are the "diagonal" ones 

A^  ̂ A^ cA) , \ti ('(«I ^

Thus if we nrdltiply each vector of an orthonormal set of vectors 
’G A  and by the bases vectors of

» cuvdl such that we produce an anti­
symmetric vector, then we have a diagonal representation of
on  ̂ The nature of the orthonormal set is quite arbitrary.
and thus can be chosen as desired.

c Cl) ̂ ^The basis on which o is represented as a diagonal matrix is
hence a basis formed from its eigenvectors.
The arbitrary orthonormal set can be chosen such that the represent-

i5 Cjl) .% r(vvv)at ion of M on A  a,» is also diagonal. This is
f See Chapters 2 and 3 for fuller discussion of structure of decomposition

— 6*4 —



achieved by the diagonalising of the representation of on
and , thus producing the position space

eigenvectors of H , from which simultaneous eigenvectors of 
and F are computed - viz the direct product of
the respective eigenvectors such that a symmetric eigenvector is 
always multiplied by an antisymmetric eigenvector.

For Singlet states of molecular systems, we know that 
commutes with H and , thus the eigenvectors computed are
also the eigenvectors of i.e. they are the N.S.G*s. The only
unknown is now the allowable sets of diagonal elements of 
on the basis of its eigenvectors (i.e. R.S.G's).
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Practical Procedure to determine Simultaneous Eigenvectors
1. The representation of is set up in ® 2  ; this is
accomplished hy evaluating the integrals.

CO [ ffj = f a ‘ * (0 cr-icOolr, ^

^ 0 2 < i ) | k C O  [ c j ' C O z J o -  S  2 » " ^  C ^ c O o L f^

number of atomic centres.

<Ccr ( 0 I ( 0 (3^Ct2^ ( A ' K

which are best evaluated by expanding the 0'*'CfVs in terms of their 
constituent O.'̂ Cr^ S which are in turn expanded in terms of their 
constituent gaussians (for the evaluation of each "atomic" integral)
The representation of the Hamiltonian on the non-orthogonal basis of 
®  % pi***) then given by:-

wkwt Iv? »/cSiCOjUW|o**’CO'\ 

S i -<cr.cù[a''CO> 

o^d 3 ^ ' =<^cr.cOC5Ca){pC-jo^OCf^Ci)'^

Hence the resultant matrix representation of is on the 
(̂X ĵCr/ Û.J C rj ) 0  (X ^  basis of 0  2 f and

is converted to the orthonormal basis (r̂ )

by the transformation which also corrects for the metric of the
tnon-orthogonal basis •

^6 ^ 0  S ^ 0 S  subscription non-orthogonal

^ » «̂.o f and are JK*’XiU^ matrices, where M  is"Uiq.

APPENDIX 3 .
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size of the basis set of atomic functions.
2. From ff^^we construct the representation of H snd
V  2. ̂  . This is achieved by the following transformations'̂  •

~ X "

* n n

3. We find the eigenvectors of  ̂and » thus we solve the
eigenvalue equations

■■■ v ; h ‘;'v „ . h «

V ,. V. .■. v ; H'." X ■ H%
The eigenvectors are orthonormal s.t.

and y,

The eigenvectors are stored in columns of v and v .A S
These eigenvectors times the relevant spin vector thus form a basis 
for /\̂  in which and are simultaneously diagonal.
The Energy of the system is given by ^  R € P •}
If we do not know HP we can treat TP^^as a variable matrix)we 
know that the stationary points of the equation 
t CT‘"^ « Tr T ‘*’' (fixed H , variable T .
-j- CHAPTER 2
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give matrices that commute with • However, not all solutions
are allowable (N-representability), thus the variation must be a 
constrained variation of the function
^ s u b j e c t i o n  to constraints g ^ ̂

C • — I  .... any number
If, however, we use the diagonal representations of H , thus
assumingto also be diagonal, we automatically have a stationary 
point of the above variational equation, one of the infinite solutions 

for t - 0 when Sf is unconstrained. These solutions can 
be written in the linear variational form

All values of correspond to stationary values of t  .
As we noted above only some of these solutions are admissible. The 
constraints  ̂̂ ^  ̂  ̂ ̂ now have to be applied

As we usually are mainly interested in the Lowest Energy state, we look
for the lowest stationary point of E that has an allowable
"P • When this is so T  corresponds to a reduced second order
Density Matrix for the lowest energy state of our n particle system.
In the diagonal form we thus look for the lowest value of L
that corresponds to an allowablei.e. a that satisfies
the constraints g ̂ ^ ^ ̂ .

As is to be expressed on the same bases that dieigonalise
and for the particular spin state that we are interested

in. ,:We see that T*̂ ^can be represented on the same subspaces as
H and viz T*^^can be expressed as

-pCt} ,-TilO .- n W  -nW
-
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7A(K0(+ ‘p|î«.fb'*“ PPPp*̂  Vp,0(0(+ ̂ PsWPfc*̂
xT^^+ W(J,+ •olpt«‘fî'̂ ppo^h '«Ps«|S»

where the subscripts imply 6  to that subspace of F  that has
been defined by those subscripts previously, viz

A ,e ® v ’ c  "  "'‘Cf'~'®«vvA(fu>®s;ü")
The diagonal matrix can thus be represented as

U  ~ f̂̂ f>Luuu ’

It is these diagonal submatrices we wish to constrain. We know the 
following conditions that they have to fulfil due tc normalisation 
of the subspaces: -

(ii) Tr

(iii)T‘r

Uv)

where oc is the number of alpha (spin symmetric) and ̂  the number of 
Beta (spin antisymmetric) electcns in the system.
When the normalisation conditions (i) - (iv) are fulfilled then the 
total normalisation of is indeed "Tr •
We also know that should represent a discrete PDF over a given
set of events and any value of a PDF must lie in the interval (0,l), 
hence we have the conditions

(vi)
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(vii) I ^  O

Row, due to the non-equivalent nature of the pair probability 
space described by the R.S.G’s and the individual probability space 
described by the R.S.O's we have been unable to formulate explicitly 
any constraints between the pair probability functionand the 
individual probability function # However, we see that a relation­
ship between the pair PDF represented by the diagonal of and the
individual PDF represented by the diagonal of ̂  does exist, explicitly,
Thus to each diagonal element of C ; a W^  ̂a ' WoCLj *
we can associate the event
"Simultaneous occupation of orbitals and which both have
alpha spin symmetry", ;

-T-ttO Wlto YPpp event
"Simultaneous occupation of orbitals (T̂ Cp  ̂and CTj Cr̂  which both have 
beta spin symmetry";

"Simultaneous occupation of the orbitals cT* Cr) andQ*. where theyJ
have alpha and beta spin symmetry, resulting in an alpha-bet a 
triplet spin symmetry". ;

"Simultaneous occupation of the orbitals andCJ Cr) where they
have alpha and beta spin symmetry, resulting in an alpha-beta singlet 
spin symmetry" •
We can then apply the probability relationships ; - 
(a) + (j - ?c « PwOj
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(b) P|[ ̂  PtAj 

Pj >y Pc aj
(d) p. 2  (remembering that P.̂ j • *JaI )•

where we associate Sĵ withP̂  andHP̂ ^̂ Î'i with P»̂  ̂and Pj^^ .
As P̂ oj are probability measures they lie in the interval (0,1)
Thus we can write (a) and (d) as
(a) t'^p. + Pj- _ Piftj ^ 0  

U)rJ.| ^  3  firtj >.0

However, (b) and (c) ensure the lower limits of the constraints (a) and 
(d). Thus we can write our system of constraints as : -
(a) e, + Pj -f
W PCaj -P̂ 6.0
(c) Pi/\j -Pj it-O

(1)SPCAi 
j '*

G  ISl-J.

We also know from the contraction relatioships between the 1st and 
2nd order reduced density matrices that the full equality expression 
for (d) is in fact the contraction of ”P̂ *over *0 2 ^^ *̂ that 
gives the diagonal elements of Ç over (g),
Hence if we express the elements of T̂ '̂̂ over the orthonormal atomic 
geminal basis of Â F̂ "̂̂ '̂ we can formulate indirect probability 
constraints on these elements ( of ) by using (a), (b), (c) and
(d).
All these constraints are linear in the elements of , thus
we have a linear programming problem, viz.Mo,(S -r;"!nrO
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" \ I f̂lfoC<4 <l«otctc< C I i

+  mW i. y(^ L \Ÿ "oii(is*(H‘*' X «*mî ‘ w  ̂ J
subject to constraints (i) - (viii), (a), (b), (c), (d) formulated

*“ ••”“  «' Ÿi..Tr4,.B.n3S|,s

Procedure to Construct Constraining Equations For Linear Programming
L -pla) t (, 1

We use as our basis variables \ i> ljL,l,...e,U..Vi

a¥\d
r-rt(»îI M  isl,.... ivsCa»..0/ĵ

If we define the constraints so as to be able to be expressed in the

form A .  X  é  "y
where X  is a column vector containing the basic variables, thus has 
dimension R X  I > where R  s ru C 1 m ,
A CL ( S X  A  matrix containing the coefficients of the constraining
equations, and ^  a, S x l  column vector containing the constraining 
values, 5 is the total number of constraints (excluding the non­
negative constraints on the basic variables).

Any equality constraint i.e*0tcO^^^c l^row of A
is replaced by 2 constraints ^ ̂  component of ̂

a n d a Q ) - ^ ^ 3 l
The latter constaint is then replaced by

-

So we can always have the constraint equations in form A . X  6  j 
There is no need to hold the non-negativity constraint on the basic 
variables, as these are automatically held by the linear programming 
method.
Constraint (i) then gives
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ZVt/m-O/

<“ > ?  
cnC»%\-0/

fWw*+lV

MMfO/ I%  J

I

(iv) 2L ‘"■̂r* r* ‘ 
a»4hmO/, , .
?  - ‘S'-W t ^ -k '%

V  matrices as shown
y/T\- -I e<Maa' a • ■■ " "

A  .
A
O O \ 0 1

o 1 ...... .1 o o.
o 0 I* • • 1 

«!•««) o
U 0 0 l« •

A and
X

/  Nîwfw-'Va, 1
|±k-*'Wi L

----------3

\ i l w
/-

i±k-*’Wt 1 
l+fe-Ô x j®
/ip̂A-û/a. I

elc(eto(9( i ^  ̂ i= I,

(viii) 61 /̂er i-.l,.... «,(«,+0/̂

These constraints give the block
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i
i
a/
i

O

O
NJ

A
CCsifPC

1 1

J 1 V

OI
rt

X yConstraints of type (d)

f..-o ç. i . (B-.) c [ T “ ., 1 x)î,p. -

=<„.0C

t l  • v . T j i . . v ;  .•.-Sïï.ij ='2^‘V.^ V : L i \ \

t '** ’ - V  \ /+  • *p̂ »5 u  _ y  '\ j  k \i k
• • <<pt«pi ij ' ^  Aÿ Uvpt^iLk ft'i

V / ' A  ■ ' % r ( i  ' ?  ' ï

c [ t x i : .  i  v i L  ij  s

Analogues relationships hold true for CpIZ^^ .1^; A, .. K. >  ̂ pwpt] I and C
c c i

b>/i

r s x v , % : * i t  gk
which can be written as 

■ "  %

\i k T'(') k 
''sji «(ûf̂ etyî,̂
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^ rv\
+1-2 z te
and similarly

Thus for any particular constraining equation of this type*K
for k 6 otodbfoc set of basic variables
oxpppp depending on value of I

for ^ subspace of A ^ F  ^
and M-\ for all values of

àrxThen these constraints can be written in the form for this block R 
of A and the section ^  of ^ .
^R.x
The constraining coefficients of type (d) constraints are signified 
by ̂  which are the rows of ̂  R
Constraints of Type (a) i.e. + Pj Pc Aj ^ I.
From type (d) above we have the coefficients of and
viz and*^0^^ thus the constraining equation of type (a)
becomes

+‘*atj3 4 6 N-i

where = f p w  t j  - p i i )  i j  .ij - I «*« Ij , effit^pt ijv 'etp̂p. Ij 'fipfifi ij J
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depending on L and J , referring tô q̂  ̂̂ Ç/̂ *CiÇ.ccj Ç j •

For the cases
• ' . \ • «

(i) (.01 ̂  and j i.e. union of two alpha individual events -"|̂c<b(e< Lj
(ii)Ç^t aud-Çpj i.e. " " " beta- " " * Vj
and
(iii)Ç̂ f and̂ p-î i.e. union of a beta and alpha individual event ^

resulting in a triplet pair situation. Lj

Thus the coefficient of basic variable 6 oCocococ , or
so we can write the ĉonstraining coefficient 

for constraints of type (a) where I and j refer to orbitals of the 
type described as
« . t J JL j . d\z

For the case
(iv)Ç̂ '̂  ̂and(^A i.e. union of a beta and alpha individual event

resulting in a singlet pair situation . “ '̂ fiŝ Ps ;j
The coefficient of the basic variable 6 "̂ '̂ 5
so we can write the constraining coefficients of type (a) where 
orbitals I and j form a singlet pair events as
** a  cyl = " + ‘'a Ip + ( I - (V .

)l for constraints of type (a) always = Nl-l for ally .
Constraints of type Çb) and (c) i.e. P̂.̂j - Pj ̂  0 cwj ^0.
The coefficients of this type of constraint can be completely determined 
from the coefficients of the previous types of constraint. Thus the

L  It coefficient is then given by
** Clcij) '

and
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^Cy) - ^  y) “ ^  lij3 and 3 ̂  for constraints of the
type (b) and (c) is equal to 0 for all Cj .

In the case of a second order reduced density matrix that
describes a system in a singlet spin state

-pCa)

thus we only need to determine the optimum feasible values for

T S Î .
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The constrained Linear Minimization is carried out by the 
SIMPLEX method. The matrix A and the vector 1 are constructed by
the methods just described and are used by the Simplex method in
a prescribed manner which divulges (quite quickly) optimum values for 

wp, i, = "Q that give
the lowest value for within the given constraints. Obviously
the method is only as good as its constraints, which we know are not
complete, but we hope will give some insight into the structure of 
further constraints that may be required.

From these values of we may then construct T*ĉ oCd̂ oi

the <C and spin symmetric reduced 1st Order Density Matrices.
However, Tensors € and contract to vectors expressed
on a *symmdtrised* or * antisymmetrised* bases of ®* not on
the Ç CT̂ CTjO  0  Cr"̂ bases. So before we apply the contraction
operation it is beneficial to work with the representations of

snd expressed on the
^0^ bases, which does contract to
the bases . From and ^ we evaluate the
alpha and beta R.S.O*s and their associated occupation numbers,

t ̂  ̂  % charge Density Matrix over orthonormal basis orbitals CT̂ (r̂
From these matrices we can construct the distribution of charge and 
spin over the non-orthogonal atomic orbitals.

The 1st Order Reduced Density Matrices associated with each N.S.G
are also computed, and thus the N.S.O*s and their occupation numbers,
associated with a particular R.S.G. These can be expressed on both
bases of which is linked by the transformations given in APPENDIX J.
t APPENDIX 2
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Computation of ^  , P ̂  and associated vectors and matrices

" C - , • X , - r ; i L X  ■

c [c 4 i f c 4 c

e^ - f c C'" 4 1 {c ^

Contractions of Tensors (jü 6 ®  % are defined as

ccioi-sfioj"^:
0

thus all the above contractions.. are performed in this manner.
The 0̂  - R.S.O*s are found as solution to the eigenvalue equation

bol

where bo< is a diagonal matrix containing the occupation Inumbers of 
the oL - N.S.O's.
The columns of 1^ i.e. 1<̂  are the g( - R.S.O's vector represented. 
Similarly, solution of

kg » k^ gives theR.S.O's.
Each 2nd Order Density Matrix associated with an R.S.G is constructed 
so-rra) <t'> - V  \/ 'fl A ®  R.S.G's of 0 0̂  ̂tô fif.or ̂ y)spin
1= y.... nA^M-Ùy^ symmetric type.

column of the matrix 
andlT^^ V ̂ ^0 V  for R.S.G's spin symmetry*5 s S

is*,.... nAĈ ^̂ -̂ 0/̂
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From which we obtain the representations in and
so

Thence

The solutions of the eigenvalue equations
CO ivtO iX> ^ cĉ= C b f  K f - I < s  t

then give the R.S.O's associated with an R.S.G as columns of
I y •>or * with the associated eigenvalues as the diagonal elements of 

or .
The results are listed in the following format : -
Calculations within the 1 Déterminent H.H.F. method are compared to
results obtained by the application of
(1) Contraints (i), (ii), (iii), (iv), (v), (vi), (vii) and (viii).
(2) The contraints of (l) + constraints of type (d).
(5) " " " (1) + (2) + type (a).
(4) " " " (1) + (2) + (3) + type (b) and (c).

Table X: R.S.O's referred to Ron-orthogonal atomic orbital basis
with Associated Occupation Numbers•

Table II: CHARGE DENSITY MATRICES
(a) referred to non orthogonal basis ^ Cl
(b) " " orthogonal basis

Table III: R.S.G's (on orthogonal basis) and associated occupation
numbers for Methods 1,2,3 and 4# and Energies.

Table IV: R.S.O's of the R.S.G's and associated occupation numbers
(on non-orthogonal basis).
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Table V; 2nd ORDER REDUCED DENSITY MATRICES (on orthogonal basis). 
Table VI: MOLECULAR ENERGIES FOR THE DIFFERENT METHODS.
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As the molecular system under consideration is of Singlet spin 
'symmetry, obviously no distinction exists between alpha and beta 
electrons.
Hence,

(alpha and beta 1st Order Reduced Density Matrices)
Thus the alpha and beta N.S.O's are identical.
-pCzl _

and thus the triplet R.S.G's belonging to the spin components 

are also identical.
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Table I
IsH

.999794 -.000451 .001910

.091854 -.351099 -.787912
-.096659 -I.O84IO5 .854866

OCCUPATION
NUMBERS
1.000000
1.000000
0.000000

R.Ĥ F.

IsLi IsH

.999545 -.055421 .000666

.066756 -r.025107 1.014005

.069875 -1.114452 .472876

1.166648

.666671

.166681
METHOD 1.

laH

.992869 .055864 .044096

.149116 -.058709 -.975185

.002303 -1.112329 .550258

1.003592

.779186

.217422

METHOD 2.

2sLi IsH

.988540 -.151505 -.003519
>.175151 -1.104797 .482818
.012118 -.019576 1.009504

.982151

.918897

.098952
METHOD 3.

®̂Li 2®Li

.974934 -.223226 .032064

.239517 ,1.09269 .494752

.012789 -.004682 1.003000

.982301

.946215

.071484

METHOD 4.

-6.23 -



Table II
(a) ORTHOGONAL BASIS (b) NON-ORTHOGONAL BASIS

2 S,Li
l8^  2.OI6O52 -.06550,
2s^ .247667

Is.H

1:H
-.140926

.554530 R.E.P.
1.241620

2.328599 -.085139 .042852

.578768 .198702

1.292652

2.537809 - . 0 5 4 3 9 9  - . 0 9 9 7 1 7

.417789 -.206677 METHOD 1
1.445495

2.000000 .059077 .0533355 2.OI29I8 .096552 -.137734

.527639 .307685
1.472362

. 5 4 9 6 5 7 - . 1 7 2 1 7 4  METHOD 2
1.611485

1.959927 -.029242 -.046800

1.768588 -.536705

.271670

1.975935 .061850 -.164262

2.288209 - . 9 8 5 1 9 2  METHOD 3
.650059

1.959828 -.026227 -.047057
1.808799 -.580581

.251373

1.975938 .067738 - . 1 6 4 6 7 7

2 . 5 5 7 4 4 6 -1.057811 METHOD 4 
.609076
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TRIPLET GEMINALS.
ff.Acr̂

-.204544 -.977815
.978244 -.205851 -.1

.054637 .058882 .:

SINGLET GEMIN^LS.

0*3̂ A
OCCUPATION NUMBERS 

METHOD
2 1 i ,.081258 .059126 

.899444 .921475

.019519 .019399

cr. vcr, 

-*.185137
.556041
.810228

-.005353

-.007551

.001929

«'iVûTa cr.v/ûT̂ Cr̂vcTj O'jV 0*̂ METHOD
10-.290251 -.937321 .017374 .027251 -.043177 1 1

.754704 -.542424 -.045668 .040101 -.017085 1 1

-.584789 .020879 .025O6I -.022071 -.OOOO69 1 .405967 1
.016159 -.053792 -.518O81 .945617 -.053646 0 .596055 .144569 

-.062559 .008416 -.944979 .309756 .085960 0 0

.006962 -.050261 .055138 -.105925 -.105925 0 0

±
0

.981522 .980987
1

.025477 

.841019 .941962

.053389 .051574

TRIPLET
ENERGIES Ev

SINGLET

-1.749875 
-1.608652 
. .585054

-1.755404
-1.656550
-1.453450
- .593380
-. 422240
- .241622
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Table IV
SINGLET N.S.G's
N.S.0'8 OCCUPATION

NUMBERS

l=Li Is.H

.720653 .055789 .625770
N.S.G .694822 -.094706 -.726811

.077069 1.110755 -.578557

.648OI4

.551986

.000001

N.S.G.
2.

-.875675 .579189 -.587057 .827205

.488855 -.92488I .575744 .172794

-.047552 .250167 .879112 .000000

N.S.G
3.

.914141 -.419386 .079653 .976586

.405972 .988650 -.190286 .025414

.086964 .300947 -1.09966 .000000

N.S.G
4.

-.010048 .668464 .505556 .771535

-.098482 -.891981 .998108 .228445
2999114 -.057010 .005511 .000022

N.S.G
5.

-.069590 -1.114288 .467705 .985402

.064125 .O5O889 -1.016401 .016567

.999537 -.055391 -.002546 .000052
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-.082999 -.337625 1.106082
N.S.G

.997742
I -.057760 -1.06198 .168519 .002258

.998901 -.045265 .001471 .000000

TRIPLET N.S.G's 
N.S.O's OCCUPATION

NUMBERS
IsLi 2sLi IsH

N.S.G
1.001049 -.054568 -.054201

-.052542 -.026528 1.01544

-.0699051 -1.114431 .472861

0.5

0.5
0

N.S.G
.996921 .151085 -.077291
.097916 -1.104712 .466504
-.067744 -.025088 1.014011

0.5

0.5
0

N.S.G
.052601 1.079316 -.229009

.O8I907 .278717 -1.09516

.999276 -.055478 .001681

0.5

0.5
0
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Table %
TRIPLET SECOND ORDER REDUCED DENSITY MATRICES

.041838 .200006 -.009238 

.956122 -.044164

cr, ACT,. .041838

o; AOj

cr.AO^
.200006
•956122

CT,A<̂  OJ-̂ CTj 

ff. . 864155'' -.164831

«■.AOj .115808
C'̂ ACT3

cr, .884315

Ô-.ACi
AO3

OTiAOrj
-.173689

.095601

.002059

CTi A0*3
-.009258

-.044165

.002059

cr̂ Aor̂
-.022884
.001960

.020056

-.025258

.005057

.020086

METHOD 1

METHOD 2

I'ffi'TEOD 3

METHOD 4

SINGLET SECOND ORDER REDUCED DENSITY MATRICES
«■|Vor, cj.vovi cr»>iOr-i or̂ v̂ j

CP,v<f, .999928 -.000430 .000047 -.008504 -.000626 -.O O I56I

o\vcr^ .995805 .OOI420 -.054164 .055268 -.OOO519

.996261 -.000124 -.059716 .046519

.005015 -.001911 .000028

or̂ vor̂
Mtr,

.002857 -.001859 

.002156

METHOD 1
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a,MO-, 

o.mCT, 

cr̂ voj
ajvCTj

or, vcr,

cr,vcr̂
®iVCTj

‘̂jlVCT,
or, vcr^

«\vcr,
cr.vcr,

ff.vcr,
ffjvcr,

CT,vcr,
cr,vĈ

cr,vor cr.vcr, a , vc r, cr̂ v̂cr& cr^vcr, or, VO,
.608656 .281947 -.009968 -.019771 .011919 -.001360

.792127 .008372 -»048488 .018498 -.001149
.996682 .005971 -.020437 .048048 METHOD 2

.062945 .177316 .015887

.533264 .045186

............................................... ,006527.............

cr^vcr^

.959927 -.061616 -.169969 .001545 .002482 -.OO98O6

.904228 -.266543 .005534 .024140 -.016979
.115808 .010641 -.006969 .005076 METHOD 3

.768585 -.205409 -.060565 
.211580 .029148

.040072

<y,vcr, o.MCXx cTavCrj, Cy\jtr^

.959828 -.061702 -.169927 .002148 .001859 -.009865
.904399 -.266251 .006930 .025976 -.017217

.115687 .008508 -.010594 .005905 method 4
.846556 -.270712 -.070577 

.115687 .020522

.057843

TABLE VI
R.E.P METHOD 1 METHOD 2 METHOD 3 METHOD 4

ENERGY EV.-7.778464 -9.057825 -8.557116 -7.274157 -7.240477
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Discussion
Application of constraints formulated in Method 1 lead to an 

energy which is very much lower than the R.H.P. energy. This, as has 
been observed before, is due to the non N representable nature of the 
•optimised* second order reduced density matrix. Application of 
further constraints (Method 2) increases the energy to some extent, 
but still seem to lead to a description that is not physically viable.
The charge density matrices associated with Methods 1 and 2 although 
similar to each other, are somewhat different from the charge 
distribution predicted by the R.E.P. method, and in fact predict far 
more charge on the atomic centres than the R.E.P method.
Unfortunately, Methods 5 and 4 (i.e. application of further constraints 
as described) increase the energy above the R.E.P level,which suggests 
that the constraints are now too • tight*'. However, the reason for 
this is not clear, although the manifestations are, viz. the 2s 
orbital on the lithium atomic centre becomes very much more populated 
with charge, and the transition density between the 28 orbital on
Lithium and the IS orbital on Hydrogen becomes very negative,

Purther investigation is thus called for concerning the inter­
pretation of the connection between the elements of the 1st and 2nd 
order reduced density matrices with respect to constraints associated 
with the probability relationships

At the present time it does not seem too productive to follow the 
probabilistic approach discussed in this thesis if practical approx­
imations are sought. However, further study of the reduced density 
matrices reported might suggest new types of physically representive constraints,

- 6.50 -



The gaussian expansion coefficients used where those 

published by S.HUZINAGA J.Chem, Phys, 1965,^,1293.
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CHAPTER ONE



The Multi Configuration Self Consistent Field Approach 
Introduction

The elctron spin resonance spectra of many radical systems have 
been successfully explained using any one of a number of methodŝ  ̂  
which have been proposed to calculate spin density distributions. 
Agreement between these methods is generally only qualitative but 
this reflects the unusual sensitivity of spin density distributions 
to small details in the electron density which are insensitive to the 
energy. Electron correlation is normally introduced into calculations 
using either solf-consistent field method with configuration interaction 
(3CFCl)or the unrestricted Hartree-Fock method (UHF) with annihilation 
of the largest contaminating spin component (AUHF), Both of these 
methods have one characteristic in common; the resultant wave functions 
have not been completely minimised with respect to all the variational 
parameters.

In the SCF-CI method the orbitals are obtained by minimising
the restricted Hartree-Fock energy. The same orbitals are used for
the configuration interaction wave function. In the AUHF method the
orbitals are obtained by minimising the UHF energy. The same orbitals
are used to construct the AUHF wave function. A practical attempt 

7has been made to obtain orbitals which lower the AUHF energy, 
producing significant differences in the spin density distributions 
(this is referred to as the lAUHF method in this paper,i.e. the 
Iterated AUHF method). The orbitals which lower the SCFCI energy 
can be obtained by the application of the partial multi-configuration- 
al self consistent field (PMCSCF) method. The complete variational

9minimisation procedure is called the MCSCF method .
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Method of Calculation
(i) The SCF-CI method.

The solution of the SCF equations of Eoothaan̂  ̂gives the 
complete set of molecular orbitals, in terms of basis orbitals
$ = 6  c ; c c**" a c+c - T

where S  and (f> are 1 x n row matrices and c is a n x n matrix, the
columns containing the coefficients of each LCAO-MO.

The terminology used is in common with the rest of this thesis 
where where A refers to atomic orbital (i.e. basis/"V ^
orbital) andM to molecular orbital.

The interaction of any two configurational 8tates,3Ĉ  and 
defined in terms of the molecular orbitals ^ is given by

The term state infering that the function (configuration of molecular 
orbitals) is an eigenfunction of the operator.
Pi and Pû. are representations in molecular orbital space of 

basic first and second order reduced density matrices, i.e.
sj"  M'^XsCi .. ^

*"415 [ % % [  NOlCXi H)Jir^   Njotlj....-j A ' !

where the basis of is defined as ..^
and X'̂ tl ) CT̂  €

I.......... being a basis for .
The functions  ̂ are simultaneous eigenfunctions of the

lâU order reducedDensity Matrix (determined within the independent 
particle approximation) and the 1st Order Reduced Density Matrices

t
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corresponding to the basic Density Matrices of /\̂  defined as
 N'l I X ‘̂ W. mOXr(i N)

The functions( $  ̂  j also form a natural basis for 
over TTq , , the basis being defined as

In the independent particle approximation 11 iÙ is determined
by completely.
The elements of the matrices Pi 6 G T T f p  ^
are given then on the Natural bases of and 11 ̂  as

("«%- ■ < .  r t i t  -
where 0^,CTs &
For a given choice of molecular orbitals, y  , selected electron 
configurations %  ̂  corresponding to the spin symmetry of the 
molecule are constructed to form the configuration Interaction Matrix

A A ̂  *>J
j^v determined by the choice of .

A
W with elements 

( g ) »  - < T < - a 1 h ( X ‘ >
A

The Natural configurations (functions) of H over this sub space are
then determined by the solution of the eigenvalue problem,
H. c< - d E
which gives that commutes with H  where T *  s  ( o (  cL I

corresponds to the energy state E t which is choosen to be the 
lowest (i.e. ground state)
The representation of the 2nd Order Reduced Density Matrix over 

A ,TT^ F is then given by

■■■
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where j z
and the 1st Order Reduced Density Matrix over
PI = 2AS  ̂ ^
The energy E can then be expressed as

f H \“ * •  < ~ i l  K U . >V 1̂1

(ii) The partial MCSCF method.
The configuration interaction wave function

does not necessarily use the optimum molecular orbitals ̂  • The
purpose of the PMCSCF method is to vary the orbitals ̂  , for a given

cL , such that the energy, E  , is minimised. In terms of the basiis 
orbitals, <f) , the energy E of the wave function v5 can be written

Ez Tr (c'^k C Pi +J. C'^q C Pü\

, ^  ̂ Al Axwhere C « C 0  C > hence 0̂ 1*42. "

( t ) ‘t ■

Buoh that (Gr)^, AZ
A*% A4"
9Following McWeeny is allowed to vary, within an orthonormality 

constraint, such thatE is minimised,
i.e. C + cfc = i'X + V N  C «̂1»

A
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such thatl+y is unitary. This implies that 
4. V-* % O

The corresponding first order change in the energy is
e  c Pi c + 4  Gi]\

A3
i.e, Q s  CCsTD viz is a contraction of S  •
The direction of steepest descent is thus

the actual magnitude of the change which takes the energy, E , to its 
most negative value for the given direction is
\/ = X V o  ( A  is a scalar).
such that V = O  for an energy descent that would
retain the orthonormality of the orbitals. In principle A  can be
found by solving the equation Ô E/dX - 0 but since V = *f jX),
this necessitates solving a high order polynomial in A  • This
should be clear since the V  that satisfies V  + V*^ 4- V  V*^ ” O-s. ^  ^  ^  ^
is found by finding that V q which makes the function "Ir ̂ XVq V^ + Vo4“ Vj, ) 
a minimum, viz. the suitability of V  is a function _of its length.

As an alternative the energy, E, is calculated for various select­
ed values of A  from which that value of A  which minimises the 
energy is estimated numerically. (A is generally found to be very 
small, the values selected being multiples of + 0 . 015) .  Each value 
selected for A  gives only a first estimate of V  , hence a first 
estimation of a trial | asX+V will not in general be unitary 
as required'2 . So that the correct energies for each A  can be 
calculated V  is corrected such that V  V ^ 4 - V  -f 0 as follows ;
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The function
u  « Tr V  y;'-Vv + v + +  V

is minimised, for which one obtains the descent direction
D  = f V  + Y ^ "  + A . V + V  + V V  + V \ / ‘*'Vl

and a step length along this direction to a second order
L r  T r +  l i +  'J-J5^ ^  ^

The process is repeated with a i *V^ - L]^ • This produces
a new set of molecular orbitals, C ,

Although the new orbitals should be orthonormal this depends on how 
closely T + V  is unitary. Any non-orthonormality can be rectified 
by minimising the function,

u  = T . [ C ï - c r ç V r - j f £ > ]

with a descent direction
D % c'*'c C+ -

and step length along this direction

which gives a new set of orbitals which are at least as
orthonormal as the previous

and the process is repeated until the desired accuracy is obtained.
The whole PMCSCF process is now repeated using the new matrix
until self-consistency.

/-
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(iii) The MCSCF method.
Since E

where c4 is obtained by the SCFCI method for a given c » and c. is 
then modified by the PMCSCF method for that ̂  , it is logical to use 
the matrix ̂  resulting from the PMCSCF method as a new starting 
point in the SCFCI method to obtain a new cL , and so on, until further 
iterations do not change c or •

Results
The MCSCF method has been applied to the molecules described in 

figure 1. The calculations were carried out within the framework of 
the Pariser-Parr-Pople approximation scheme for TT - electrons systems 
using the integrals and bond lengths of Amos and Snyder̂  in order to 
facilitate comparison with results from references 3*4 and 7*

The doublet spin eigenfunctions used were , e.g., for pentadienyl
(H) = (lb Co(p

y
z (lib

where is the ground state spin eigenfunction
and (R)| is the excited doublet state spin eigenfunction.
All possible excited states with spin eigenfunctions of the type (fi), 
are included in the calculations.

All the results are collected in Table 1.
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PENTADIENYL (a )

‘5
PENTADIENYL (b )

6

5
4

BENZYL NAPHTHALENE

AZULENE
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DISCUSSION

Since both the UHF and SCFCI methods are practical for large 
molecules it is of some interest to investigate if one is more reliable 
than the other in the calculation of spin density distributions. The 
SCFCI methods are normally limited to including only singly excited 
configurât ions. Since the wave function in the SCFCI method is also 
a spin eigenstate this would seem to be more appropriate than the UHF 
wave function to calculate spin density distributions, even though 
the AUHF method attempts to remove the major unwanted spin eigenstate 
from the UHF wave function. However, whereas electron correlation 
in the Cl wavefunction is introduced after the orbitals have been 
optimised, in the UHF method the electron correlation is introduced 
before optimisation. It is possible that this dichotomy can only 
be resolved by comparison with an analagous complete Cl calculation.
Only a very few complete Cl calculations exist and for these radicals 
only pentadienyl (a) has been studied # For this radical (see table 1) 
the SCFCI and AUHF calculations are only in qualitative agreement.
The agreement with the AUHF method is progressively improved for the 
PMCSCF and MCSCF methods. It has been suggested̂ *̂  that it is better
to use the UHF formula DBF + to give a better

Qestimate of the spin density distribution. This in fact gives an 
excellent correlation with the complete Cl results (those given in 
brackets in the column labelled McLachlan in table 1) for pentadienyl 
(a).

If we use the SCF calculations as a standard for comparison 
(because this method introduces no electron correlation between 
electrons of different spins), we can compare the relative magnitudes

I . ■ .

- 1.9 -



of the spin densities due to the other methods. One of the most 
important aspects ofTT - electron calculations for aromatic radicals 
is to assign the observed hyperfine coupling constants to the various 
atomic centres. There are some significant discrepancies with the 
relative order of the spin densities as calculated by the SCF method:- 
Pentadienyl: SESCF, UHF'and lAUHF give opposite assignments for atoms

1 and 5• .......
Benzyl: SESCF gives the opposite assignment for atoms 1 and 3» 

lAUHF gives the opposite assignment for atoms 2 and 4*
Azulene: Huckel, McLachlan, SESCF, UHF give opposite assignments for 

atoms 2 and 9*
Most of these discrepancies correspond to those positions, which are 
not related by symmetry, but have the same spin density when calculated 
by the Huckel method.

It is significant that the AUHF, UHEÇ*, SCFCI and MCSCF methods 
are always in qualitative agreement. In view of this observation, 
the fact that "UHF calculations are much quicker to perform for large 
molecular systems than SCFCI or MCSCF calculations, and the excellent 
agreement between the complete Cl calculation and the UHF method for 
pentadienyl (a), it is concluded that the UHF methods have distinct
advantages and are at least as reliable as other approximate practical

, . (
methods.
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THE AB - INITIO UNRESTRICTED HARTREE POCK METHODS

A reasonable extension of the independent particle 
model, i.e. Restricted Hartree Pock (RHP), but still within 
the framework of a 1 determinant approximation is the 
Unrestricted Hartree Pock method (UHP). However the N 
particle wavefunction that is produced by optimizing the 
single déterminent is not generally an eigenfunction of the 
total spin angular momenta operator . This approximate 
wavefunction can though be expressed as a linear sum of 
wavefunctions corresponding to pure spin states,

X

where s= p-q; p = number of electrons with alpha spin, and 
q = number of electrons with beta spin,

S'-'X s+m = (8+m+l)X'g.^
and hence it is possible to project out the pure spin wavefunction 
of interest, by the use of an annihilation operator^. It has 
been shown however that it is sufficient to annihilate only the 
major unwanted spin component^to obtain a wavefunction that 
represents a pure spin state to a fairly good degree of approxi­
mation. This procedure is known as the Unrestricted Hartree 
Pock Method After Annihilation (UHPAA).

Theoretical results can be calculated^yhich are reasonable 
when compared to experimental values, tVxtsecan be computed by 
an Ab - Initio method when the above UHPAA procedure is followed?”*̂ 
provided that



(i) The atomic orbitals CL ̂ (r) (based on atomic centre
i) are expressed as an optimised linear combinations 
of gaussian functions, i.e.
CXiCr") = ^  Ci j where the coefficients Ci j

j are optimised
(ii) WhenQ^(r) refers to a hydrogen atom the exponent 

(K̂ îs optimised,
and

(iii) The geometry of the system is optimised, i.e. 
bond angles and bond lengths are varied to give 
the energetically lowest molecular configuration.

These provisions are not arbitary since if isotropic 
hyperfine coupling constants are to be calculated from spin 
densities at the nuclei the wavefunction should describe the 
electron densities of the nuclei adequately. The obvious 
choice is to use SCP atomic orbitals, which are expressed for 
convenience as a linear combination of gaussian functions to 
facilitate the evaluatiou of the multicentre two electron 
repulsion integrals. Since the hydrogen Is orbital contains 
electrons which are both valence and inner shell electrons 
this orbital requires optimising. In turn the geometry will 
effect the hydrogen Is orbital, hence the hydrogen isotopic 
coupling constant, considerably and so this requires optimising. 
The variation of the SCP atomic orbitals for heavy atoms is 
much more difficult and thus this sort of optimisation is not 
attempted, nor is the bond length varied between heavy atoms.

Instead of representing each SCP atomic orbital of the 
minimal basis set by a linear combination of gaussian functions.
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more flexibility is obtained by “uncontracting” these represen-• 
tations, i.e. each SCP atomic orbital is replaced by a number 
of orbitals each one being a simple gaussian function. Altern­
atively partially contracted gaussian expansions can be used.® 
The object of these modifications is to introduce flexibility 
into the calculation by allowing the orbitals to distort on 
molecular formation. Unfortunately this greater flexibility 
gives rise to an increase in spin contamination in certain cases. 
In order to restrict spin contamination it has been suggested 
elsewhere® that, at least for semi-emipirical calculations, it 
is feasible to minimise a function of the type 

(}.E •*- (1  -d -  )  <  S » >

Where E can be E^^p^or E C AA 3 UHPAfï)
and X  S=> can be 8»%^^ or 8»

Por Ab Initio calculations the use of E is un­
realistic regarding computer time and so the function

£ = cL Ê ,,p + (l-d*) ^  was minimised.
This function can be written as

£ = (A ̂ Tr P (h + Tr Q (h + ^
+ + 2  (P+q) - Tr PSQS ̂

= 2  ^ + Q^)^rt - P^ 3

=  r  ^  J
o  ̂ j cT^n)cx‘Cro Vr»̂ * CXrUOatCro

h is the representation of the one electron hamiltonian on the 
non-orthogonal atomic orbital basis ^ ,
P and Q are the respective représentât ions of the first order 
density matrices of the p alpha and q beta spin electrons, 
and S is the overlap matrix associated with the basis of atomic

- 2.3 -
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orbitals ^ .

The first order change in £ is
S £  = 1 Tr S p . (h + G®'*') + Tr% Q (h + G®/*)"i

- (1-a.) ̂  Tr (Sp 8%S) - Tr (&Q SPS )
from which the *best* changes in the matrices P and Q 
i.e. those that cause &  to decrease most, are given by the
diagonalisation of

V®"'= (k (h +̂ G®*-) - (1 -d. ) s « S
and V^= d'(b + Ĝ l') - (1 -d-) S P S  respectively.

This minimisation scheme shows some similarities to the 
elegant method of Segal^®

Calculations were carried out on the hydroxyl and 
cyanide radicals as described in the following section.
The major contaminating spin component in the UHP wave 
functions for these radicals is the quartet state, hence in 
the application of UHPAA method it is this component which 
is annihilated.

Results
1. HYDROXYL RADICAL 
/' (a) using contracted set of gaussian functions

(b) using uncontracted set of gaussian functions 
The calculation was carried out using various bond 

lengths and orbital exponents for the hydrogenlike wavefunction 
in order that an optimised description of the atomic orbitals 
be deduced. The variation of the oxygen atomic orbitals 
Cw.r.t., orbital exponent and bond length) was not attempted.
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In figure I, E (of the radical) is plotted as a function 
of the bond distance for various values of the orbital 
exponent on the hydrogen atomic orbital. The results are also 
shown in table I,

The value of ^ Ŝ '̂ ^̂ for this calculation was found to 
be very near 0.75 ( to 1 place in 10"̂ ) and thus no limitation 
on the spin contamination was necessary, however in the 
calculation using an uncontracted set of gaussians for the 
hydrogen atomic orbital spin contamination was found, and hence 
the constraining procedure was used, i.e. minimisation of 
the function £ for various values of d-, the results of which 
are shown in Table II, figures II, and III,

'̂2. CYANIDE RADICAL
with (a) contracted set of gaussian functions

(b) uncontracted set of gaussian functions 
Both of these cases showed considerable spin contamination 

and thus the constraining procedure was applied to try and 
reduce the amount of contaminating spin component in the 
computed wave functions ; the results of these calculations 
are presented in Tables III and IV; and figures IV, V, VI and 
VII.

Discussion
Even though the molecular wave-function computed from 

the contracted set of gaussians for the hydroxyl radical showed 
little sign of spin contamination, the oxygen hyperfine constant, 
CL*is low in magnitude compared with the experimental value. No 
doubt the origin of this discrepancy is inherent in the UHPAA 
method and this view is substantiated by the more elaborate
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FIGURE 1.
Summary of the calculations on the OH radical.
_______ Variatin of total energy after annihilation

with bond length for the values of the 
hydrogen atom orbital exponent ,a,indicated#

-------  Estimated minimum total energy after
annihilation as a function of bond length.

. . . ^  Estimated variation of the hydrogen isotropic 
hyperfine coupling constant with bond length.
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FIGURE TV/O.
a) Variation of minimum energy with change of a# 
h) Variation of valne with change of a#

HYDROXfL RADICAL UNCONTRACTED BASIS,
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FIGURE FOUR.
a) change of minim-um energy with variation of
b) Change of ^S^'^with variation of a.

CYANIDE RADICAL UNCONTRACTED BASIS,
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FIGURE FIVE.
Curve (a) and (c) are related to higher valued 
axes.
Curves (b) and (d) to lowered valued axes.
Curve a)
Curve b)
Curve c) 
Curve d)
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FIGURE SPC.
a) Change of minimum energy with variation of a.
b) Change of ^S^^with variation of et.

CYANIDE RADICAL ÜNCONTRACTED BASIS.



FIGURE SEVEN.
Curves (a) and (c) relate to the higher valued 
axis.
Curves (b) and (o) to the lowered valued axis.
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APPENDIX ONE



The stationary points of the equation 
= ( x ^ R . x ) / ( x t  y )  Al-l

where R  is a fixed pxp matrix , X  a variable column 
vector and ÇCx) is a scalar function,
are s.t. the vectors X  at these points are orthonormal 
eigenvectors of .
The above equation Al-l could be written in Dirac 
notation as -Ç Cx) z- ^ X l R \ X * >  /  X|
If the projection matrix P is defined as \ X ^ X X ~ ^
s.t. p t  p

<xlx> ^X\x>then it projects vectors onto the vector X •
The function ÇCx) can be written in terms of P as
Ç C O  = Tr P R  ^ Tf _ P-Cx^

J X ^ xThen the value of P at the stationary point of C 
are projection matrices that project onto orthonormal 
eigenvectors of R  .
If we then define a fixed I.e. of projection matrices 
associated with the orthonormal eigenvectors of A  i.e.
p. = (LL i
where the set are the orthonormal eigenvectors
of A L
P \ ia only a projection matrix if all either
=1 or 0.

The Tr?^=p ,and the eigenvectors of P% are the 
orthonormal vectors where the eigenvalue
associated w i t h i s  i.e. P»*'̂ 1 *= C-L.'Sv. -Çof v.— ^
Then ^C 9%̂  is also a stationary point of the function Q?3
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with value -Ç C
* o **•If we apply the constraints P and TrP =1 to the 

variation of the functionÇcç)only p stationary points 
are found which are the projection matrices associated 
with the eigenvectors B  ,however if v;e do not enforce
these constraints enumerable stationary points are found 
The matrices corresponding to these stationary points 
all have the the same eigenvectors as B .Thus all 
matrices Pk that are stationary points of-Ç commute with 
A (as matrices with the same eigenvectors commute).
As commuting matrices are simultaneously diagonisab le 
all such solutions Pk are simultaneously diagonal with
B  .
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APPENDIX TWO



SIMPLEX METHOD OF PROGRAMMING.
As many text books on the general theory exist 

(as given in the references in the introduction) this 
appendix only describes the Linear Program written 
by myself.

The general problem is to maximise the function
C  - C^. X  A2-1

.....................................................
where C is a IxN row vector containing the OBJECT
FUNCTION coefficients 5c-A. . ̂ of the BASIC VARIABLES

expressed as the variable Nxl column vector
X ,
subject to the constraints

A x  ^ ly A2-2
X >/ O  A2-3

( X  being the Nxl null vector).
Where f\ is a MxN matrix containing the constraining 
coefficients,and 3 is a Mxl column- vector containing 
the constraint limits.

If any constraints are of the form 
A|. X  ^  I A2—4

( Ai is a R̂dsT block of the constraining matrix R and 
a IxR block of ^ ) 

they are replaced by
-Ri-X ^ 'a, A2-5

so as to bring them into standard form.
If the minimum of the function £ is required, 

minus the maximum of the function - C *  X  is found.
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i.e if “ C. . X
then min £ ■= -max(-£ ). A2-6

The SIMPLEX method implicitly expresses the 
problem in the form [ F) | . [ X  j - j

the matrixwhere

and [x- y!<J\ the vector
X*M + l

W\

the variables  are caïled SLACK VARIABLES
and gives a measure of the violation,or near
violation of the i***̂ constraint . X  ~ ^ L
if the constraint is violated Xo+û<0(as Bci.^.X+Xo+c-). 
If the i constraining limit is negative .ARTIFICIAL 
VAiRLABLES are added to the problem and the i 
constraining equation is redefined as

- A u , . X  - X'" i A2-7
and the object function as

£ = (A X-MXÎRcivX+Xftj.-̂i] A2-8
where M  is an arbitrary large positive number and Xçx^ 
are the ̂  artificial variables corresponding to the 
constraining limits L that are negative.

The initial FEASIBLE solution is •
f X

i.e. &  = O + W / l ^ ' i Liwith slack variables

(null vector [N+P]xl) 
A2-9 
A2-10

1 1
A2-U
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The non zero variables are called BASIC ,the zero variables
NON BASIC .
The simplex tableaux;, starts at. this solution .implicitly 
and is of the formI—

1--

V

- C

PIVOTING ABOUT R 
For all members of 
the tableaux.
U«’.-= CRUo - TS)/ R 
Except for elements 
in the column or row 
of R.
-new element in U 
position.

^o -old element in U 
position. . p 

(initially ).C
The next feasible solution that is more positive than 
the initial is arrived at (if it exists) by choosing 
the most negative value in the -C, row,say the Lth 
column, then forming the ratios ̂ ijRVsnd finding
Min for L z i, .
when O
The value of i for which this is so ,say K, then defines 
the element of R  on which we PIVOT i.e.the element F\ ̂  
The elements of - C (denoted by C*" ) then become

where L L A2-12
and ' ' A 2-13
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the elements of y  become
IA  L ̂  k. A2-14

and ''tu.'-- I A2-15
the elements of R  become
R'c ; •= Fl\ - n  L- (R'‘k.I R L. A2-16
^ - f̂ n|R‘î< -̂of ’̂+1. A2-17
Rl - RÏ|R K t-+ k A2-18
R k •.-' Vn'-vt A2-19
The value of the object function becomes (where the 
values of and C  are the ones before transformation)
s.'--€ . c"")/p, ;; A2-20
which never decreases the value of
Iterations continue until one of the following three 
conditions are satisfied/—
1. All c'“̂are'>/0, and no artificial variables are non 

zero basic variables.
Solution has then been reached and the maximum value 
of the object function is the current value of ^ .

2. If all and there is a non zero artificial basic 
variable then the constraints of the problem are
inconsistent and there is no solution,

3. There is no the value of ̂  is then unlimited,
and the solution is UNBOUNDED .

Initially the function E, is expressed entirely in 
terms of non basic variables and the slack variables, 
that have values given by the column y (i.e. )
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form a basic solution. By pivoting about R  ̂  the slack 
variable XntK^^comes non basic and the variable Xu(v/hich 
might be artificial) becomes basic with a value of 
(after pivoting). If (say) throughout the iterative
process the variable never becomes basic and in
the final solution has the value zero.

By recording the nature of the basic and non basic 
variables throughout the final values in the y column 
can be assigned to object function variables,artificial 
variables,or slack variables.

If there is no unique Min^lj^^^for at
some stage of the process ,i.e. say that 

are all equal for i.. . r
and set of integers between \—  ^

then Min | A  <-k e. \
(where j=l,then2, then 3 ...etc, until a unique minimal 
ratio has been obtained)
determines and thus which ratio to choose andîle 

"ithence the pivot row ,
This method ensures that cycling will not occur in 
the iterative process.

Pollov/ing is a listing of the Simplex procedure 
and the associated procedure for the addition of 
artificial variables (viz,. Procedure NEG),which was 
designed for parametric linear programming,i.e.after 
the object function has been maximised new values of 
the constrianing coefficients can be calculated
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(using the optimum values of the variables) and the 
artificial variables redefined,taking into account 
the initial transformations associated with the first 
up of the artificial variables.
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"PROCEDURE” NEG(NG,S,A,C,Y,EE,MM,NC);
"CŒD.IENT" DESIGNED FOR RECURSIVE uSE,FOR 1 ST ITERATION S-1 THEN
AFTER S=2;
"COMMENT" NG IS THE NUMBER OF NEGATIVE CONSTRAINING VALUES; 
"REAL" EE;
"INTEGER" NG,S,mi;
•’ARRAY" A,C,Y;
"INTEGER" "ARRAY" NC;
"BEGIN*'
"IF" NG "NE" 0 "THEN"
"BEGIN"
"REAL" Y1,Y2;
"INTEGER" I,J,K,K1,N1 
"SWITCH" CLOUDY:=X1,X2,•
"GO TO" CLOUDY[S];
X2;
N1 i=N-NG;
"FOR" I:=l "STEP" 1 "until" N1 "DO"
"BEGIN"
Y1:=0
"FOR" J:=l "STEP" 1 "until" NG "DO"
"BEGIN"
K:=NC[J];
Y1:=-A[K,I]+Y1;
"END";
C[I]:=C[I]-10000*Y1;
"END";
Y2:=0;
"FOR" J;=l "STEP" 1 "uNTIL" NG "DO"
"BEGIN"
K:=NC[J];
Y2:=Y2-Y[K];
"END";
EE:=EE+10000*Y2;
"GO TCf' X3 
XI;
J:=0;
"FOR" I:=l "STEP" 1 "UNTIL" M "DO"
"IF" Y[I]<-l*w-G "THEN"
"BEGIN"
J:=J+1•
NC[J]:=I;
"END";
"FOR" I :=1 "STEP" 1 "UNTIL" M "DCf’
"FOR" J:=N-NG+1 "STEP" 1 "UNTIL" N "DCf*
A[I,J]:=0 
N1 ; =N-NG;
"FOR" I:=l "STEP" 1 "UNTIL" N1 "DO"
"BEGIN"
Y1:=0
"FOR" J:=l "STEP" 1 "UNTIL" NG "DO"
"BEGIN"
K:=NC[J];
Y1;=A[K,I]+Y1;
"END";



C[I1:=C[I]-10000*Y1;
"END";
Y2;=0;
"FOR" J:=l "STEP" 1 "UNTIL" NG "DO"
"BEGIN"
K;=NC[J];
Y2:=Y2+Y[K];
"END";
EE:=EE+10000*Y2;
"FOR" I:=l "STEP" 1 "until" NG "DO"
"BEGIN"
J:=NC[II;
Y[J]:=-Y[J];
K1:=0;
"FOR" K:=N-NG+1 "STEP" 1 "UNTIL" N "DO" 
"BEGIN"
K1:=K1+1;
"IF" KL^I "THEN" A[J,K]:=-1;
"END";
"FOR" K:=l "STEP" 1 "UNTIL" N1 "DO" 
A[J,K]:=-A[J,K];
"END";
"FOR" I:=N-NG+1 "STEP" 1 "UNTIL" N "DO" 
C[I]:=-10000;
"END";
X3;"END" OF NEG;



"PROCEDURE" SIMPLEX(A,Y,C,EE,M,N,NG,X,MM);
"C0>ÎMENT"
SIMPLEX MAXIMIZES EE^C*X (C[1XN],X[NX1]) SUBJECT TO THE CONSTRAINTS A*X^1E*Y 
(A[MXN],Y[MX13),AND THE NON-NEGATIVE CONDITIONS X "GE" 0 .........
(IN THE TABLEAU C IS REPLACED BY -C),
IF A SUB CONSTRAINT MATRIX SATISFIES B*X "GE" Y THEN IT BECOMES -B*X "LE'-Y 
FOR A MINIMIZATION PROBLEM EE=C*X....-MAX[-C*X] IS FOUND 
A- IS THE ARRAY OF CONSTRAINT COEFFICIENTS.
Y-THE CONSTRAINING VALUES.
C- THE OBJECT FUNCTION.
X-FINAL VALUES OF THE VARIABLES. ............................................
EE-THE VALUE OF THE OBJECT FUNCTION.
MJI:1 FOR MAXIMISATION ,-l FOR MINIMISATION.

IF -MAX[-C*X] IS REQUIRED, MM=1 IF MAX[C*X] IS REQUIRED).
M-THE NO. OF CONSTRAINTS.
N-THE TOTAL NO. OF VARIABLES (ARTIFICIAL +BASIC) .
NG-THE NO. OF ARTIFICIAL VARIABLES;
"VALUE" A,Y;
"REAL" EE;
"INTEGER" M,N,NG,MM 
"ARRAY' A,Y,C,X;
"BEGIN*'
"INTEGER" I,J,K,L,IT,N1;
"INTEGER" II,Jl;
"REAL" BL,AL;
"ARRAY* B[1:M];
"INTEGER" "ARRAY* XI[1 ;N] ,YI[1 ;M] ;
"INTEGER" "ARRAY' P[G:7];
P[6]: = 0 
P[7]:=N;
"FOR" I:=l "STEP" 1 "until" N "DO" C[l]:=-C[I];
N1;=N-NG;
"FOR" I:=l "STEP" 1 "UNTIL" N "DO" XI[I];=0;
"FOR" I:=l "STEP" 1 "UNTIL" M "DCY YT[I]:=0;
IT;=0:
SPR0UT(M,N,A,P,6);
PVOUT(N,C);
PVOUT(M,Y);
XLL:AL:=0;
"FOR" I:=l "STEP" 1 "UNTIL" M "DO"
Y[I1:="IF" Y[I]=0 "THEN" "ELSE" Y[l];
IT;=IT+1;
"FOR" I;=l "STEP" 1 "UNTIL" N "DCY 
"IF" C[I]<AL "THEN"
"BEGIN*'
AL:=C[I];
L: = I;
"END";
"IF*' AL=0 "THEN*' "GO TO" XL2;
"FOR" I:=l "STEP" 1 "UNTIL" M "DO"
"IF" A[I,L]>l*io-9 "THEN" B[I]:=Y[I]/A[I,L] "ELSE" B[l]:=-1 
BL;=100G00;
II ;=0
"FOR" I;=l "STEP" 1 "UNTIL" M "DO"
"IF" B[I] "GE" 0 "AND** B[I] "I£" BL "THEN"
"BEGIN"



Il:=il+1
"IF" Il-l "OR" B[I]<BL "TOEN**
"BEGIN"
K:=I;
BL:=B[I];
"END"
"ELSE"
"FOR!' Jl :=1 "STEP" 1 "UNTIL" N "DO"
"IF' A[I,J1]/A[I,L]<A[K,J1]/A[K,L] "THEN" "GO Ttf' XL5 
"ELSE" "IF" A[I,J1]/A[I,L]>A[K,J1]/A[K,L] "THEN" "GO TO" XL6;
"GO TO" XL6;
XL5;K:=I;
XL6;"END";
"IF' BL=100000 "THEN" "GO TGf* XL3 
"IF" YI[K]=0 "THEN"
"BEGIN"
"IF' XI[L]=0 "THEN"
"BEGIN"
YI[K]:=L;
XI[L1;=-1;
"END"
"ELSE" "IF* XI[L] "NE" -1 "THEN"
"BEGIN"
YI[K];=XI[L];
XI[Ll;=-l;
"END"
"END"
"ELSE"
"BEGIN"
"IF' XI[L]=0 "THEN"
"BEGIN"
XI[L];=YI[K];
YI[K]:=L;
"END"
"ELSE" "IF' XI[L]=-1 "THEN"
"BEGIN"
XI[L];=YI[K];
YI[K]:=0;
"END"
"ELSE"
"BEGIN"
J:=YI[K];
YI[K]:=XI[L];
XI[L1;=J;
"END";
"END" ;
EE:=EE-Y[K]*C[L]/A[K,L];
"FOR" I:=1 "STEF' 1 "until" M "DO"
"IF" I "NE" K "THEN"
Y[I];=Y[I]-A[I,L]*Y[K]/A[K,L];
Y[K];=Y[K]/A[K,L1;
"FOR" J:=l "STEP" 1 "UNTIL" N "DCF 
"IF" J "NE" L "THEN"
C[J]:=C[J]-C[L]*A[K,J]/A[K,L];
C[L]:=-C[L]/A[K,L];
"FOR" I:=l "STEF' 1 "UNTIL" M "DO"
"FOR" J;=l "STEF' 1 "uNTIL" N "DO"
"IF' I "NE" K "AND" J "NE" L "THEN" 
A[I,J]:=A[I,J]-A[I,L]*A[K,J]/A[K,L];
"FOR" I;=1 "STEF' 1 "uNTIL" N "DO"
"IF' I "NE" L "THEN"
A[K,I]:=A[K,I]/A[K,L];



"FOR" I:=l "STEF' 1 "UNTIL" M ' W  
"IF' I "NE" K "THEN"
A[I,L]:=-A[I,L] /A[K,L];
A[K,L]:=1/A[K.L];
"PRINT" ,SAMELINE,EE,K,L;
"GO TO" XU;
XL2:N1;=N-NG
"FOR" I:=l "STEF' 1 "uNTIL" N1 "DO" X[I];=0; 
"FOR" I:=l "STEF' 1 "uNTIL" M "DOf'
"IF' YI[I] "NE" 0 ""IHEN"
"BEGIN"
"IF' YI[I] "LE" NI "THEN" X[YI[I]]:=Y[I] "ELSE"
"BEGIN"
"IF" Y[I]>l*w-9 "THEN" "GO TO" AIARM;
"END";
"END";
EE:=MM*EE:
"PRINT" ''L2'^/SOLUTION FOUND';
"PRINT"  ̂̂ L2'',SAMELINE,'ITERATION=',IT;
"PRINT" ''l2", SAMELINE/value OF FUNCTION=',EE;
"PRINT" ''LS'';
"FOR" I;=l "STEF' 1 "uNTIL" N1 "DO"
"PRINT" ""l2 "  ,SAMELINE/VARIABLE',I, ,FREEPOINT(10) ,X[I]; 
PVGUT(M,Y>;
"GO TO" XIA;
XL3:"PRINT" 12',SOLUTION UNBOUNDED';
"GO TO" XUO;
ALARM:"PRINT' ''l2".^CONSTRAINTS ARE INCONSISTENT THUS 
THERE IS NO SOLUTION ;
STOP;
XUO:
XL4:"END" OF SIMPLEX;



Procedures SPROUT and PVOUT are print out routines for 

a MxN matrix A and M or N dimensional vectors respectively.



APPENDIX THREE



SPACES WITH NON UNIT METRIC.
All the vector,functional and tensor spaces discussed 

elsewhere in this thesis apply to spaces whose metric 
is uniform and equal to unity.However if we to generalise 
to spaces v/here this is not the case we must explicitly 
take into account the metric of the space.

The metric of a space can be expressed as the 
matrix ^  v/here the elements of 5 are defined

as S - K  Fcvu-i.
The inner product of any element of the dual spaces

and FcM'i v/.r.t. the non orthogonal basis 
of F<m> and of F̂ *̂ ' is given by

[Xn 1 X*"] - <CXklS\x''^- Xv<- Of x"^s.
where e Fcmî ; X*^^e. F
and [ 3 denotes scalar product in a space with non
unit metric.

Obviously in the case S  - I(u\
C x k Ix **! “ ^ X w l  Tp/) ~
i.e. it becomes the scalar product as defined before 
for spaces defined on a orthonormal basis.

When s set of vectors K, u s i m .
we say that the vectors and X** are orthonormal 
w.r.t. the non orthogonal basis- i.e. the set of vectors 
are S orthonormal.

The eigenvalue problem expressed in terms of matrices 
belonging to such a non orthogonal space ,constrained 
s.t. the eigenvectors be % orthonormal is written as
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M . v  - S V D
where M  is the matrix v;e wish to obtain the eigenvalues 
of, V the eigenvectors of M  arranged as columns, 
and D the diagonal matrix of eigenvalues.
i.e. - V D
viz. the eigenvalues and eigenvectors of (^M^are found 
and(V'.M^ is diagonal in the basis of these vectors.
Also we can write for any particular eigenvalue

D- = Tr C S ' M )
where V is the i th column ofV .

CIL^GE OP BASIS.
If we transform the non orthonormal basis^OÎ’CA'îof

F̂ '̂̂ to a orthonormal basis of F̂ *we see that thew *, 1/ •
transformation is given by O ’ CO tr ^  CX ^ ^
where S ^̂ is the matrix s.t. ^ S \ S  and S  the 
metric of the basis. We can write the transformation
in a super vector notation
where C%0 H Ccr'co, i.e.row vector

a  CO s Ca‘CO with components or^CO, o!"C0 .
thus 2" CO = cxco.S"’'*" —CWoOj)The relationship between any function6. r and its 
representative vector^F^*on thê cx̂ to*̂  basis can be 
written in this notation as %  CO - O^CO 
and on the ̂ cr̂ CÔ basis as X  (0 = (TC%\ x<r

The metric matrix of the ̂ CO basis can be written 
as the metric matrix of the Otj)basis as ĈXCvvaCĥ r̂  - ^
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-Aso-CO^at/we can write
which indeed shov/s that is a orthonormal basis for 
F'̂ T̂he relationship between the representations of functions 
on the two different bases is then given by
SrUy X» % SOVXcr ■= 20V %"''?• Xo- 
• • Xa= V'̂ 'Xa- and Xo- =
The relationship between matrices on the two different 
bases is given by dco bases)

s'"" be . x<r = 'a.r
M«. - s'" Mo. S'"" and Mo. = S ’"" S""

Now if we wish to solve the eigenvalue problem 
(w.r.t. basis of f'“) S"' = C.» S*.
we can either find the eigenvectors of S'Hg^directly 
and thus find Ca w.r.t. the basis of F^.t. c"̂ . C.oc - 31m
where C<x contains the eigenvectors of % Hĝ ih. columns, 
or transform the equation to the orthonormal basis 0*CO 
viz. finding the eigenvectors of
S’'"CS-’U 0 S ’"" ̂  s'"" Ho. S'"" = H,r
an equivalence we note with care as Uc* is not the 
representation of on the basis.
Thus v;e obtain the solutions of H<r - Co- g  ̂  
and to transform Cq. to the CXCO basis we have 
Ccx and Eçx » %  Ecr
(thus we drop the subscript for E )
C qw is then the matrix of eigenvectors of %  Hx .
Now if we define we can write ^ Tr P^. W^

-A3•3-



and thus P<3- is a density matrix of the i th state
on the basis.

if Y/e define "= then the representation
of the density matrix on the CiCO basis is P  %
and E t - "Tr 9^ = If P<̂  Ho,
We can think of ̂ 'Ho,aud % as the metric corrected
representa-tions of the Hamiltonian and the density 
operator of the i th state on the Q.CQ basis of .
The actual representations being and Ha. but due 
to the non unit metric are only relative representations.

We note that S  P /. S  '^9/ S  ?ô
'/■J, \fand also that ^  S ^ = Ho^.

TRANSFORMATIONS IN TENSOR PRODUCT SPACES1
The relationship between the bases f

\ 3 I.»»» ♦A
which can be written as ^ 0  0 , and C^O ̂  O'Ĉ') ^ 2.
is given by <^CO0 Ĉa.*) ■= OOA» %

Also the relationship between the bases of the exterior 
and symmetric product spaces are of the form 
CÇÇ'I A crçî ) = 0 >̂̂ Aao,i')C./'X%'"*)bases of A ’’ P'""'
C<^\W <mî')ï Ow'>VCUalXs\%’̂)̂ ases of V"
and hence the corresponding transformations for tensors
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APPENDIX FOUR.



General mathematical notation tends to be a bit 
meaningless unless concrete examples,of* a simple nature, 
can be visualized v/hen one meets many dimensional usage 
of* the notation,In this appendix we explicitly deal 
with tensor, symmetric and external products of* functions 
and functional representations that form second rank 
tensors and their relationship to each other,

1.TENSOR PRODUCT.
of basis of F to form a basis of 

Any function e F̂ ^̂ ^̂ ân be represented in F̂ ,̂̂ âs a 
vector with components ^ ^  ̂ s.t.

where S , , -I . _ forms a basis for •1 LOc LV j . ' 2.M
This can be represented as a scalar product of CX^ v/ith 
the * super column vector* defined.with elements LObCO*

^  ....

Similarly any two variable function represented
as the scalar product of a tensor ̂̂ .̂̂ and a basis
* super tensor* COCO ®  U>CO

I.e. ^ Ciz.) - C   Ckt ' ' ")

2.EXTERIOR PRODUCT.
The exterior product of two basis functions is 

(retaining normalisation)
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and ally antisymmetric two variable function e. /\% 
can be expressed as a scalar product of a tensor A^. 
and the basis 'super tensor’ so 
-ÇaOl') - /\ ClcD alou ^̂
elements of are ' i ^  l/.Ci't- a ^ Ô
and oF 00 CO M o  '* i, x . i , be;

«52 (.‘̂ WAWU1')U ^■f^Wowju>_tûjc,)tùyuO-ÇaClx:) - 1 ^  ( A  A  I^ A  -W\CUVObC%))C c i J nJM O M ^

~ - 2  (XK(X^uDLWlb\W +2 a\oî»^ViY^U)Ui'clAa*i
(note the changes in some of the summation subscripts)

I * b  \- i l T i  Ox o t  lOibOtoAi-) -  I i  Ov<a^oic)w\u) \~ .̂ . . ‘**i d  J.
= 1 Ty C O.'b a i - ext Ou ̂ CO,,10̂0̂11) .
3.SYMMETRIC PRODUCT,

Similarly to before
I \ 7

/ I \ ' / L *where the elements are CcXu.vcXu’)
and Jl̂ {̂  C'^H.Obb^U) +
M U p  is the multiplicitly of the sequence ij,
viz. if i=j thenMllO=^ while if i=jW^l.

y f ' \ J *
■ÇsCli) •= ^  2MU'0 O.'",,')CV̂ U>̂ '̂ jli)+t0itJ5lî>;li)3

V.4; J

T,' iMCA + ̂  Si<ÜÔ Kk)lW(a^k) +
iç- y  i u   ̂ ^

%  iwup ot U>C0')Vû̂ bi) •

4 5 V 4 . .
- Z c ^  ^bO)V^jlO t 21 ext CXl ô V%r -VaViin̂  vVxA-o aw.oun’V
, /  . . . '■'i Mill), 2.
*2.1; l̂lOLO^ Iz) .-A4.2-
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If we then add i.e.

a / o L o i 4 .  alanwi(-'M^4

z't.'lcx^ (Xt W i U H a ^ W  

z. a^OiL V3LL0W\W
‘i

C 0.k®0lvl). e.'£Î-0 

Ç'Cii)
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