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#### Abstract

Effectively deciding the satisfiability of logical sentences over structures is an area well-studied in the case of finite structures. There has been growing work towards considering this question for infinite structures. In particular the theory of automatic structures, considered here, investigates structures representable by finite automata. The closure properties of finite automata lead naturally to algorithms for deciding satisfiability for some logics.

The use of finite automata to investigate infinite structures has been inspired by the interplay between the theory of finite automata and the theory of semigroups. This inspiration has come in particular from the theory of automatic groups and semigroups, which considers (semi)groups with regular sets of normal forms over their generators such that generator-composition is also regular.

The work presented here is a contribution to the foundational problem for automatic structures: given a class of structures, classify those members that have an automatic presentation. The classes considered here are various interesting subclasses of the class of finitely generated semigroups, as well as the class of Cayley Graphs of groups. Although similar, the theories of automatic (semi)groups and automatic presentations differ in their construction. A classification for finitely generated groups allows a direct comparison of the theory of automatic presentations with the theory of automatic groups.
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## Chapter 1

## Introduction

It is structures in a formal sense, and logics over them, that constitute the area of model theory. Finite model theory, where the domain of the structures is taken to be finite, has been of particular interest to computer science - see for example [25]. One major area is that of descriptive complexity, where problems solvable in certain complexity classes are shown to be equivalently definable in certain logics.

Recently, there has been an interest in moving to infinite structures, for instance the state space of non-terminating systems, or many interesting mathematical objects. The difficulty is that for many structures with infinite domains most interesting logics become undecidable. As such, effort has been directed towards the problem of finding classes of (in general infinite) structures that have finite presentations that allow for deciding at least some reasonable strength of logical definability.

There is now a body of work on this problem for graphs, particularly with respect to monadic second order logic, with many interesting results - see for example [50]. The same sort of questions are beginning to be asked with regard to another central class of structures: semigroups. Semigroups tend
to have a more complicated form than graphs, so first-order logic is a more appropriate starting point for attaining decidability. For instance, in [21] it is shown that $F O L M$, a restricted version of first-order logic (FO), is decidable for monoids presented by recognisable, convergent, suffix semi-Thue systems. They show how to construct, for every $F O L M$ sentence, a $F O\left(T C^{1}\right)$ sentence over the Cayley graph of the monoid. If the monoid is presented by a recognisable, convergent, suffix semi-Thue system, then its Cayley graph is prefix-recognisable, and so $F O\left(T C^{1}\right)$ is decidable by [14]. Other work on algorithmic and complexity questions for semigroups, particularly monoids, includes [ $10,18,52$ ].

Considering questions of computability with respect to infinite structures is not new: taking the Turing machine as our computational paradigm, a computable structure is one for which there exists Turing machines which 'check' the relations in the structure. However, the theory of computable structures does not help with decidability of logics: in particular, being computable only guarantees decidability for quantifier-free sentences over the structure. Khoussainov and Nerode have introduced [42] a very interesting restriction that has more potential from this angle, a restriction to automatic structures. These are structures whose domain and relations can be checked by finite automata, a natural restriction of Turing machines. A structure isomorphic to an automatic structure is said to have an automatic presentation. As well as these presentations clearly being finite, they also give a generic algorithm for deciding the full first-order theory of the structures (even supplemented with certain counting quantifiers - see [5, 68]). More model-theoretic aspects have been drawn out - see for example [5, 7]. One particularly interesting result is a characterisation of automatic structures as those structures that are first-order interpretable in the infinite binary
tree supplemented with an equal depth relation. This should be compared with [2,6], where structures that are monadic-second-order interpretable in the infinite binary tree are considered. Although the theory of automatic structures continues to be developed, the two theses $[5,68]$ contain the main bulk of known results.

The notion of automatic structures has multiple precedents - originating in the work of Buchi [8], early results were presented by Hodgson [37, 38], and the idea can also be seen in work by Pelecq [62] and Sénizergues [69]. One motivation for using finite automata in particular comes from group and semigroup theory. A group is said to be automatic if, when the elements of the group are coded as strings of generators, there is a regular subset of the set of all strings of generators such that there are finite automata to check composition of words in this subset with generators. This concept was introduced in [27], motivated by work in hyperbolic manifolds as well as a general interest in computing on groups, and has been generalised to semigroups in [12]. The considerable success of this area suggests that a similar approach for more general structures could prove fruitful. It should be noted that, for technical reasons, the definitions do not coincide for groups.

The foundational question asking which structures have, and have not, got automatic presentations is just beginning to be investigated. This thesis addresses this question for (in general finitely generated) groups, semigroups and their Cayley graphs. As well as being fundamentally interesting classes in themselves, this also allows for a direct comparison of the theory of automatic presentations with the theories of automatic groups and automatic semigroups. For finitely generated groups, we have shown that they have an automatic presentation exactly when they are virtually abelian, i.e. contain an abelian (commutative) subgroup of finite index, Theorem 3.4.5. This re-
sult has been published as [61]. We have also shown that a finitely generated cancellative monoid has an automatic presentation only if it is a subsemigroup of a finitely generated virtually abelian group, Theorem 4.2.6.

## Chapter 2

## Preliminaries

### 2.1 Logic

We shall begin by introducing the notions we need from logic and model theory; the exposition will loosely follow [36], where many more details, interesting and useful results, and historical information, may be found.

A signature is a set of function and relation symbols, each with an arity (some $n \in \mathbb{N}$ ), and constant symbols (throughout, we shall implicitly take signatures to be finite). Given a signature $\tau$, a $\tau$-structure $\mathcal{S}$ consists of a set $S$, and: for each function symbol of arity $n$, an $n$-ary function on $S$; for each relational symbol of arity $n$, a subset of $S^{n}$; and for each constant symbol, an element $s \in S$.

Example 2.1.1. For a graph, it is usual to consider a signature with just one arity 2 relation symbol, say $\tau=\{E\}$. Then, a graph is a $\tau$-structure $\mathcal{G}=\left(G, E^{G}\right)$, where $E^{G} \subseteq G^{2}$.

A relational structure is a structure whose signature consists solely of relation symbols. Any structure may be viewed as a relational structure:
informally, replace every function symbol of arity $n$ in the signature by a relation symbol of arity $n+1$ and every constant symbol by a relation symbol of arity 1. To aid later exposition we shall, when being formal, consider all structures as relational; however, the replacement will often only be implicit, and any later references to 'functions' or 'constants' should be treated accordingly. This replacement is not free from complications (consider, say, the effect on quantifier depth), but none will really impinge on this thesis.

A large variety of mathematics can be framed around structures of one sort or another. Mathematicians are usually happy to talk about any properties of the structure they are considering; however, for computer scientists, it is more usual to insist on a restricted formal language, in order that questions may be answered algorithmically. Let $\tau$ be a signature. Let $V$ be an infinite set of variable symbols. The terms of $\tau$ are the variables in $V$. The atomic formulas of $\tau$ are: $s=t$, where $s$ and $t$ are terms of $\tau ; R\left(t_{1} \ldots, t_{n}\right)$, where $R$ is an $n$-ary relation symbol in $\tau$ and $t_{1}, \ldots, t_{n}$ are terms of $\tau$.

Atomic formulas are used as the building blocks of sentences describing a structure. They are combined using the following symbols:
$\neg$ 'not' $\wedge$ 'and' $\vee$ 'or' $\rightarrow$ 'implication' $\forall$ 'for all' $\exists$ 'there exists'. Given these, the (first-order) formulas of $\tau$ are: all atomic formulas; $\neg \phi$, where $\phi$ is a formula of $\tau ; \phi \wedge \psi$, where $\phi$ and $\psi$ are formulas of $\tau ; \phi \vee \psi$, where $\phi$ and $\psi$ are formulas of $\tau ; \forall x \phi$, where $x$ is a variable and $\phi$ is a formula of $\tau ; \exists x \phi$, where $x$ is a variable and $\phi$ is a formula of $\tau$.

The formulas used in building up a formula $\phi$ are called subformulas of $\phi$. Let $x$ be a variable symbol in $\phi$. If each occurrence of $x$ in $\phi$ occurs in a (not necessarily new) subformula of the form $\forall x \psi$ or $\exists x \psi$, then $x$ is called bound; otherwise, $x$ is called free. A sentence of $\tau$ is a formula with every variable bound. If a formula $\phi$ contains variables $x_{1}, \ldots, x_{n}$ that are not bound, then
we will sometimes write $\phi\left(x_{1}, \ldots, x_{n}\right)$ to emphasise this.
We shall leave as intuitive what is meant by an $n$-tuple of elements $\left(a_{1}, \ldots, a_{n}\right)$ from a structure $\mathcal{S}$ satisfying $\phi\left(x_{1}, \ldots, x_{n}\right)$ (see [36] for details). If they do, we shall denote this as $S \vDash \phi\left(a_{1}, \ldots, a_{n}\right)$. Also, $\phi\left(X^{n}\right)$ shall denote $\left\{\left(a_{1}, \ldots, a_{n}\right) \in X^{n}: S \vDash \phi\left(a_{1}, \ldots, a_{n}\right)\right\}$.

If $\mathcal{S}$ is a $\tau$-structure, then $\operatorname{Th}(\mathcal{S})$, called the first-order (or elementary) theory of $\mathcal{S}$, is the set of sentences $\phi$ of $\tau$ such that $S \vDash \phi$.

### 2.1.1 Interpretations

It is often useful to be able to find one structure inside another. The model theoretical way of doing this is via an interpretation.

Definition 2.1.2. Let $\tau$ and $\rho$ be signatures, $\mathcal{S}$ a $\tau$-structure, and $\mathcal{T}$ a $\rho$ structure. Let $n \in \mathbb{N}$. An ( $n$-dimensional) interpretation of $\mathcal{T}$ in $\mathcal{S}$ consists of the following:

- a formula $\delta\left(x_{1}, \ldots, x_{n}\right)$ of $\tau$, called the domain formula;
- a surjective map $f: \delta\left(S^{n}\right) \rightarrow T$, called the co-ordinate map;
- for each atomic formula $\phi\left(y_{1}, \ldots, y_{m}\right)$ of $\rho$, a formula $\phi^{S}\left(\bar{x}_{1}, \ldots, \bar{x}_{m}\right)$ of $\tau$ with $\bar{x}_{i}$ an n-tuple of variables.
where for each atomic formula $\phi$ of $\rho$ and $\bar{a}_{i} \in \delta\left(S^{n}\right)$,

$$
\mathcal{T} \vDash \phi\left(f\left(\bar{a}_{1}\right), \ldots, f\left(\bar{a}_{m}\right)\right) \Leftrightarrow \mathcal{S} \vDash \phi^{S}\left(\bar{a}_{1}, \ldots, \bar{a}_{m}\right) .
$$

If there is an interpretation of $\mathcal{T}$ in $\mathcal{S}$, we say $\mathcal{T}$ is interpretable in $\mathcal{S}$. For more details on interpretations, see Chapter 5 of [36]. We will see later on how this definition will be of use to us.

### 2.2 Automata over Structures

Now we have set the context, we can build up to the definition of an automatic presentation.

### 2.2.1 Regular Languages

Let $\Sigma$ be a finite set. We shall refer to this set as an alphabet, and call its members symbols. Informally we are interested in finite strings of symbols, called words. We shall denote the string of zero symbols, the empty word, by $\lambda$. Then, $\Sigma^{*}$ denotes the set of all finite words over $\Sigma$. A language is a subset $L \subseteq \Sigma^{*}$.

We hope to sometimes be able to recognise membership of a specified language. A finite automaton is built as follows. We start with a finite set $Q$, whose members are called states, and an alphabet $\Sigma$. We then take a relation $R \subseteq Q \times \Sigma \times Q$, called the transition relation, describing how to move between states. A state $s \in Q$ is specified as the start state, and a set of states $F \subseteq Q$ as the finish states.

Now take $a \in \Sigma^{\star}$, i.e. $a=a_{1} a_{2} \ldots a_{n}$, with $a_{i} \in \Sigma$. If there is a sequence of states $q_{1}, q_{2}, \ldots, q_{n+1}$ satisfying:

- $q_{1}=s \quad$ "Start at the beginning...
- $\left(q_{i}, a_{i}, q_{i+1}\right) \in R, 1 \leq i \leq n$ ...keep going...
- $q_{n+1} \in F$
...until you reach the end, then stop." [13]
then $a$ is said to be accepted by the automaton. The language of words accepted by an automaton $A$ is denoted $L(A)$.

If for every state $p$ and symbol $a \in \Sigma$ there is a state $q$ such that $(p, a, q) \in R$, the automaton is called complete; if for every state $p$ and
symbol $a$ there is at most one state $q$ such that $(p, a, q) \in R$, the automaton is called deterministic. In particular, a deterministic complete finite automaton is an automaton with $R$ a function. We shall need the following, see for example [40]:

Proposition 2.2.1. Let $L$ be a language such that $L=L(A)$ for some finite automaton $A$; then there is a deterministic complete finite automaton $A^{\prime}$ such that $L=L\left(A^{\prime}\right)$.

If a language $L \subseteq \Sigma^{\star}$ is the language of some finite automaton $A$, i.e. $L=L(A)$, then $L$ is called regular.

The class of regular languages satisfies many useful closure properties this robustness is one reason for its ubiquity. The following are standard:

Proposition 2.2.2. Let $A$ and $A^{\prime}$ be finite automata; then,

- there is a finite automaton $B$ such that $L(B)=L(A) \cup L\left(A^{\prime}\right)$;
- there is a finite automaton $B$ such that $L(B)=L(A) \cap L\left(A^{\prime}\right)$;
- there is a finite automaton $B$ such that $L(B)=L(A) \backslash L\left(A^{\prime}\right)$.

Soon, we shall want to speak of automata reading multiple words simultaneously. This does not in fact require a new machine model - we just need to set up the correct definitions.

Let $L \subseteq \Sigma^{\star}$ be a language. Consider $n$ words from this language:

$$
\begin{gathered}
w_{1}=w_{1,1} w_{1,2} \ldots w_{1, l_{1}} \\
w_{2}=w_{2,1} w_{2,2} \ldots w_{2, l_{2}} \\
\ldots \\
w_{n}=w_{n, 1} w_{n, 2} \ldots w_{n, l_{n}}
\end{gathered}
$$

where $w_{i, j} \in \Sigma$. Let $l=\max \left\{l_{i}\right\}$, and $\# \notin \Sigma$. The convolution of $w_{1}, \ldots, w_{n}$ is the word

$$
\left(w_{1,1}, w_{2,1}, \ldots, w_{n, 1}\right)\left(w_{1,2}, w_{2,2}, \ldots, w_{n, 2}\right) \ldots\left(w_{1, l}, w_{2, l}, \ldots, w_{n, l}\right)
$$

over the alphabet $(\Sigma \cup \#)^{n}$, where $w_{i, j}=\#$ when $j>l_{i}$. We shall denote this word $\operatorname{conv}\left(w_{1}, \ldots, w_{n}\right)$.

The notion of convolution enables us to talk of 'regular languages' of $n$-tuples. To be precise, we will call a set $S \subseteq\left(\Sigma^{\star}\right)^{n}$ regular if the language

$$
\left\{\operatorname{conv}\left(w_{1}, \ldots, w_{n}\right):\left(w_{1}, \ldots, w_{n}\right) \in S\right\}
$$

is regular over the alphabet $(\Sigma \cup \#)^{n}$.
Proposition 2.2.3. Let $L_{1}, \ldots, L_{n}$ be languages.

- $L_{1} \times \ldots \times L_{n}$ is regular if and only if $L_{1}, \ldots, L_{n}$ are regular.
- If $L_{1} \times \ldots \times L_{i} \times \ldots \times L_{n}$ is regular, and $L_{i}^{\prime} \subseteq L_{i}$ is regular, then $L_{1} \times \ldots \times L_{i}^{\prime} \times \ldots \times L_{n}$ is regular.

Proof. See [26].

### 2.2.2 Automatic Presentations

We can now give the definition of an automatic presentation.
Definition 2.2.4. Let $\mathcal{S}=\left(S, R_{1}, \ldots, R_{n}\right)$ be a relational structure.
Let $L$ be a regular language over an alphabet $\Sigma$, with a surjective map $\phi: L \rightarrow S$.
$(L, \phi)$ is an automatic presentation for $\mathcal{S}$ if:

- $L_{=}=\left\{\left(w_{1}, w_{2}\right) \in L^{2}: \phi\left(w_{1}\right)=\phi\left(w_{2}\right)\right\}$ is regular, and
- for each $R_{i}$, arity $r_{i}$,

$$
L_{R_{i}}=\left\{\left(w_{1}, w_{2}, \ldots, w_{r_{i}}\right) \in L^{r_{i}}: R\left(\phi\left(w_{1}\right), \ldots, \phi\left(w_{r_{i}}\right)\right)\right\}
$$

is regular.
If $\phi$ is also injective then the presentation is called injective. If $\Sigma$ contains precisely two elements, then the presentation is called binary. These two restrictions are, in fact, not restrictive at all:

Proposition 2.2.5 (Blumensath, Gradël [7]; Khoussainov, Nerode [42]). Let A be a structure with an automatic presentation; then:

- A has a binary automatic presentation.
- A has an injective automatic presentation.

Moreover, they may be effectively constructed.
Remark 2.2.6. The proof in [42] that if we have an automatic presentation then we have an injective automatic presentation, uses the same alphabet and constructs a subset of the initial language. We may, therefore, put the two parts of Proposition 2.2.5 together and say that every structure with an automatic presentation has an injective binary automatic presentation.

It seems appropriate to include an example to illuminate the definition; the following is simple, but instructive.

Example 2.2.7. Consider the structure ( $\mathbb{N}, \geq$ ), i.e. the natural numbers with the 'greater than or equals' relation.

Let $L=\{1\}^{\star}$, and $\phi\left(1^{n}\right)=n$. This is an automatic presentation for $(\mathbb{N}, \geq)$, as:

- $L_{=}=\left\{\left(w_{1}, w_{2}\right) \in L^{2}: \phi\left(w_{1}\right)=\phi\left(w_{2}\right)\right\}=\{(1,1)\}^{*}$, and
- $\left.L_{R_{i}}=\left\{\left(w_{1}, w_{2}\right) \in L^{2}: \phi\left(w_{1}\right) \geq \phi\left(w_{2}\right)\right)\right\}=\{(1,1)\}^{\star}\{(1, \#)\}^{\star}$
are regular.
The following lemma bounds the size of structures that can have automatic presentations.

Lemma 2.2.8. Let $S$ be a structure:

- If $S$ is finite, then $S$ has an automatic presentation.
- If $S$ has an automatic presentation, then $S$ is countable.

Proof. All finite languages are regular; all regular languages are countable.

These next examples are taken from [42]; see also [5, 68]. They give an idea of the range of structures known to have automatic presentations.

Proposition 2.2.9 (Khoussainov, Nerode). The following have automatic presentations:

- Structures with only unary predicates;
- $(\mathbb{Q},<)$;
- All ordinals $\omega^{n}$, where $n<\omega$;
- Transition graphs of Turing machines;
- $(\mathbb{Z},+)$.

It is not difficult to construct examples of structures with automatic presentations. There is less known with regard to classifications of exactly when a member of a class of structures has such a presentation: we shall add to this in Chapter 3. In the meantime, the next theorems are most of the known classifications.

Theorem 2.2.10 (Khoussainov, Nies, Rubin, Stephan [43]). An infinite Boolean algebra has an automatic presentation if and only if it is a finite product of copies of the Boolean algebra of finite and cofinite subsets of $\mathbb{N}$.

Theorem 2.2.11 (Delhommé [19], see also [20]). An ordinal $\alpha$ has an automatic presentation if and only if $\alpha<\omega^{\omega}$.

### 2.3 Automatic Presentations and First-Order Logic

### 2.3.1 Decidability

Let $\mathcal{S}$ be a structure. When can we decide whether a first-order sentence is satisfied by $\mathcal{S}$ ? When, equivalently, can we decide (membership of) $\operatorname{Th}(\mathcal{S})$ ? There is no general answer to this question, but we will see in this section that having an automatic presentation is a sufficient condition.

The following theorem can be found in [42].
Theorem 2.3.1. Let $\mathcal{S}$ be a structure with an automatic presentation; then, for every first-order formula $\theta\left(x_{1}, \ldots, x_{n}\right)$ over the structure there is an automaton which accepts $\left(w_{1}, \ldots, w_{n}\right)$ if and only if $S \vDash \theta\left(\phi\left(w_{1}\right), \ldots, \phi\left(w_{n}\right)\right)$. Moreover, this automaton may be effectively constructed.

Proof. We can assume, by Proposition 2.2.5, that the automatic presentation for $\mathcal{S}$ is injective. The proof goes by induction on the complexity of $\theta\left(x_{1}, \ldots, x_{n}\right)$ :

- If $\theta\left(x_{1}, \ldots, x_{n}\right)$ is an atomic formula:

An atomic formula is either of the form $s=t$, with $s$ and $t$ variables, or $R\left(y_{1}, \ldots, y_{n}\right)$, with $y_{1}, \ldots, y_{n}$ variables. Take the automaton for,
respectively, equality, or the relation $R$ in $\mathcal{S}$; replace with an equivalent deterministic and complete automaton, which exists by Proposition 2.2.1.

Assume $\theta\left(x_{1}, \ldots, x_{n}\right):=R\left(y_{1}, \ldots, y_{m}\right)$, where $y_{i}=x_{j}$ for some (not necessarily distinct) $j \leq n$. Note that, as we are considering only relational structures, we need not account for any of the $y_{i}$ being a constant.

For each member ( $p,\left(a_{1}, \ldots, a_{m}\right), q$ ) of the transition relation of the automaton,
if for any $j, k$ with $j<k$ we have $y_{j}=y_{k}$ but $a_{j} \neq a_{k}$
then remove this tuple from the relation. As we are assuming the presentation to be injective, the differing symbols denote differing elements.

Now, for all $j, k$ with $j<k$,

$$
\text { if } y_{j}=y_{k} \text { and } a_{j}=a_{k}
$$

then replace this tuple with $\left(p,\left(a_{1}, \ldots, a_{k-1}, a_{k+1}, \ldots, a_{m}\right), q\right)$. As all tuples will all have either been removed, or reduced in length to $n$, we have a well-defined automaton over an alphabet of $n$-tuples.

Finally, permute the $a_{i}$ so that if $y_{i}=x_{j}$, then $a_{i}$ is in position $j$. By construction, this will merely reorder the $a_{i}$. Similarly for $\theta\left(x_{1}, \ldots, x_{n}\right):=y_{1}=y_{2}$.

- If $\theta\left(x_{1}, \ldots, x_{n}\right):=\psi\left(x_{i_{1}}, \ldots, x_{i_{u}}\right) \vee \bar{\psi}\left(x_{j_{1}}, \ldots, x_{j_{v}}\right):$

Take the automata for $\psi$ and $\bar{\psi}$; replace with equivalent deterministic and complete automata, which exist by Proposition 2.2.1.

First, consider $\psi$.
For each ( $p,\left(a_{i_{1}}, \ldots, a_{i_{u}}\right), q$ ) in the transition relation, permute the $a_{i_{k}}$ so that the $i_{k}$ are in order.

Now, if there is an $x_{r}$ such that $r \neq i_{k}$ for all $k$, replace each $\left(p,\left(a_{i_{1}}, \ldots, a_{i_{u}}\right), q\right)$ with

$$
\left\{\left(p,\left(a_{i_{1}}, \ldots, a_{i_{k}}, a, a_{i_{k+1}}, \ldots\right), q\right): a \in \Sigma \cup\{\#\}\right\}
$$

where $i_{k}<r, i_{k+1}<r$. Now consider the resulting automaton. Repeat, for each remaining $x_{r}$ such that $r \neq i_{k}$ for all $k$.

Repeat for $\bar{\psi}$, then form the automaton accepting the union of the two languages now accepted, as allowed by Proposition 2.2.2.

- If $\theta\left(x_{1}, \ldots, x_{n}\right):=\neg \psi\left(x_{1}, \ldots, x_{n}\right)$ :

Take the automaton for $\psi$; replace with an equivalent deterministic and complete automaton, which exists by Proposition 2.2.1.

Now, if $F$ is the set of finish states, replace $F$ with $Q \backslash F$, where $Q$ is the set of states.

- If $\theta\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right):=\exists x_{i} \psi\left(x_{1}, \ldots, x_{n}\right)$ :

Take the automaton for $\psi$; replace with an equivalent deterministic and complete automaton, which exists by Proposition 2.2.1.

Replace all members $\left(p,\left(a_{1}, \ldots, a_{n}\right), q\right)$ of the transition relation with $\left(p,\left(a_{1}, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{n}\right), q\right)$.

Now, if there is a sequence of transitions from some state $s$ to an accept state, such that all transitions are of the form $(p,(\#, \ldots, \#), q)$, then add $s$ to the set of final states.

Remove from the transition relation any elements $(p,(\#, \ldots, \#), q)$.

Corollary 2.3.2. Let $\mathcal{S}=\left(S, R_{1}, \ldots, R_{n}\right)$ be a structure that has an automatic presentation, and let $X$ be a relation over $\mathcal{S}$ definable in first-order logic; then, $\overline{\mathcal{S}}=\left(S, R_{1}, \ldots, R_{n}, X\right)$ has an automatic presentation.

The following result may also be found in [42].
Theorem 2.3.3. Let $\mathcal{S}$ be a structure with an automatic presentation; then, $T h(\mathcal{S})$ is decidable.

Proof. Let $\theta$ be a sentence over $\mathcal{S}$. Without loss of generality, either $\theta:=$ $\exists x \psi(x)$ or $\theta:=\forall x \psi(x)$.

Assume $\theta:=\exists x \psi(x)$. Using Theorem 2.3.1, find an automaton for $\psi(x)$. Check if this automaton is non-empty - if so, $\theta$ is in $\operatorname{Th}(\mathcal{S})$, else not.

Assume $\theta:=\forall x \psi(x)$. Using Theorem 2.3.1, find an automaton $A$ for $\psi(x)$. Let $A^{S}$ be the automaton accepting the language of the presentation of $\mathcal{S}$. Form the automaton accepting $L\left(A^{S}\right) \backslash L(A)$, which exists by Proposition 2.2.2. Check if this automaton is empty - if so, $\theta$ is in $\operatorname{Th}(\mathcal{S})$, else not.

This theorem has actually been extended to include some counting quantifiers. Let $\exists^{\infty} x \phi(x)$ be satisfied if there exists infinitely many elements satisfying $\phi(x)$. Let $\exists^{(m, n)} x \phi(x)$ be satisfied if there exists $m$ modulo $n$ many elements satisfying $\phi(x)$. Let $\operatorname{Th}^{C}(\mathcal{S})$ represent $\operatorname{Th}(\mathcal{S})$ supplemented with sentences containing these quantifiers.

Proposition 2.3.4 (Blumensath [5]; Rubin [68]). Let $\mathcal{S}$ be a structure with an automatic presentation; then, ${T h^{C}}^{C}(\mathcal{S})$ is decidable.

### 2.3.2 Interpretations and Automatic Presentations

Proposition 2.3.5 (Blumensath). Let $\mathcal{S}$ and $\mathcal{T}$ be structures. Assume $\mathcal{S}$ has an automatic presentation, and assume there is an interpretation of $\mathcal{T}$ in $\mathcal{S}$; then, $\mathcal{T}$ has an automatic presentation.

Sketch Proof. Using Theorem 2.3.1, we can construct automata corresponding to the first-order formulas defining the interpretation. These new automata guarantee an automatic presentation for $\mathcal{T}$.

The following is noted in [5] (Corollary 3.14).

Corollary 2.3.6. The class of structures with automatic presentations is closed under:

- direct products;
- quotients by first-order definable congruences; and
- first-order definable substructures.

Moreover, in each case an automatic presentation is effectively constructable.
Proposition 2.3.5 gives the basis for a logical characterisation of structures with automatic presentations, see $[5,68]$ :

Theorem 2.3.7 (Blumensath). A structure has an automatic presentation if and only if it is interpretable in:

- $\left(\{0,1\}^{\star},\left(\sigma_{x}\right)_{x \in \Sigma}, \preceq, l\right)$; or equivalently,
- $\left(\mathbb{N},+,\left.\right|_{2}\right)$
where

$$
\begin{gathered}
\sigma_{x}(w)=w x, u \preceq v:=\exists w(u w=v), l(u, v):=|u|=|v| \\
\left.x\right|_{2} y:=(\exists n) x=2^{n} \wedge(\exists m) y=m x .
\end{gathered}
$$

Remark 2.3.8. The finite word automata in the definition of automatic presentations can, of course, be replaced by other types of automata. This idea has been considered in [5], where tree, infinite word, and infinite tree automata are considered. The motivation for considering these automata is that for each of these types Theorem 2.3.3 generalises, and there is an equivalent to Theorem 2.3.7. For more on infinite word automata presentations, see [48].

### 2.4 Groups and Semigroups

Let $\tau=\{0\}$ be a signature consisting solely of a symbol for a binary operation. Let $\mathcal{S}$ be a $\tau$-structure. If the function for $\circ$ in $\mathcal{S}$ is associative, i.e. if for all $x, y, z \in S$

$$
(x \circ y) \circ z=x \circ(y \circ z)
$$

then $\mathcal{S}$ is a semigroup.

Example 2.4.1. The following are standard examples of semigroups.

- $\mathcal{S}=\left(\mathbb{N}, o^{S}\right)$, where $\circ^{S}$ is the addition operation + .
- $\mathcal{S}=\left(X^{\star}, \circ^{S}\right)$, where $\circ^{S}$ is concatenation.

To simplify the following, we shall relax some of the notation: $S$ will be used to denote either $S$ or $\mathcal{S}$, ॰ and $\circ^{S}$ may be replaced by the usual symbol for the context or removed entirely (particularly in the case of concatenation), and we shall refer to $\circ$ as both the symbol and the function it represents.

Also, in future chapters, we may also drop $\circ$, just concatenating instead. It should be clear that associativity allows us to unambiguously avoid the use of brackets, and we shall use this throughout.

Lemma 2.4.2. Assume $S$ contains an element $i$ such that for all $x \in S$

$$
x \circ i=i \circ x=x .
$$

Then, this element will be unique.
Proof. Assume $S$ also contains an element $j \neq i$ such that for all $x \in S$

$$
x \circ j=j \circ x=x .
$$

Then,

$$
j=j \circ i=i
$$

Such an element is called the identity element for the semigroup. The identity for a semigroup will be denoted $i_{S}$, or $i$ if there is no chance of confusion. A semigroup containing an identity element is called a monoid.

Lemma 2.4.3. Assume that for an element $x \in S$, there is an element $y \in S$ such that

$$
x \circ y=y \circ x=i .
$$

Then, this element will be unique for $x$.
Proof. Assume that for an element $x \in S$, there is also an element $\bar{y} \in S, \bar{y} \neq$ $y$ such that

$$
x \circ \bar{y}=\bar{y} \circ x=i .
$$

Then,

$$
\bar{y}=\bar{y} \circ i=\bar{y} \circ x \circ y=i \circ y=y
$$

This element is called the inverse of $x$. The inverse of $x$ will be denoted $x^{-1}$. A monoid containing an inverse for every element is called a group.

When referring to monoids, we will often implicitly use the signature $\{0, i\}$ with the constant symbol $i$ corresponding to the identity element.

When referring to groups, we will often implicitly use the signature $\left\{0, i,^{-1}\right\}$ with the unary function symbol ${ }^{-1}$ corresponding to the function taking an element to its inverse.

Example 2.4.4. The following are standard examples of groups.

- $S=(\mathbb{Z},+)$;
- $S=(\operatorname{Aut}(X), \circ)$, where $X$ is some structure, $\operatorname{Aut}(X)$ is the set of automorphisms of $X$, and $\circ$ is function composition.

Let $S$ be a semigroup (we include the possibility that $S$ may be a monoid, or even a group). Let $T$ be a subset of $S$. If $T$ is closed under the function $\circ$, i.e.

$$
x, y \in T \Rightarrow x \circ y \in T
$$

then $T$ is called a subsemigroup of $S$ - in particular, associativity will be preserved. If $T$ contains an identity element, $T$ is called a submonoid of $S$; if $T$ contains an inverse for every element in $T, T$ is called a subgroup of $S$. We denote any of these containments as $T \leq S$.

A homomorphism is, intuitively, a map between structures that preserves shared relations. In this context we shall have:

Definition 2.4.5. - A map $\phi$ from a semigroup $(S, \circ)$ to a semigroup $(T, \bullet)$ is a semigroup homomorphism if $\phi(s \circ t)=\phi(s) \bullet \phi(t)$ for all $s, t \in S$.

- A map $\phi$ from a monoid $(S, \circ, i)$ to a monoid $(T, \bullet, j)$ is a monoid homomorphism if it is a semigroup homomorphism and $\phi(i)=j$
- A map $\phi$ from a group $\left(S, \circ, i,^{-1}\right)$ to a group $\left(T, \bullet, j,{ }^{v}\right)$ is a group homomorphism if it is a monoid homomorphism and, for all $s \in S$, $\phi\left(s^{-1}\right)=\phi(s)^{v}$. (This last requirement is actually redundant, but included for clarity.)
We will often call these just homomorphisms if the context is clear.
A bijective homomorphism is called an isomorphism; if there is an isomorphism between two semigroups $S$ and $T$, they are said to be isomorphic, denoted $S \cong T$. If two structures are isomorphic they are usually, at least algebraically, treated as being the same structure.

Definition 2.4.6. Let $(S, \circ)$ and $(T, \bullet)$ be semigroups. The direct product of $S$ and $T$ is the semigroup $(S \times T, \diamond)$, where:

$$
(s, t) \diamond\left(s^{\prime}, t^{\prime}\right)=\left(s \circ s^{\prime}, t \bullet t^{\prime}\right)
$$

Note that the direct product of two monoids is a monoid, and the direct product of two groups is a group.

Definition 2.4.7. Let $S$ be a semigroup. Let $X \subseteq S$ be a finite set. Assume that, for all $s \in S$, there exists

$$
x_{1}, x_{2}, \ldots, x_{n} \in X
$$

such that

$$
s=x_{1} x_{2} \ldots x_{n}
$$

Then, $X$ is called a finite generating set for $S$.
If $|X|=1, S$ is called cyclic (or often, except for groups, monogenic).

Definition 2.4.8. Let $G$ be a group. Let $X \subseteq G$ be a finite set.

- If $X \cup X^{-1}$ is a finite generating set for $G$, then we also call $X$ a finite generating set for $G$.
- If $X$ is a finite generating set for $G$, and $X^{-1} \subseteq X, X$ is closed under inverses.

Proposition 2.4.9. Let $S$ be a semigroup. Let $X \subseteq S$ be a finite set. Let $T=\left\{x_{1} \circ x_{2} \circ \ldots \circ x_{n}: n \in \mathbb{N}, x_{i} \in X\right\} ;$ then, $T$ is a subsemigroup of $S$.

Proof. Let $x_{1} \circ x_{2} \circ \ldots \circ x_{i}$ and $x_{1}^{\prime} \circ x_{2}^{\prime} \circ \ldots \circ x_{j}^{\prime}$ be elements of $T$.
$\left(x_{1} \circ x_{2} \circ \ldots \circ x_{i}\right) \circ\left(x_{1}^{\prime} \circ x_{2}^{\prime} \circ \ldots \circ x_{j}^{\prime}\right)=x_{1} \circ x_{2} \circ \ldots \circ x_{i} \circ x_{1}^{\prime} \circ x_{2}^{\prime} \circ \ldots \circ x_{j}^{\prime} \in T$.

Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$. We will denote $T$ by $\left\langle x_{1}, \ldots, x_{n}\right\rangle_{S}$ ( $S$ for semigroup).

Proposition 2.4.10. Let $G$ be a group. Let $X \subseteq G$ be a finite set. Let $H=\left\{x_{1} \circ x_{2} \circ \ldots \circ x_{n}: n \in \mathbb{N}, x_{i} \in X \cup X^{-1}\right\} ;$ then, $H$ is a subgroup of $G$.

Proof. $H$ is a subsemigroup by the previous proposition. $x_{1} \circ x_{1}^{-1}=1$ is in $H$, so $H$ is a submonoid.

Let $x_{1} \circ x_{2} \circ \ldots \circ x_{n} \in H .\left(x_{1} \circ x_{2} \circ \ldots \circ x_{n}\right)^{-1}=x_{n}^{-1} \circ \ldots \circ x_{2}^{-1} \circ x_{1}^{-1}$, and as $\left(x_{i}^{-1}\right)^{-1}=x_{i}, x_{n}^{-1} \circ \ldots \circ x_{2}^{-1} \circ x_{1}^{-1} \in H$.

Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$. We will denote $H$ by $\left\langle x_{1}, \ldots, x_{n}\right\rangle_{G}$ ( $G$ for group). In general, if it is clear whether we are talking about a semigroup or a group, we shall just use $\left\langle x_{1}, \ldots, x_{n}\right\rangle$.

### 2.4.1 Presentations

Definition 2.4.11. Let $\sim$ be a relation on a semigroup $S$. If $\sim$ is an equivalence relation, and $\sim$ satisfies for all $a, b \in S$ :

$$
a \sim b \Rightarrow \forall s \in S, s \circ a \sim s \circ b \text { and } a \circ s \sim b \circ s
$$

then $\sim$ is called a congruence on $S$.
Let $X$ be a set, and let $\bar{X}=X^{+}$(or, respectively, $X^{\star}$ ), the set of all words over $X$ (excluding or, respectively, not including $\lambda$ ). Let $R \subseteq \bar{X} \times \bar{X}$ be a subset of pairs of words over $X$. Define a relation on $\bar{X}$ as follows:

$$
u \sim v \Leftrightarrow \exists w, w^{\prime} \in \bar{X}, \exists(s, t) \in R, u=w s w^{\prime} \text { and } v=w t w^{\prime}
$$

Now, let $\sim_{R}$ be the congruence generated by $R$, that is, the intersection of all congruences on $\bar{X}$ containing $\sim$.

Let $[X]$ be the set of equivalence classes of $\bar{X}$ under $\sim_{R}$. Define a semigroup on this set:

$$
[u]_{\sim_{R}} \circ[v]_{\sim_{R}}=[u v]_{\sim_{R}}
$$

We will denote this semigroup by

$$
\langle X: s=t,(s, t) \in R\rangle
$$

assuming $\bar{X}=X^{+}$unless there is an $s$ or $t$ equal to $\lambda$.
Theorem 2.4.12. For every semigroup $S$, there exists $X$, and $R \subseteq X^{\star} \times X^{\star}$, such that:

$$
S \cong\langle X: s=t,(s, t) \in R\rangle
$$

This is called a presentation of $S$.
For more information on this construction see Section 1.6 of [41].

Example 2.4.13. The bicyclic monoid arises in many contexts within semigroup theory. It has the following presentation:

$$
\langle a, b: a b=\lambda\rangle .
$$

That is, elements of this semigroup consist of a string of $b$ symbols, followed by a string of a symbols. Composition is given by

$$
b^{i} a^{j} \circ b^{k} a^{l}=\left\{\begin{array}{ll}
b^{i} a^{l+(j-k)} & \text { if } j \geq k \\
b^{i+(k-j)} a^{l} & \text { if } j<k
\end{array} .\right.
$$

### 2.4.2 Groups

A group $G$ is abelian (or commutative), if for all $g, g^{\prime} \in G$

$$
g \circ g^{\prime}=g^{\prime} \circ g
$$

The order of an element $g \in G$ is the smallest $n$ such that $g^{n}=1$. The order of a group $G$ is the number of elements in $G$, denoted $|G|$.

We will need the following result later on:
Proposition 2.4.14. Let $G$ and $H$ be finite abelian groups, and assume $G$ and $H$. have the same number of elements of each order; then $G \cong H$.

To give an idea of the proof, we need the following definitions and results.
Definition 2.4.15. Let $G$ be a group, and let $p$ be a prime number.
A p-subgroup of $G$ is a subgroup of $G$ all of whose elements have order a power of $p$.

A Sylow $p$-subgroup of $G$ is a p-subgroup of $G$ which is not strictly contained in any other $p$-subgroup of $G$.

Proposition 2.4.16 (Sylow). Let $G$ be a group, and let $p$ be a prime number dividing $|G|$. There exists a Sylow $p$-subgroup of $G$, and all such subgroups are isomorphic. Further more, $G$ is a direct product of its Sylow subgroups.

Proof. See [66].
The proof of Proposition 2.4.14 is as follows.
Proof. By the assumption, $G$ and $H$ have the same number of elements; as such, we proceed by induction on this number.

The statement is clearly true for groups of order 2 and 3 , so suppose that $G$ and $H$ are groups of order greater than 3 , and that the statement holds for all groups of lower order. Let $p$ be a prime number dividing $|G|$, and let $G_{p}$ and $H_{p}$ be the Sylow $p$-subgroups of $G$ and $H$ respectively.

Since the Sylow $p$-subgroups contain all elements of order a power of $p$, the induction hypothesis applies to $G_{p}$ and $H_{p}$. If we can show that $G_{p} \cong H_{p}$ for all $p$ dividing $|G|$, then it will follow that $G \cong H$, since $G$ and $H$ are direct products of their Sylow subgroups.

Let $x \in G_{p}$, with maximal order $q=p^{m}$; then $\langle x\rangle$, the group generated by $x$, is a direct factor of $G_{p}$, so there is a subgroup $G^{\prime}$ with $G_{p}=\langle x\rangle \times G^{\prime}$. Similarly, we have $H_{p}=\langle y\rangle \times H^{\prime}$, where $y$ has the same order as $x$.

Now, consider the subgroups $\left\langle x^{p}\right\rangle \times G^{\prime}$ and $\left\langle y^{p}\right\rangle \times H^{\prime}$ of, respectively, $G_{p}$ and $H_{p}$. Each of these subgroups is constructed by removing elements of the form ( $x^{k}, g^{\prime}$ ), where $x^{k}$ has order $q$ and $g^{\prime}$ is any element in $G^{\prime}$. Because $x$ has maximal order in a $p$-subgroup, in each case the order of $g^{\prime}$ is a divisor of $q$, and so $\left(x^{k}, g^{\prime}\right)$ has order $q$ since the order of an element in a direct product is the least common multiple of the orders of the components. Thus to construct each of these subgroups, we have removed ( $p^{m}-p^{m-1}$ ) $\times\left|G^{\prime}\right|$ elements, each having order $q$. It follows from the hypothesis that we are
left with the same number of elements of each order, and so the induction hypothesis implies that $\left\langle x^{p}\right\rangle \times G^{\prime}$ and $\left\langle y^{p}\right\rangle \times H^{\prime}$ are isomorphic. As such, $G^{\prime}$ and $H^{\prime}$ are isomorphic, and so $G_{p} \cong H_{p}$ as required.

For details of this proof, see [66].
Let $G$ be a group. Let $H$ be a subgroup of $G$. Define:

$$
\begin{aligned}
& H g=\{h \circ g: h \in H\} \\
& g H=\{g \circ h: h \in H\} .
\end{aligned}
$$

Sets of this form are called (respectively right, left) cosets of $H$ in $G$. Any two (respectively right, left) cosets are either equal or disjoint. As such, the set of all (respectively right, left) cosets of a subgroup partitions the group.

If for every $g \in G$ we have $H g=g H$, then $H$ is a normal subgroup of $G$. Normal subgroups play a fundamental role in group theory, only part of which we draw out here. Note that for normal subgroups there is no distinction between right and left cosets, so we shall just refer to cosets. Consider two cosets of a subgroup $H$ in $G$, say $H g$ and $H \bar{g}$. We can define a product:

$$
H g \bullet H \bar{g}=H(g \circ \bar{g})
$$

This product is well-defined when $H$ is normal. It actually makes the set of cosets into a group - the identity is $H$, the inverse of $H g$ is $\mathrm{Hg}^{-1}$. This group is denoted $G / H$, and called a quotient group. The number of cosets is called the index of $H$ in $G$, and is denoted [ $G: H$ ]. In particular, if there are only a finite number of cosets of $H$ in $G$ - that is, if [ $G: H$ ] $<\infty$ - then $H$ is said to have finite index in $G$. Let $R \subseteq G$ be a subset of $G$. If the cosets $\{H r: r \in R\}$ are distinct, and $|R|$ is the index of $H$, then $R$ is a set of coset representatives for $H$ in $G$.

Let $\chi$ be a group property (such as being abelian). Then, a group $G$ is said to be virtually (or almost) $\chi$ if $G$ contains a subgroup of finite index with the property $\chi$.

Let $\mathbb{Z}_{i}=\mathbb{Z} / i \mathbb{Z}$, where $i \mathbb{Z}=\{x \in \mathbb{Z}: \exists y \in \mathbb{Z}, x=i y\}$.

Theorem 2.4.17 (Fundamental Theorem of Finitely Generated Abelian Groups [66]). Let $G$ be a finitely generated abelian group; then,

$$
G \cong \mathbb{Z}^{r} \times \mathbb{Z}_{k_{1}} \times \ldots \times \mathbb{Z}_{k_{n}}
$$

where the $k_{i}$ are (not necessarily distinct) powers of prime numbers.
Note that $r$ is called the torsion-free rank of $G$.
Although groups, as semigroups, may have presentations as in Section 2.4.1, there is a more standard form. We need some general results first.

Definition 2.4.18. If a (semi)group has a presentation of the form

$$
\left\langle x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}: x_{i} y_{i}=\lambda, y_{i} x_{i}=\lambda, i \in\{1, \ldots, n\}\right\rangle
$$

then it is called the free group on $\left\{x_{1}, \ldots, x_{n}\right\}$.
Remark 2.4.19. It should be clear in the above definition that the elements $y_{i}$ act as the inverses of the $x_{i}$, and that, roughly, two words over the $x_{i}$ and $y_{i}$ are only equivalent if required to ensure the semigroup is a group.

Definition 2.4.20. If $H$ is a subgroup of a group $G$, then the normal closure of $H$ is the intersection of all the normal subgroups containing $H$. This will also be a subgroup of $G$, denoted $H^{N}$.

Now, let $X=\left\{x_{1}, \ldots, x_{n}\right\}$, and let $F_{X}$ be the free group on $X$. Let $R$ be a subset of $F_{X}$. We will denote the group $F_{X} /\langle R\rangle^{N}$ by $\langle X: R\rangle$.

Theorem 2.4.21. For every group $G$, there exists $X$, and $R \subseteq F_{X}$, such that:

$$
G \cong\langle X: R\rangle .
$$

This is called a presentation of $S$.

Remark 2.4.22. The members of $R$ correspond to words from $\left\{x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right\}^{\star}$. We will often denote a member of $R$ as an equality $u=v$, which can be interpreted as the word $u v^{-1}$ where $v^{-1}$ is the word produced by reversing $v$ and replacing $x_{i}$ by $y_{i}$ and $y_{j}$ by $x_{j}$.

For more details on group presentations see Chapter 2 of [63].

### 2.4.3 Semigroups and Monoids

Although groups have been intensively studied in mathematics, there is also a growing body of work on semigroups and monoids. Here, we shall mention some definitions and results that will be of use to us. For a comprehensive introduction, see [41].

We begin by expanding on the section on presentations. Let $S$ be a semigroup, and $\sim$ a congruence on $S$ (Definition 2.4.11). Let $[s]_{\sim}$ denote the equivalence class of $s \in S$ under $\sim$. As before, these classes may be combined as $[s]_{\sim} \circ[t]_{\sim}=[s \circ t]_{\sim}$. Denote this semigroup $S / \sim$.

Proposition 2.4.23. Define $\phi: S \rightarrow S_{\sim}$ as $\phi(s)=[s]_{\sim}$.
This map is a homomorphism.

Proof.

$$
\phi(s) \circ \phi\left(s^{\prime}\right)=[s]_{\sim} \circ\left[s^{\prime}\right]_{\sim}=\left[s \circ s^{\prime}\right]_{\sim}=\phi\left(s \circ s^{\prime}\right) .
$$

The following definitions are a little scattered in topic, but will be useful later on.

A semigroup $S$ is commutative if for all $s, s^{\prime} \in S$

$$
s \circ s^{\prime}=s^{\prime} \circ s
$$

Definition 2.4.24. Let $S$ be a semigroup, $T \leq S$ a subsemigroup.
We call T

- a left ideal if for all $s \in S, t \in T, s \circ t \in T$,
- a right ideal if for all $s \in S, t \in T, t \circ s \in T$, and
- an ideal if $T$ is both a left and right ideal.

If $x$ is an element of $S$, then the smallest left (respectively right) ideal containing $x$ in $S$ is $S x \cup\{x\}$ (respectively $x S \cup\{x\}$ ). This is called the principal left (respectively right) ideal generated by $x$.

We can now present the beginnings of the theory of Green's equivalences: again, about as much as will be useful later on.

Definition 2.4.25. Let $S$ be a semigroup, $x, y \in S$.

- $x \mathcal{L} y$ if and only if $x$ and $y$ generate the same principal left ideal.
- $x \mathcal{R} y$ if and only if $x$ and $y$ generate the same principal right ideal.
- $x \mathcal{H} y$ if and only if $x \mathcal{L} y$ and $x \mathcal{R} y$.

Considering equivalence classes, the $\mathcal{L}$-class (respectively $\mathcal{R}$-class, $\mathcal{H}$-class) containing an element $x$ will be denoted $L_{x}$ (respectively $R_{x}, H_{x}$ ).

Remark 2.4.26. It should be noted that these equivalences are just the universal equivalence when considered on groups. For more details on these equivalences, see [41].

## Chapter 3

## Groups

This chapter contains the main result of this thesis: a classification of those finitely generated groups with automatic presentations (Theorem 3.4.5). A version of part of this chapter forms the main part of [61].

### 3.1 The Signature for Groups

Before presenting the results on groups with automatic presentations, it is worthwhile commenting on the appropriate signature for groups. Groups are usually defined as having a single binary operation, which satisfies certain properties. From a mathematical logic point of view, however, it would be more usual to explicitly include a symbol for both the identity element and the inverse operation. Is either 'correct'? The answer depends on how you are considering the structures. As noted in [36], the main difference is that of substructures: the substructures of groups as structures $(G, \circ)$ need only be subsemigroups, whereas, with $\left(G, \circ, i,^{-1}\right)$, they must be subgroups. For our purposes, we needn't be too worried by this distinction. It is clear that, for the structure ( $G, \circ$ ), the properties of having an identity and having
inverses are both first-order definable; so, if a group as structure ( $G, \circ$ ) has an automatic presentation, then (as in Proposition 2.3.2) this same presentation may be expanded to one for the structure $\left(G, \circ, i,^{-1}\right)$. With this in mind, we need only concentrate on ( $G, \circ$ ) in what follows.

### 3.2 Known Results and

## Virtually Abelian Groups

The following results, from [42], sum up much of what was previously known concerning finitely generated groups with automatic presentations:

Proposition 3.2.1 (Khoussainov and Nerode [42]). $\mathbb{Z}$ has an automatic presentation.

Proof. Although we could construct automata, it is simpler to give an interpretation of $(\mathbb{Z},+)$ in $\left(\mathbb{N},+,\left.\right|_{2}\right)$. The result then follows from Theorem 2.3.7. The interpretation is 2 -dimensional.

- The domain formula is just $\phi\left(x_{1}, x_{2}\right):=x_{1}=x_{1}$, i.e. a tautology, so we are using all pairs of elements of $\mathbb{N}$.
- The co-ordinate map is $f\left(x_{1}, x_{2}\right)=x_{1}-x_{2}$.
- Equality is $\theta_{=}\left(x_{1}, x_{2} ; y_{1}, y_{2}\right):=x_{1}+y_{2}=y_{1}+x_{2}$, as

$$
\begin{aligned}
& f\left(x_{1}, x_{2}\right)=f\left(y_{1}, y_{2}\right) \\
& \Leftrightarrow \quad x_{1}-x_{2}=y_{1}-y_{2} \\
& \Leftrightarrow \quad x_{1}+y_{2}=y_{1}+x_{2} .
\end{aligned}
$$

- The product + is $\theta_{+}\left(x_{1}, x_{2} ; y_{1}, y_{2} ; z_{1}, z_{2}\right):=\left(x_{1}+y_{1}\right)+z_{2}=\left(x_{2}+y_{2}\right)+z_{1}$, as

$$
\begin{aligned}
& f\left(x_{1}, x_{2}\right)+f\left(y_{1}, y_{2}\right)=f\left(z_{1}, z_{2}\right) \\
& \Leftrightarrow\left(x_{1}-x_{2}\right)+\left(y_{1}-y_{2}\right)=z_{1}-z_{2} \\
& \Leftrightarrow\left(x_{1}+y_{1}\right)-\left(x_{2}+y_{2}\right)=z_{1}-z_{2} \\
& \Leftrightarrow \quad\left(x_{1}+y_{1}\right)+z_{2}=\left(x_{2}+y_{2}\right)+z_{1} .
\end{aligned}
$$

Remark 3.2.2. Note that in the previous proof the relation $\left.\right|_{2}$ is not used, so this is equally an interpretation of $(\mathbb{Z},+)$ in $(\mathbb{N},+)$.

Proposition 3.2.3 (Khoussainov and Nerode[42]). Finitely generated abelian groups have automatic presentations.

Proof. All finitely generated abelian groups are direct products of a finite number of copies of $(\mathbb{Z},+)$ and a finite number of finite abelian groups (see [66]). All finite structures have automatic presentations (Lemma 2.2.8), as does $(\mathbb{Z},+)$, and having an automatic presentation is closed under direct products (Corollary 2.3.6): as such, the result follows immediately.

We will now extend this result a little.

Theorem 3.2.4. Finitely generated virtually abelian groups have automatic presentations.

Proof. Let $G$ be a finitely generated group with an abelian subgroup $A$ of finite index; then, $G$ is interpretable in $A$ (see [3], for example). The result follows from Propositions 2.3.5 and 3.2.3.

Remark 3.2.5. Suppose that $G$ is a finitely generated virtually abelian group, so that $G$ has an abelian subgroup $A$ of finite index. Then $A$ is finitely generated and hence is a direct product $C_{1} \times C_{2} \times \ldots \times C_{k}$ of cyclic groups. If we consider the subgroup $B$ of $A$ generated by the infinite groups $C_{i}$ (i.e. ignore the $C_{i}$ which are finite cyclic groups), then $B$ has finite index in $A$, and hence has finite index in $G$.

Now $B$ is a free abelian group isomorphic to $\mathbb{Z}^{n}=\mathbb{Z} \times \mathbb{Z} \times \ldots \times \mathbb{Z}$ for some $n$; so, every finitely generated virtually abelian group has a free abelian subgroup of finite index. Moreover, if $H$ is a subgroup of finite index in a group $G$, then there is a normal subgroup $N$ of $G$ contained in $H$ with $N$ also of finite index in $G$. As a subgroup of a free abelian group is free abelian, we have that every finitely generated virtually abelian group has a normal free abelian subgroup of finite index.

Remark 3.2.6. It is possible to prove Theorem 3.2 .4 directly by constructing appropriate automata. An outline of the proof is given here - for full details, see the Appendix.

Let $G$ be a finitely generated virtually abelian group. As in Remark 3.2.5, let $A=\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle$ be a normal subgroup of $G$ of finite index isomorphic to $\mathbb{Z}^{n}$ and then let $T=\left\{t_{1}, t_{2}, \ldots, t_{k}\right\}$ be a set of coset representatives for $A$ in $G$.

Any element $g$ of $G$ can be expressed in the form $t_{j} a$ with $a \in A$, and then $a$ can be written in the form $x_{1}^{\epsilon_{1} m_{1}} x_{2}^{\epsilon_{2} m_{2}} \ldots x_{n}^{\epsilon_{n} m_{n}}$ with $\epsilon_{i} \in\{1,-1\}$ and $m_{i} \in \mathbb{N}$ (if $m_{i}=0$ we take $\epsilon_{i}=1$ ). We then represent $g$ as

$$
t_{j}\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{n}\right) \operatorname{conv}\left(\overline{m_{1}}, \overline{m_{2}}, \ldots, \overline{m_{n}}\right)
$$

where $\overline{m_{i}}$ is the representation of $m_{i}$ in binary notation. The language representing $G$ is clearly regular. We now need to ensure that equality and
composition are regular. Equality is clear, so we turn to composition. Since $A$ is normal in $G$, each $x_{i} t_{j}$ is of the form $t_{j} x_{1}^{u_{1, i, j}} x_{2}^{u_{2, i, j}} \ldots x_{n}^{u_{n, i, j}}$ for some $u_{h, i, j} \in \mathbb{Z}$; so the product in $G$ is given by

$$
\begin{aligned}
t_{i} x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} \cdot t_{j} x_{1}^{b_{1}} \ldots x_{n}^{b_{n}} & =t_{i} t_{j} x_{1}^{a_{1}^{\prime}} \ldots x_{n}^{a_{n}^{\prime}} x_{1}^{b_{1}} \ldots x_{n}^{b_{n}} \\
& =t_{i} t_{j} x_{1}^{a_{1}^{\prime}+b_{1}} \ldots x_{n}^{a_{n}^{\prime}+b_{n}}
\end{aligned}
$$

where

$$
a_{i}^{\prime}=\sum_{k=1}^{n} a_{k} u_{i, k, j}
$$

Now let $t_{k}$ and $c_{1}, c_{2}, \ldots, c_{n}$ be such that $t_{i} t_{j}=t_{k} x_{1}^{c_{1}} \ldots x_{n}^{c_{n}}$; then

$$
\begin{aligned}
t_{i} t_{j} x_{1}^{a_{1}^{\prime}+b_{1}} \ldots x_{n}^{a_{n}^{\prime}+b_{n}} & =\left(t_{k} x_{1}^{c_{1}} \ldots x_{n}^{c_{n}}\right) x_{1}^{a_{1}^{\prime}+b_{1}} \ldots x_{n}^{a_{n}^{\prime}+b_{n}} \\
& =t_{k} x_{1}^{a_{1}^{\prime}+b_{1}+c_{1}} \ldots x_{n}^{a_{n}^{\prime}+b_{n}+c_{n}}
\end{aligned}
$$

Given all this, we can now show that it is possible to construct an automaton corresponding to the product. We first create different transitions in our automaton for each possible pair of $t_{i}$ 's, and then, from these different transitions, for each possible combination of values of the $\epsilon_{i}$. Then, based on the binary addition of $n$-tuples and taking into account the $u_{1, i, j}$ and $c_{i}$, we construct the rest of the automaton. The states, roughly, represent the current value of the carry in the addition. As the total amount carried at each stage is bounded by $n-1$ we have a finite automaton.

### 3.3 Growth

Currently, there are not many techniques for showing that a structure does not have an automatic presentation. One such method follows from decidability: if the first-order theory $\operatorname{Th}(S)$ of a structure $\mathcal{S}$ is undecidable then
it cannot have an automatic presentation (by Theorem 2.3.3). For further conditions, see e.g. [43, 46, 67].

The other main method involves growth. Let $\mathcal{S}$ be a structure that has an automatic presentation, and fix one such presentation that is injective (guaranteed by Proposition 2.2.5). Then, for $x \in S$, let $l(x)$ denote the length of the word representing $x$ in this presentation. We have the following result from [5]:

Theorem 3.3.1. Let $f: S^{n} \rightarrow S$ be a first-order definable function on $\mathcal{S}$; then there exists a constant $N \in \mathbb{N}$ such that, for all $\bar{x} \in S^{n}$,

$$
l(f(\bar{x})) \leqslant \max \left\{l\left(x_{0}\right), \ldots, l\left(x_{n-1}\right)\right\}+N .
$$

In particular, this result has the following consequence for groups:

Corollary 3.3.2. Let $G$ be a group with an injective automatic presentation; then there is a constant $N$ such that, for all $g_{0}, g_{1} \in G$,

$$
l\left(g_{0} g_{1}\right) \leqslant \max \left\{l\left(g_{0}\right), l\left(g_{1}\right)\right\}+N .
$$

There is a corresponding notion of growth in group theory. Let $G$ be a group with a finite generating set $X$, and assume that $X$ is closed under inverses. Now let $\delta(g)$ be the minimum $n \in \mathbb{N}$ such that

$$
g=a_{1} a_{2} \ldots a_{n}, a_{i} \in X
$$

The growth function of $G$ is then defined to be

$$
\gamma(n)=|\{g \in G: \delta(g) \leqslant n\}| .
$$

The asymptotic nature of this function (in the sense of its being bounded above by a polynomial function, or below by an exponential function, or
neither of these), is independent of which particular finite generating set we choose - see [32]. As such, the nature of the growth function is a property solely of the group (as opposed to the group together with a generating set). In the three cases we have mentioned, the group is said to have (respectively) polynomial growth, exponential growth or intermediate growth; see [32] for a survey on growth in groups. We now prove the following result:

Theorem 3.3.3. If a finitely generated group $G$ has an automatic presentation then $G$ has polynomial growth.

Before we do this, we first prove a useful proposition:
Proposition 3.3.4. With notation as above, let $R=\max \{l(a): a \in X\}$; then there is a constant $N$ such that, for all $m \geqslant 1$, we have

$$
\max \left\{l\left(a_{1} \ldots a_{m}\right): a_{i} \in X\right\} \leqslant R+\left\lceil\log _{2} m\right\rceil N
$$

Proof. Let $N$ be the constant of Corollary 3.3.2. We proceed by induction on $m$.

We first consider the case $m=1$. Here we clearly have

$$
\max \left\{l\left(a_{1}\right): a_{1} \in X\right\}=R=R+\left\lceil\log _{2} 1\right\rceil N .
$$

Now assume the result holds for $1 \leqslant m \leqslant k$. We split our proof into two cases.

Case one: $k$ is odd, say $k=2 r-1$. Then, using Corollary 3.3.2, we have

$$
\begin{aligned}
\max \left\{l\left(a_{1} \ldots a_{k+1}\right): a_{i} \in X\right\} & =\max \left\{l\left(a_{1} \ldots a_{2 r}\right): a_{i} \in X\right\} \\
& \leqslant \max \left\{l\left(a_{1} \ldots a_{r}\right), l\left(a_{r+1} \ldots a_{2 r}\right): a_{i} \in X\right\}+N \\
& \leqslant \max \left\{R+\left\lceil\log _{2} r\right\rceil N, R+\left\lceil\log _{2} r\right\rceil N\right\}+N \\
& =R+\left\lceil\log _{2} r\right\rceil N+N \\
& =R+\left(\left\lceil\log _{2} r+1\right\rceil\right) N \\
& =R+\left\lceil\log _{2} r+\log _{2} 2\right\rceil N \\
& =R+\left\lceil\log _{2} 2 r\right\rceil N \\
& =R+\left\lceil\log _{2}(k+1)\right\rceil N
\end{aligned}
$$

as required.

Case two: $k$ is even, say $k=2 r$. This time we have

$$
\begin{aligned}
\max \left\{l\left(a_{1} \ldots a_{k+1}\right): a_{i} \in X\right\} & =\max \left\{l\left(a_{1} \ldots a_{2 r+1}\right): a_{i} \in X\right\} \\
& \leqslant \max \left\{l\left(a_{1} \ldots a_{r}\right), l\left(a_{r+1} \ldots a_{2 r+1}\right): a_{i} \in X\right\}+N \\
& \leqslant \max \left\{R+\left\lceil\log _{2} r\right\rceil N, R+\left\lceil\log _{2}(r+1)\right\rceil N\right\}+N \\
& =R+\left\lceil\log _{2}(r+1)\right\rceil N+N .
\end{aligned}
$$

Now, we can not proceed quite as easily as before: we split our consideration of this case into two subcases.

Subcase one: $r$ is not of the form $2^{x}$ with $x \geqslant 1$.
The function $\left\lceil\log _{2} y\right\rceil$ on $\{y \in \mathbb{N}: y>0\}$ takes the same value on $y$ and $y+1$ except when $y$ is of the form $2^{x}$; so, if $r \neq 2^{x}$, then

$$
\left\lceil\log _{2}(r+1)\right\rceil=\left\lceil\log _{2} r\right\rceil
$$

This gives

$$
\begin{aligned}
R+\left\lceil\log _{2}(r+1)\right\rceil N+N & =R+\left\lceil\log _{2} r\right\rceil N+N \\
& =R+\left\lceil\log _{2} r+1\right\rceil N \\
& =R+\left\lceil\log _{2} r+\log _{2} 2\right\rceil N \\
& =R+\left\lceil\log _{2} 2 r\right\rceil N \\
& =R+\left\lceil\log _{2}(2 r+1)\right\rceil N \\
& =R+\left\lceil\log _{2}(k+1)\right\rceil N
\end{aligned}
$$

Subcase two: $r=2^{x}(x \geqslant 1)$.
Note first that

$$
\begin{aligned}
\left\lceil\log _{2}(k+1)\right\rceil & =\left\lceil\log _{2}(2 r+1)\right\rceil \\
& =\left\lceil\log _{2}\left(2.2^{x}+1\right)\right\rceil \\
& =\left\lceil\log _{2}\left(2^{x+1}+1\right)\right\rceil \\
& =x+2
\end{aligned}
$$

Now

$$
\begin{aligned}
R+\left\lceil\log _{2}(r+1)\right\rceil N+N & =R+\left\lceil\log _{2}(r+1)+1\right\rceil N \\
& =R+\left\lceil\log _{2}(r+1)+\log _{2} 2\right\rceil N \\
& =R+\left\lceil\log _{2} 2(r+1)\right\rceil N \\
& =R+\left\lceil\log _{2} 2\left(2^{x}+1\right)\right\rceil N \\
& =R+\left\lceil\log _{2}\left(2^{x+1}+2\right)\right\rceil N \\
& =R+(x+2) N \\
& =R+\left\lceil\log _{2}(k+1)\right\rceil N
\end{aligned}
$$

as required.

Given Proposition 3.3.4, we can now prove Theorem 3.3.3:
Proof. By Remark 2.2.6 we may assume that the presentation for $G$ is injective and binary. Then, as

$$
\max \left\{l\left(a_{1} \ldots a_{m}\right): a_{i} \in X\right\} \leqslant R+\left\lceil\log _{2} m\right\rceil N
$$

by Proposition 3.3.4, the number of possible words for elements of the form $a_{1} \ldots a_{m}$ is

$$
\begin{aligned}
2^{R+\left\lceil\log _{2} m\right\rceil N} & =2^{R}\left(2^{\left\lceil\log _{2} m\right\rceil}\right)^{N} \\
& \leqslant 2^{R}\left(2^{\log _{2} m+1}\right)^{N} \\
& =2^{R} 2^{N}\left(2^{\log _{2} m}\right)^{N} \\
& =k m^{N}
\end{aligned}
$$

where $k=2^{R} 2^{N}$ is a constant. So we have at most $k m^{N}$ possible elements $g$ in $G$ with $\delta(g)=m$; as a result, we have

$$
\begin{aligned}
\gamma(n) & =|\{g \in G: \delta(g) \leqslant n\}| \\
& \leqslant k \cdot 1^{N}+k \cdot 2^{N}+\ldots+k \cdot n^{N} \\
& \leqslant k \cdot n^{N+1} .
\end{aligned}
$$

So $G$ has polynomial growth as required.
Corollary 3.3.5. If a finitely generated semigroup $S$ has an automatic presentation then $S$ has polynomial growth.

Proof. As there is no use of inverses in the proof, the definitions and proof clearly generalise to semigroups.

### 3.4 Classification

We now quote two substantial known theorems that enable us to give a complete classification of those finitely generated groups that have an automatic presentation (to some extent solving a problem of [45]). We first need some more definitions from group theory; see [66] for more details.

If $G$ is a group and if $H$ and $K$ are subsets of $G$, then we let $[H, K]$ denote the subgroup generated by the set of all elements of $G$ of the form $h^{-1} k^{-1} h k$ with $h \in H$ and $k \in K$. If $H$ and $K$ are normal subgroups in $G$, then [ $H, K$ ] is a normal subgroup of $G$. We now define the following chains of normal subgroups of $G$ :

$$
\begin{array}{lcr}
G^{(0)}=G ; & G^{(1)}=[G, G] ; & G^{(2)}=\left[G^{(1)}, G^{(1)}\right] ; \\
G^{(3)}=\left[G^{(2)}, G^{(2)}\right] ; & \ldots \ldots \\
& & \\
\gamma_{0}(G)=G ; & \gamma_{1}(G)=\left[\gamma_{0}(G), G\right] ; & \gamma_{2}(G)=\left[\gamma_{1}(G), G\right] ; \\
\gamma_{3}(G)=\left[\gamma_{2}(G), G\right] ; & \ldots \ldots
\end{array}
$$

Note that $G \geqslant G^{(1)} \geqslant G^{(2)} \geqslant \ldots$ and that $G \geqslant \gamma_{1}(G) \geqslant \gamma_{2}(G) \geqslant \ldots$.. A group $G$ is said to be solvable if $G^{(r)}=\{i\}$ for some $r \in \mathbb{N}$ and nilpotent if $\gamma_{r}(G)=\{i\}$ for some $r \in \mathbb{N}$; in the first case we call the smallest such $r$ the derived length of $G$ and, in the second case, the smallest such $r$ is called the nilpotency class of $G$. Any nilpotent group is necessarily solvable - note that $G^{(k)}$ is contained in $\gamma_{k}(G)$, and so if $\gamma_{r}(G)=\{i\}$, so does $G^{(r)}$ - but the converse is false.

Given this, we can now state Gromov's classification [34] of groups with polynomial growth:

Theorem 3.4.1 (Gromov). If a finitely generated group has polynomial growth then it is virtually nilpotent.

At the beginning of Section 3.3 it was noted that there are currently two main methods for showing that a structure does not have an automatic presentation: decidability and growth. Having considered, for groups, growth, we now turn to decidability.

Perhaps the most well-used result concerning the first-order theory of groups is the following:

Proposition 3.4.2 (Mal'cev [54]). Let $G$ be the free nilpotent group of class two on two generators; then, the ring of integers $(\mathbb{Z},+, \times)$ is interpretable in $G$.

Corollary 3.4.3. Let $G$ be the free nilpotent group on two generators; then, $G$ does not have an automatic presentation.

Proof. The first-order theory of the ring of integers is undecidable, see for example [71].

Eršov, in [28], built on this proposition to show that a nilpotent group has decidable first-order theory if and only if it is virtually abelian. This was generalized by Romanovskii, in [65], to virtually polycyclic groups and then by Noskov, who showed in [60] that a virtually solvable group has decidable first-order theory if and only if it is virtually abelian. The fact we need here is the following intermediate result, a corollary of Romanovskii's result:

Theorem 3.4.4. Let $G$ be a finitely generated virtually nilpotent group with decidable first-order theory; then, $G$ is virtually abelian.

We can now combine these two powerful results, Theorem 3.4.1 and Theorem 3.4.4, with our result on growth (Theorem 3.3.3) to give:

Theorem 3.4.5 (Classification [61]). Let $G$ be a finitely generated group; then, $G$ has an automatic presentation if and only if $G$ is virtually abelian.

Proof. Assume that $G$ has an automatic presentation. By Theorem 3.3.3, $G$ has polynomial growth, and so, by Theorem 3.4.1, $G$ is virtually nilpotent. By Theorem 2.3.3, $G$ has decidable first-order theory, and so, by Theorem 3.4.4, $G$ is virtually abelian.

The converse is Theorem 3.2.4.

### 3.5 The Isomorphism Problem

One of the fundamental algorithmic problems concerning standard semigroup presentations (Section 2.4.1) is the isomorphism problem: given two presentations, do they define isomorphic semigroups? It is clear that this problem also makes sense for the theory of automatic presentations: given two automatic presentations, do they represent isomorphic structures?

The problem is, in general, undecidable in both cases. For automatic presentations, there is in fact a stronger result. First, note that $\Sigma_{1}^{1}$ denotes sentences of arithmetic where the only second-order quantifiers are existential quantifiers over sets; it is a member of the analytical hierarchy. In particular, the superscript 1 denotes the arity of the relations quantified over, the subscript 1 denotes the number of blocks of quantifiers of the same type, and the $\Sigma$ denotes that the first quantifier block is of existential quantifiers. $\Sigma_{1}^{1}$ may also be used to denote the class of algorithmic problems corresponding to deciding the satisfaction of members of $\Sigma_{1}^{1}$. For more information on this notation, see [64]. Second, given an algorithmic problem $X$, and a class of algorithmic problems $\chi$, we say that $X$ is $\chi$-complete if every problem in $\chi$ can be reduced to an instance of $X$. We can now state the result.

Theorem 3.5.1 (Khoussainov, Nies, Rubin, Stephan [43]). The complexity of the isomorphism problem for automatic presentations is $\Sigma_{1}^{1}$-complete.

Restricting the class of structures under consideration can produce more manageable levels of complexity. In particular, the classification results mentioned earlier - for Boolean algebras and for ordinals - give decidability for these classes.

Remark 3.5.2. The isomorphism problem for a class $\chi$ of structures asks: given two automatic presentations of members of class $\chi$, do they represent isomorphic members of $\chi$ ?

Proposition 3.5.3. The isomorphism problem for:

- Boolean algebras [43]; and
- ordinals [46],
is decidable.
As we have now given a classification for finitely generated groups (Theorem 3.4.5), it is natural to ask whether this classification can also give us the corresponding isomorphism result. We have some preliminary results on this, beginning with results on finitely generated abelian groups.

Proposition 3.5.4. Let $A$ be an automatic presentation for a finitely generated abelian group $G$, and let

$$
G=\mathbb{Z}^{r} \times \mathbb{Z}_{k_{1}} \times \ldots \times \mathbb{Z}_{k_{s}} \times \ldots \times \mathbb{Z}_{k_{n}}
$$

from Theorem 2.4.17. In particular, assume that $k_{1}, k_{2}, \ldots, k_{s}$ are all powers of 2 , and that the $k_{t}$ with $t>s$ are odd.

1. The number of elements of order $n$ in $G$ is computable from $A$; and
2. The torsion-free rank of $G$ is computable from $A$.

Proof. (1) There are clearly only a finite number of elements of order $n$, and the set of such elements is first-order definable. We can assume that each element has a unique representative in the presentation (Proposition 2.2.5). As such, it is straightforward to construct the automaton for the definition (Theorem 2.3.1) and count the number of words accepted.
(2) Recall that the number of appearances of $\mathbb{Z}$, that is $r$, is the torsionfree rank of $G$.

The set $G^{2}$, i.e. $\{g \circ g: g \in G\}$, is a normal subgroup of $G$ (as $G$ is abelian) and is clearly first-order definable. As such, we can construct an automatic presentation for the set of equivalence classes $G / G^{2}$ (Corollary 2.3.6).

Now

$$
G / G^{2}=\mathbb{Z}_{2}^{r+s} ;
$$

so

$$
\left|G / G^{2}\right|=2^{r+s}
$$

The elements of order 2 in $G$ are in $\mathbb{Z}_{k_{1}} \times \ldots \times \mathbb{Z}_{k_{s}}$ - there are $2^{s}-1$ of them. The first part of this proof allows us to calculate the number of elements of order 2 , i.e. $2^{s}-1$, leaving us with the torsion-free rank.

We call a statement semi-decidable if there is a procedure that, when the statement is true, establishes this and terminates. Note that the procedure may not terminate otherwise.

Corollary 3.5.5. Let $A$ and $A^{\prime}$ be automatic presentations for finitely generated abelian groups $G$ and $G^{\prime}$. It is semi-decidable if $G$ and $G^{\prime}$ are not isomorphic.

Proof. By the previous proposition, the torsion-free ranks of the groups can be calculated: if they are different, the groups are not isomorphic.

So, assume that the torsion-free ranks of $G$ and $G^{\prime}$ are the same.

Begin the following process:
For each $n \in \mathbb{N}$, calculate the number of elements of order $n$ in $G$, and in $G^{\prime}$. If the two groups are not isomorphic, then for some $n$ the two numbers will be different by Proposition 2.4.14.

Remark 3.5.6. It is clear that the above process will not terminate if the groups are isomorphic. This is in sharp contrast to the situation when considering standard group presentations. There, deciding that two presentations represent groups that are isomorphic is semi-decidable - there is a process that will terminate if the groups are isomorphic, but no process that will terminate if they are not. The process that terminates if the groups are isomorphic involves enumerating the possible Tietze transformations of the presentation. The basic Tietze transformations involve either: adding a new generator symbol, defined from the existing ones; adding a new relation, defined from the existing ones; removing a generator symbol proved redundant by the relations; and, removing a relation proved redundant by the other relations. Note that none of these types of transformation changes the group represented by the presentation. It is possible to move between any two presentations of a group using some series of Tietze transformations. If we have a pair of group presentations, and we enumerate the possible transformations of one of them, then we will eventually reach the other - if the groups are isomorphic.

This leads to the question: is it possible to get from an automatic presentation of an abelian group to a standard presentation of the same group? If so, then we could strengthen Corollary 3.5 .5 to say that given automatic presentations for two finitely generated abelian groups, it is decidable if they are isomorphic.

Alternatively, it may be possible to put a bound on the orders of ele-
ments in a group as a function of the size of the automata in an automatic presentation. This would enable us to convert the semi-decision procedure in Corollary 3.5.5 into a decision procedure.

Conjecture 3.5.7. Let $A$ and $A^{\prime}$ be automatic presentations for finitely generated abelian groups $G$ and $G^{\prime}$. It is decidable if $G$ and $G^{\prime}$ are isomorphic.

We now consider finitely generated virtually abelian groups. An obvious approach is to attempt to reduce the problem to one concerning abelian subgroups, and thereby fall back onto Conjecture 3.5.7. To do this, it is necessary to in some way extract an automatic presentation of a finite index abelian subgroup from a virtually abelian group.

We need some additional notation: for a subset $X$ of a group $G$, the centraliser of $X$ - denoted $C_{G}(X)$ - is the set of elements in $G$ that commute with all elements in $X$; the centre of $X$-denoted $Z(X)$ - is the set of elements in $X$ that commute with all other elements in $X$.

Lemma 3.5.8. Let $G$ be a finitely generated virtually abelian group.
For some $n \in \mathbb{N}, Z\left(C_{G}\left(G^{n}\right)\right)$ is an abelian subgroup in $G$ of finite index.
Proof. Let $A$ be a finitely generated abelian subgroup in $G$ of finite index $t$.
For some $n$, the set $G^{n}$ of $n$th powers of $G$ is in $A$. This is because $A$ has finite index in $G$. It follows, then, that the subgroup generated by $G^{n}$ is also in $A$ :

$$
\left\langle G^{n}\right\rangle \leq A .
$$

Now, $G /\left\langle G^{n}\right\rangle$ has exponent (dividing) $n$. As such, so does the abelian group $A /\left\langle G^{n}\right\rangle$. But a finitely generated abelian group of finite exponent is finite. So, $\left\langle G^{n}\right\rangle$ has finite index in $A$.

We now have:

$$
\left[A:\left\langle G^{n}\right\rangle\right]<\infty ;
$$

and:

$$
[G: A]<\infty
$$

so we can conclude:

$$
\left[G:\left\langle G^{n}\right\rangle\right]<\infty .
$$

Now, as $\left\langle G^{n}\right\rangle$ is in $A$, it is abelian. So $\left\langle G^{n}\right\rangle$ is in $C_{G}\left(G^{n}\right)$. In particular, it is in $Z\left(C_{G}\left(G^{n}\right)\right)$, the centre of the centraliser of $G^{n}$.

So we now have:

$$
\left[G: Z\left(C_{G}\left(G^{n}\right)\right)\right]<\infty
$$

The subgroup $Z\left(C_{G}\left(G^{n}\right)\right)$ is abelian by definition.
Proposition 3.5.9. Given an automatic presentation for a finitely generated virtually abelian group $G$, it is possible to effectively produce an automatic presentation that presents a finite index finitely generated abelian subgroup of $G$.

Proof. Begin enumerating sets in $G$ of the form $G^{n}$.
The subgroups $Z\left(C_{G}\left(G^{n}\right)\right)$ are all normal in $G$ - in fact, characteristic: that is, they are preserved under automorphisms of $G$.

They are also first-order definable in $G$ :

$$
\begin{gathered}
G^{n}:=\left\{g^{n}: g \in G\right\} ; \\
C_{G}\left(G^{n}\right):=\left\{x \in G: \forall y \in G^{n}, x \circ y=y \circ x\right\} ; \\
Z\left(C_{G}\left(G^{n}\right)\right):=\left\{x \in C_{G}\left(G^{n}\right): \forall y \in C_{G}\left(G^{n}\right), x \circ y=y \circ x\right\} .
\end{gathered}
$$

So, by Corollary 2.3.6, the groups $Z\left(C_{G}\left(G^{n}\right)\right)$ have automatic presentations which can be effectively computed.

By Lemma 3.5.8, one of these factor groups will be finite, say for $n=k$. So we can take an automatic presentation of the first-order definable subgroup $Z\left(C_{G}\left(G^{k}\right)\right)$.

Remark 3.5.10. Assume that, given an automatic presentation for a finitely generated abelian group, it is possible to effectively construct a standard group presentation for the group; then, given an automatic presentation for a finitely generated virtually abelian group, it is possible to effectively construct a standard group presentation for that group.

Let $\mathcal{S}=\left(S, \circ_{S}\right)$ be an automatic presentation for a finitely generated virtually abelian group $G$.

By Proposition 3.5.9, it is possible to find an automatic presentation $\mathcal{T}=\left(T, \circ_{T}\right)$ for a (normal) finite index abelian subgroup of $G$ - say $A$. This automatic presentation is contained within the automatic presentation for $G$ (i.e. $T \subseteq S$, and $\circ_{T}$ is the restriction of $o_{S}$ to $T \times T \times T$ ).

Let $\left\langle z_{1}, \ldots, z_{n}: R\right\rangle$ be a standard group presentation for $A$ constructed from the automatic presentation $\mathcal{T}$.

It is possible to find words in the automatic presentation of $G$ for coset representatives for $A$ as follows.

First, choose a word from the regular language $T$. The element it presents will be the first coset representative, representing the coset $A$, say $p_{1}$. As regular languages are closed under complement (Proposition 2.2.2), the language $S \backslash T$ is regular. Take any word from this language. This will correspond to the second representative, say $p_{2}$. Now, the product of $A$ with $p_{1}$ is firstorder definable, and as such we may extract the words presenting the coset $A \circ p_{1}$ - say, $T_{p_{1}}$. To find the next representative, form the regular language $S \backslash\left(T \cup T_{p_{1}}\right)$ - regular languages are closed under union, again by Proposition 2.2.2 - and so we can take any word from this language. Repeat the process, finding coset representatives $p_{1}, p_{2}, \ldots$. As $A$ has finite index in $G$, this process will eventually produce a language $S \backslash\left(T \cup T_{p_{1}} \cup \ldots \cup T_{p_{n}}\right)$ which is empty - that this regular language is empty is also decidable. Now we have
a representative for all the cosets of $A$ in $G-p_{1}, p_{2}, \ldots, p_{q}$.
A standard group presentation for $G$ is then as follows:

$$
\begin{gathered}
\left\langle z_{1}, \ldots, z_{n}, p_{1}, \ldots, p_{q}: R \cup\left\{p_{i}^{-1} z_{j} p_{i}=\alpha_{i, j}\right\}_{1 \leq i \leq q, 1 \leq j \leq n}\right. \\
\left.\cup\left\{p_{i} p_{j}=\beta_{i, j} p_{k(i, j)}\right\}_{1 \leq i, j, k \leq q}\right\rangle
\end{gathered}
$$

where the $\alpha_{i, j}$ and $\beta_{i, j}$ are words in the $z_{l}$ and $z_{l}{ }^{-1}$.
The words $\alpha_{i, j}$ and $\beta_{i, j}$ can be deduced using the automatic presentation for $G$. For instance, let $\alpha$ be the word representing $p_{1}{ }^{-1} z_{1} p_{1}$ in the automatic presentation. Then, enumerate the words representing the products of the $z_{l}$ and $z_{l}^{-1}$ in the automatic presentation until $\alpha$ is found. As there are only a finite number of new relations, this process terminates.

The preceding discussions lead us to make the following conjecture:
Conjecture 3.5.11. Let $A$ and $A^{\prime}$ be automatic presentations for finitely generated virtually abelian groups $G$ and $G^{\prime}$. It is decidable whether $G$ and $G^{\prime}$ are isomorphic.

### 3.6 Unary Presentations for Groups

If a structure $S$ has an automatic presentation with $|\Sigma|=1$, then $S$ is said to have a unary automatic presentation. Structures with such a presentation have been considered in [5] and [44].

The following is from [5]:
Theorem 3.6.1. Let $G$ be a group; then, $G$ has a unary automatic presentation if and only if $G$ is finite.

### 3.7 Graph Products

Taking a slight interlude, we briefly consider graph products. The notion of a graph product of groups generalises the notions of direct and free products. Conditions determining exactly when a graph product of groups is hyperbolic, virtually free, or automatic are known - see [56], [53] and [29] respectively. Here, we consider the same question for the class of virtually abelian groups. Note that for this section we will assume implicitly that all groups are finitely generated.

To create a graph product, informally we take a graph and assign a group to each vertex. We then form a new group by taking each pair of groups in turn: if their vertices are joined by an edge, then take their direct product; if they are not, then take their free product. Note that if the graph is complete, we just have the direct product of all the groups, and if the graph has no edges, we just have the free product of all the groups. Formally, we have:

Definition 3.7.1. Let $X=(V, E)$ be a finite undirected graph. For each $v \in V$, let $G_{v}$ be a (non-trivial) group with presentation $\left\langle A_{v}: R_{v}\right\rangle$.

The graph product of the $\left(G_{v}\right)_{v \in V}$ with respect to $X$ is defined as:

$$
\mathbb{G} \mathbb{P}\left(X,\left(G_{v}\right)_{v \in V}\right)=\left\langle\bigcup_{v \in V} A_{v}: \bigcup_{v \in V} R_{v}, C\right\rangle
$$

where $C=\left\{x^{-1} y^{-1} x y: x \in A_{r}, y \in A_{s},\{r, s\} \in E\right\}$.
We now need to fix some notation. Let $X=(V, E)$ be a graph, $U \subseteq V$. We shall write $\left.X\right|_{U}$ for $(U, E \cap(U \times U))$. Let $G=\mathbb{G P}\left(X,\left(G_{v}\right)_{v \in V}\right)$. We shall write $G \upharpoonright_{U}$ for $\mathbb{G P}\left(\left.X\right|_{U},\left(G_{v}\right)_{v \in U}\right)$.

Proposition 3.7.2. Let $G=\mathbb{G} \mathbb{P}\left(X,\left(G_{v}\right)_{v \in V}\right)$ be a graph product with $X=$ $(V, E)$; then, $G$ is virtually abelian if and only if:

- for every $v \in V, G_{v}$ is virtually abelian; and
- if $G_{u}$ and $G_{v}$ are groups with $u \neq v$, and $\{u, v\} \notin E$, then $G_{u} \cong G_{v} \cong$ $\mathbb{Z}_{2}$ and for all $w \in V \backslash\{u, v\}$ we have that $\{u, w\},\{v, w\} \in E$.

Proof. Suppose the conditions are satisfied. If there are no groups $G_{u}$ and $G_{v}$ with $u \neq v$, and $\{u, v\} \notin E$, we have a complete graph. Assume not, and let $U=\{u, v\}$. As $\{u, v\} \notin E, G \upharpoonright_{U} \cong \mathbb{Z}_{2} \star \mathbb{Z}_{2} \cong D_{\infty}$. Now, as for all $w \in V \backslash\{u, v\},\{u, w\},\{v, w\} \in E$, it is clear that $\left.G \cong G\right|_{V \backslash U} \times D_{\infty}$. So, in the original graph, we can identify the vertices $u$ and $v$ as, say, $a$, and let $G_{a}$ be $D_{\infty}$. By repeating for all such $G_{u}$ and $G_{v}$, the result is a complete graph.

We now have a complete graph. As virtually abelian groups are closed under direct products, the statement follows immediately.

Now for the converse: a finitely generated subgroup of a virtually abelian group is virtually abelian, so the first condition is clear. So assume we have $G_{u}, G_{v}, u \neq v$ with $\{u, v\} \notin E$.

Case i: Assume $G_{u} \not \neq \mathbb{Z}_{2}$. So, there exists $x_{1}, x_{2} \in G_{u}$ with $x_{1} \neq x_{2}$, both non-trivial. Let $y \in G_{v}$.

Consider the elements $x_{1}^{-1} y^{-1} x_{1} y$ and $x_{2}^{-1} y^{-1} x_{2} y$, and their respective inverses $y^{-1} x_{1}^{-1} y x_{1}$ and $y^{-1} x_{2}^{-1} y x_{2}$.

As $\{u, v\} \notin E$, there are no relations between $x_{i}$ and $y$, so each element generates an infinite group.

Also, as $x_{1} \neq x_{2}, x_{1} x_{2}^{-1}$ and $x_{2} x_{1}^{-1}$ are non-trivial, so there is no collapse in any product of these elements.

Therefore, $\left\langle x_{1}^{-1} y^{-1} x_{1} y, x_{2}^{-1} y^{-1} x_{2} y\right\rangle$ is a free group on two generators, so $G$ is not virtually abelian.

Case ii: Assume there exists $G_{w}, w \neq u, v$, such that $\{v, w\} \notin E$. Let $x \in G_{u}, y \in G_{v}, z \in G_{w}$.

Consider the elements $x^{-1} y^{-1} x y$ and $z^{-1} y^{-1} z y$, and their respective inverses $y^{-1} x^{-1} y x$ and $y^{-1} z^{-1} y z$.

As $\{u, v\},\{v, w\} \notin E$, there are no relations between $x$ and $y$ or $z$ and $y$, so each element generates an infinite group.

Also, as $x \neq z, x z^{-1}$ and $z x^{-1}$ are non-trivial, so there is no collapse in any product of these elements.

Therefore, $\left\langle x^{-1} y^{-1} x y, z^{-1} y^{-1} z y\right\rangle$ is a free group on two generators, so $G$ is not virtually abelian.

Corollary 3.7.3. A graph product $G=\mathbb{G P}\left(X,\left(G_{v}\right)_{v \in V}\right)$ has an automatic presentation if and only if:

- for every $v \in V, G_{v}$ is virtually abelian, and
- if $G_{u}$ and $G_{v}$ are groups with $u \neq v$, and $\{u, v\} \notin E$, then $G_{u} \cong G_{v} \cong$ $\mathbb{Z}_{2}$ and for all $w \in V \backslash\{u, v\}$ we have that $\{u, w\},\{v, w\} \in E$.

Proof. This follows immediately from Theorem 3.4.5.

## Chapter 4

## Cancellative Semigroups

Chapter 3 classified those finitely generated groups with automatic presentations. We attempt to generalise that result here. Groups may be viewed as semigroups with a particularly stringent condition: the existence of inverses. We shall consider a slightly weaker case here: semigroups that satisfy cancellation laws.

### 4.1 Definition and Basic Results

Definition 4.1.1. Let $S$ be a semigroup. $S$ is said to be cancellative if for all $a, b, c \in S$ :

$$
\begin{aligned}
& a b=a c \Rightarrow b=c \\
& b a=c a \Rightarrow b=c
\end{aligned}
$$

This definition is satisfied by groups, so groups are an example of cancellative semigroups. There are cancellative semigroups that are not groups: $(\mathbb{N},+$ ), for example. More importantly, subsemigroups of groups are cancellative, with the conditions being inherited from the group itself (note that the conditions needed for a semigroup to be cancellative are universal
statements). Not all cancellative semigroups are subsemigroups of groups: see [55].

Similar to the idea of a field of quotients in ring theory, it is sometimes possible to add inverses to a cancellative semigroup to embed it into a group.

Definition 4.1.2. Let $S$ be a subsemigroup of a group $G$. If every element in $G$ is equal to $a^{-1} b$ for some $a, b \in S$ then $G$ is a group of left quotients for $S$. If every element in $G$ is equal to $a b^{-1}$ for some $a, b \in S$ then $G$ is a group of right quotients for $S$.

Lemma 4.1.3. Let $S$ be a semigroup with a group of left (or right) quotients $G$; if $S$ is finitely generated, then so is $G$.

Proof. Let $G$ be a group of left quotients for $S$. The proof for a group of right quotients proceeds similarly. Let $\left\{x_{1}, \ldots, x_{n}\right\}$ be a generating set for $S$. Let $X \subseteq G$ contain $x_{1}, \ldots, x_{n}$ and $x_{1}^{-1}, \ldots, x_{n}^{-1}$. Let $g \in G$. By the hypothesis, $g=a^{-1} b$ with $a, b \in S$. Now, $a=x_{i_{1}} x_{i_{2}} \ldots x_{i_{n}}$ and $b=x_{j_{1}} x_{j_{2}} \ldots x_{j_{n}}$, say, so:

$$
\begin{aligned}
g & =\left(x_{i_{1}} x_{i_{2}} \ldots x_{i_{n}}\right)^{-1} x_{j_{1}} x_{j_{2}} \ldots x_{j_{n}} \\
& =\left(x_{i_{n}}\right)^{-1} \ldots\left(x_{i_{1}}\right)^{-1} x_{j_{1}} x_{j_{2}} \ldots x_{j_{n}} .
\end{aligned}
$$

As such, $X$ is a (finite) generating set for $G$.
We need the following proposition:
Proposition 4.1.4. Let $S$ be a semigroup with a virtually nilpotent group of left quotients $G$; then, $G$ is also a group of right quotients for $S$.

The proof, implicit in [9], requires the following definitions and results.
Definition 4.1.5. A semigroup law consists of two words $u, v$ over an alphabet $X$, and is denoted $u=v$. A semigroup $S$ satisfies such a law if $\theta(u)=\theta(v)$ for every homomorphism $\theta: X^{+} \rightarrow S$. The law is called non-tautological if $u$ and $v$ are not the same word.

Lemma 4.1.6. Let $G$ be a virtually nilpotent group; then, $G$ satisfies a nontautological semigroup law.

Proof. The proof of this lemma is contained within the proof of Theorem 5.3.5 of [9]; briefly, nilpotent groups satisfy a non-tautological semigroup law, and if a group has a subgroup of finite index satisfying a non-tautological semigroup law then the group will also satisfy a non-tautological semigroup law.

Definition 4.1.7. A semigroup is called right-reversible if for all $s, s^{\prime} \in S$ there exists $t, t^{\prime} \in S$ such that $t s=t^{\prime} s^{\prime}$. A semigroup is called left-reversible if for all $s, s^{\prime} \in S$ there exists $t, t^{\prime} \in S$ such that $s t=s^{\prime} t^{\prime}$.

The following is taken from [9], where it is adapted from a proof in [59].
Proposition 4.1.8. If $S$ is a cancellative semigroup that satisfies a nontautological semigroup law, then $S$ is both left- and right-reversible.

Now, a theorem of Dubreil:
Theorem 4.1.9 (Dubreil [24]). Let $S$ be a cancellative semigroup. $S$ is rightreversible if and only if $S$ has a group of left quotients. $S$ is left-reversible if and only if $S$ has a group of right quotients.

Proposition 4.1.10. Let $S$ be a cancellative semigroup with a group of left quotients $G_{L}$ and a group of right quotients $G_{R}$; then, $G_{L} \cong G_{R}$.

Proof. The result follows from results in [9] drawn from a proof in [16]: note that such a semigroup is both left- and right-reversible by the previous theorem, and then Proposition 5.2.4 from [9] establishes that both $G_{L}$ and $G_{R}$ are isomorphic to the group generated by $S$ (within, say, $G_{L}$ ).

We may now prove Proposition 4.1.4:

Proof. Lemma 4.1.6 establishes that $G$ satisfies a semigroup law. As $S$ is a subsemigroup of $G$ it clearly satisfies the same law, so by Proposition 4.1.8 $S$ is both left- and right-reversible. Theorem 4.1 .9 shows that $S$ has a group of right quotients $G_{R}$, and Proposition 4.1.10 shows that $G_{R} \cong G$.

### 4.2 Necessary Conditions

We will present a necessary condition for a cancellative semigroup to have an automatic presentation. We need the following proposition, a generalisation of Gromov's theorem (Theorem 3.4.1) by Grigorchuk.

Theorem 4.2.1 (Grigorchuk [33]). Let $S$ be a finitely generated cancellative semigroup; then, $S$ has polynomial growth if and only if it has a virtually nilpotent group of left quotients $G$.

Corollary 4.2.2. Let $S$ be a finitely generated cancellative semigroup. If $S$ has an automatic presentation, then $S$ has a virtually nilpotent group of left quotients $G$.

Proof. By Theorem 3.3.3, if $S$ has an automatic presentation then $S$ has polynomial growth.

This corollary can be usefully combined with Proposition 4.1.4:
Proposition 4.2.3. Let $S$ be a finitely generated cancellative semigroup. If $S$ has an automatic presentation, then $S$ is a subsemigroup of a virtually nilpotent group $G$ that is both a group of left and right quotients of $S$.

Proof. By the preceeding corollary, $S$ has a virtually nilpotent group of left quotients $G$ : Proposition 4.1.4 implies that this group is also a group of right quotients for $S$.

We will now establish that $G$ must also have an automatic presentation. Note that, as $G$ is both a group of left and right quotients for $S$, for every $g \in G$ there exists $s, t \in S$ such that $g=s t^{-1}$ and there exists $p, q \in S$ such that $g=p^{-1} q$.

Proposition 4.2.4. Let $S$ be a finitely generated cancellative semigroup. If $S$ has an automatic presentation, then there is an interpretation of its group of left(and right) quotients $G$ in $S$.

Proof. The interpretation is 2-dimensional.

- The domain formula is just $\phi\left(x_{1}, x_{2}\right):=x_{1}=x_{1}$, i.e. a tautology, so we are using all pairs of elements of $S$.
- The co-ordinate map is $f\left(x_{1}, x_{2}\right)=x_{1}^{-1} x_{2}$; this is surjective, as required, from the definition of a group of left quotients.
- Equality is $\theta_{=}\left(x_{1}, x_{2} ; y_{1}, y_{2}\right):=\exists a, b\left(x_{1} a=x_{2} b \wedge y_{1} a=y_{2} b\right)$, as

$$
\begin{aligned}
& f\left(x_{1}, x_{2}\right)=f\left(y_{1}, y_{2}\right) \\
& \Leftrightarrow \exists a, b \quad\left(f\left(x_{1}, x_{2}\right)=a b^{-1} \quad \wedge f\left(y_{1}, y_{2}\right)=a b^{-1}\right) \\
& \Leftrightarrow \exists a, b \quad\left(x_{1}^{-1} x_{2}=a b^{-1} \wedge y_{1}^{-1} y_{2}=a b^{-1}\right) \\
& \Leftrightarrow \exists a, b \quad\left(x_{1} a=x_{2} b \wedge y_{1} a=y_{2} b\right) .
\end{aligned}
$$

- Composition is

$$
\theta_{\circ}\left(x_{1}, x_{2} ; y_{1}, y_{2} ; z_{1}, z_{2}\right):=\exists a, b, c, d\left(c x_{1} a=d y_{2} b \wedge c x_{2}=d y_{1} \wedge z_{2} b=z_{1} a\right)
$$

$$
\begin{array}{rrrl}
f\left(x_{1}, x_{2}\right) \circ f\left(y_{1}, y_{2}\right) & =f\left(z_{1}, z_{2}\right) & \\
\Leftrightarrow \exists a, b & \left(f\left(x_{1}, x_{2}\right) \circ f\left(y_{1}, y_{2}\right)=a b^{-1}\right. & \left.\wedge f\left(z_{1}, z_{2}\right)=a b^{-1}\right) \\
\Leftrightarrow \exists a, b & \left(x_{1}^{-1} x_{2} y_{1}^{-1} y_{2}=a b^{-1}\right. & \wedge & \left.z_{1}^{-1} z_{2}=a b^{-1}\right) \\
\Leftrightarrow \exists a, b, c, d & \left(c^{-1} d=x_{2} y_{1}^{-1}\right. & \wedge & x_{1}^{-1} c^{-1} d y_{2}=a b^{-1}
\end{array} \wedge z_{1}^{-1} z_{2}=a b^{-1} .
$$

Corollary 4.2.5. Let $S$ be a finitely generated cancellative semigroup. If $S$ has an automatic presentation, then its group of left(and right) quotients $G$ has an automatic presentation.

Theorem 4.2.6. Let $S$ be a finitely generated cancellative semigroup; if $S$ has an automatic presentation, then $S$ has a finitely generated virtually abelian group of left quotients $G$.

Proof. Let $S$ be a finitely generated cancellative semigroup with an automatic presentation. By Corollary 4.2.5, its group of left quotients $G$ has an automatic presentation, and by Lemma 4.1.3 $G$ is finitely generated. So, by Theorem 3.4.5 $G$ is virtually abelian.

Corollary 4.2.7. Let $S$ be a finitely generated cancellative semigroup; if $S$ has an automatic presentation, then $S$ is a subsemigroup of a finitely generated virtually abelian group.

### 4.3 Subsemigroups of

## Virtually Abelian Groups

We would, of course, like to establish the converse to Theorem 4.2.6. In this section, we prove a proposition which is a step in that direction.

First, a lemma. If $S$ is not a monoid, i.e. does not contain an identity element, then we shall denote by $S^{1}$ the result of adding an extra element acting as an identity. If $S$ is a monoid, we take $S^{1}=S$.

Lemma 4.3.1. $S^{1}$ has an automatic presentation if and only if $S$ has an automatic presentation.

Proof. If $S$ contains an identity element, then $S=S^{1}$ and the result is trivial. So, assume $S$ contains no identity element.

Only if: Let $(L, \theta)$ be an automatic presentation for $S^{1}$ over the alphabet $\Sigma$.

Let $W=\theta^{-1}(1)$. Note that this is first-order definable over $S^{1}$ :

$$
\psi(x):=\forall y, x y=y x=y
$$

So, by Theorem 2.3.1 $W$ is regular. Let $\bar{L}=L \backslash W$
Define $\bar{\theta}: \bar{L} \rightarrow S$ as:

$$
\bar{\theta}(w)=\theta(w)
$$

As $S$ contains no identity element, $\bar{\theta}$ is surjective, and by Proposition 2.2.2 $\bar{L}$ is regular.

To establish that $(\bar{L}, \bar{\theta})$ is an automatic presentation for $S$, we need to show that $\bar{L}_{=}$and $\bar{L}_{\text {o }}$ are regular.

Clearly,

$$
\begin{gathered}
\bar{L}_{=}=L_{=} \backslash\{\operatorname{conv}(r, s): r, s \in W\} \\
\bar{L}_{\circ}=L_{\circ} \backslash\{\operatorname{conv}(r, s, t): r \in W \text { or } s \in W \text { or } t \in W\}
\end{gathered}
$$

These are both regular by Proposition 2.2.2 and Proposition 2.2.3.
If: Now, let $(L, \theta)$ be an automatic presentation for $S$ over the alphabet $\Sigma$.

Let $\iota \notin \Sigma$, and let $\bar{\Sigma}=\Sigma \cup\{\iota\}$. Let $\bar{L}=L \cup\{\iota\}$.

Define $\bar{\theta}: \bar{L} \rightarrow S^{1}$ as:

$$
\bar{\theta}(w)= \begin{cases}\theta(w) & \text { if } w \in L \\ 1 & \text { if } w=\iota\end{cases}
$$

As $\theta$ is surjective, $\bar{\theta}$ is surjective, and by Proposition 2.2.2 $\bar{L}$ is regular.
To establish that $(\bar{L}, \bar{\theta})$ is an automatic presentation for $S$, we need to show that $\bar{L}=$ and $\bar{L}_{\text {o }}$ are regular.

Clearly,

$$
\begin{gathered}
\bar{L}_{=}=L=\cup\{\operatorname{conv}(\iota, \iota)\} \\
\bar{L}_{\mathrm{o}}=L_{\mathrm{o}} \cup\{\operatorname{conv}(r, s, t): s, t \in L, r=\iota \text { or } r, t \in L, s=\iota\} .
\end{gathered}
$$

These are both regular by Proposition 2.2.2 and Proposition 2.2.3.
Proposition 4.3.2. Let $S$ be a finitely generated cancellative semigroup.
Let $G$ be a finitely generated virtually abelian group, with A a normal abelian subgroup of finite index, and $(L, \phi)$ an automatic presentation of $G$.

If $S$ is a subsemigroup of $G$, and $\left.L\right|_{S \cap A}$ is regular, then $S$ has an automatic presentation.

Proof. By the previous lemma, we may assume that $S$ contains an identity element 1.

Let $C=S \cap A$. Let $X$ be a generating set for $S$, and let $Y=X \backslash C \cup\{1\}$ i.e. the generators of $S$ not in $C$ (and the identity).

As $X$ generates $S, X \subseteq Y \cup C$, and $1 \in C$ we have for all $s \in S$, there exists $r \in \mathbb{N}$, such that:

$$
s \in(Y C)^{r}
$$

Let $k$ be the index of $A$ in $G$.
Let $s \in S$, and $s \in(Y C)^{t}$ where $t>k+1$. So, $s=y_{1} c_{1} \ldots y_{t} c_{t}$, where $y_{i} \in Y, c_{i} \in C$. Let $g_{i}=y_{i} c_{i}$.

Consider the sequence $g_{1}, g_{1} g_{2}, g_{1} g_{2} g_{3}, \ldots, g_{1} g_{2} \ldots g_{k+1}$. As this sequence of elements (of $G$ ) is longer than the index of $A$ in $G$, there exist $i, j$ (without loss of generality $i<j$ ) and a coset of $A$, say $A g$, such that

$$
\begin{gathered}
g_{1} \ldots g_{i} \in A g \\
g_{1} \ldots g_{i} g_{i+1} \ldots g_{j} \in A g
\end{gathered}
$$

i.e.

$$
\begin{gathered}
g_{1} \ldots g_{i}=a g \\
g_{1} \ldots g_{i} g_{i+1} \ldots g_{j}=\bar{a} g
\end{gathered}
$$

so

$$
g_{i+1} \ldots g_{j}=(a g)^{-1} \bar{a} g \in A \cap S=C .
$$

Now let $g_{i+1} \ldots g_{j}=c_{g}$

$$
\begin{array}{cc} 
& s=y_{1} c_{1} \ldots y_{i} c_{i} y_{i+1} c_{i+1} \ldots y_{j} c_{j} y_{j+1} c_{j+1} \ldots y_{t} c_{t} \\
\Rightarrow & s=y_{1} c_{1} \ldots y_{i} c_{i} g_{i+1} \ldots g_{j} y_{j+1} c_{j+1} \ldots y_{t} c_{t} \\
\Rightarrow & s=y_{1} c_{1} \ldots y_{i} c_{i} c_{g} y_{j+1} c_{j+1} \ldots y_{t} c_{t} \\
\Rightarrow & s \in(Y C)^{t-(j-i)} .
\end{array}
$$

We have shown that, if $s \in(Y C)^{t}$ with $t>k+1$, then $s \in(Y C)^{t-(j-i)}$ with $i<j<t$. By cascading down, we get that $s \in(Y C)^{t}, t>k+1$, implies $s \in(Y C)^{k+1}$.

Now, as $1 \in C \cap Y$, for all $s \in S$,

$$
s \in(Y C)^{k+1}
$$

So, to find a regular language representing $S$, we only need to find a regular language representing $(Y C)^{k+1}$.

The composition of $2(k+1)$ elements in $G$ is first-order definable, and therefore there is a corresponding regular language $R$. As we have a regular language $\bar{C}=\left.L\right|_{S \cap A}$ representing $C$, and $\bar{Y}$ representing $Y(Y$ is finite $)$, the language

$$
R^{\prime}=\left\{\operatorname{conv}\left(u_{1}, v_{1}, u_{2}, v_{2} \ldots, u_{k+1}, v_{k+1}, w\right) \in R: u_{i} \in \bar{C}, v_{j} \in \bar{Y}\right\}
$$

is regular by Proposition 2.2.3. Again using this proposition, the language

$$
L_{S}=\left\{w \in L: \exists w_{1} \ldots w_{2(k+1)}, \operatorname{conv}\left(w_{1}, \ldots, w_{2(k+1)}, w\right) \in R^{\prime}\right\}
$$

is regular, and contains a representative for all elements in $(Y C)^{k+1}$, i.e. $S$.
It should now be clear that $\left(L_{S},\left.\phi\right|_{L_{S}}\right)$ is an automatic presentation for $S$, with the regularity of composition and equality shown by restricting the corresponding languages for $G$, using the second part of Proposition 2.2.3.

The problem now is to try and show that the regularity condition always holds. As a step towards this, we will show that $C$, a subsemigroup of $S$, being finitely generated is enough to guarantee the regularity condition. We need a definition and a lemma from [33], which generalise the notion of finite index to semigroups.

Definition 4.3.3. Let $S_{0}$ be a subsemigroup of a semigroup $S$.
$S_{0}$ has finite index in $S$ if there exists a finite set $K \subseteq S$ such that for all $s \in S$, there exists $k \in K$ such that:

$$
s k \in S_{0}
$$

This definition only has application for some classes of semigroup (by this definition, any semigroup with zero is virtually trivial), but is useful at least within the class of cancellative semigroups.

Lemma 4.3.4 (Grigorchuk [33]). Let $S$ be a finitely generated semigroup that has a group $G$ of (left) quotients and $H \triangleleft G$ a normal subgroup of finite index. Then there exists a subsemigroup $S_{0}=S \cap H$ of $S$ of finite index such that $H$ is its group of (left) quotients.

Proposition 4.3.5. Let $S$ be a finitely generated cancellative semigroup.
Let $G$ be a finitely generated virtually abelian group, with $A$ an abelian subgroup of finite index, and $(L, \phi)$ an automatic presentation of $G$.

Assume $S$ is a subsemigroup of $G$. If $C=S \cap A$ is finitely generated then $\left.L\right|_{S \cap A}$ is regular.

Proof. We may assume $A$ is a free abelian normal subgroup of finite index, by Remark 3.2.5.

As $S$ is a subsemigroup of a group with polynomial growth, it has a group of (left) quotients by [33] (Corollary 1). This group will be a subgroup of $G$, so will also be a finitely generated virtually abelian group. Without loss of generality, we will assume this group is $G$ itself.

Let $C=S \cap A$. By Lemma 4.3.4 $C$ is a semigroup, and has finite index in $S$, with $A$ its group of (left) quotients. Clearly, $C$ is commutative.

By Remark 3.2.6, $G$ has a presentation where $g \in G$ is represented by $\operatorname{conv}\left(k, x_{1}, \ldots, x_{n}\right)$, with $k \in K$ for some finite language $K$ of equal size to the index of $A$ in $G$, and $x_{i} \in\{+,-\}\{0,1\}^{\star} 1 \cup\{+0\}$, where $n$ is the size of a minimal generating set for $A$. We will assume that $(L, \phi)$ is this presentation.

Let $\left\{c_{1}, \ldots, c_{m}\right\}$ be a generating set for $C$. Let $\left\{a_{1}, \ldots, a_{n}\right\}$ be a generating set for $A$, such that $a_{i}$ corresponds to the $i+1$ component of the convolution representing elements of $G$.

Each $c_{i}$ is in $A$, so $c_{i}=a_{1}^{\epsilon_{i_{1}}} a_{2}^{\epsilon_{i_{2}}} \ldots a_{n}^{\epsilon_{i_{n}}}$ for some $\epsilon_{i_{j}} \in \mathbb{Z}$.
Now, let $c \in C$. As $C$ is commutative, we have $c=c_{1}^{\alpha_{1}} \ldots c_{m}^{\alpha_{m}}$ for some
$\alpha_{i} \in \mathbb{N}$. Representing $c$ as an element of $A$, we have $c=a_{1}^{\beta_{1}} \ldots a_{n}^{\beta_{n}}$ where

$$
\beta_{i}=\epsilon_{1_{i}} \alpha_{1}+\epsilon_{2_{i}} \alpha_{2}+\ldots+\epsilon_{m_{i}} \alpha_{m}
$$

Consider words in the presentation of the form $\operatorname{conv}\left(\lambda, x_{1}, \ldots, x_{n}\right)$, where $\lambda \in K$ represents the coset $A$. The image of this language under $\phi$ is $A$. We need to show that there is a regular subset of these words whose image under $\phi$ is $C$.

Take the structure ( $\mathbb{Z},+, \geq$ ), and in particular let $\left(B, \psi_{B}\right)$ be an automatic presentation of the structure where each element of $\mathbb{Z}$ is represented in binary with a preceding + or - symbol, i.e. $B=\{+,-\}\{0,1\}^{\star} 1 \cup\{+0\}$. This is essentially the automatic presentation of the structure, as a group, from remark 3.2.6, noting that $\geq$ is regular in this presentation (It is an open question as to whether $\geq$ is regular in any automatic presentation of $(\mathbb{Z},+)$ - see [47]).

We can now use this structure to define the possible combinations of values of $\beta_{i}$ for the members of $C$ as follows:

$$
\begin{array}{rc}
\theta\left(u_{1}, \ldots, u_{n}\right):=\exists v_{1}, \ldots, v_{m}, & \left(v_{1} \geq 0 \wedge \ldots \wedge v_{m} \geq 0\right) \\
\wedge & \left(\left(u_{1}=\epsilon_{1_{1}} v_{1}+\epsilon_{2_{1}} v_{2}+\ldots+\epsilon_{m_{1}} v_{m}\right)\right. \\
\wedge & \left(u_{2}=\epsilon_{1_{2}} v_{1}+\epsilon_{2_{2}} v_{2}+\ldots+\epsilon_{m_{2}} v_{m}\right) \\
\ldots \\
& \left.\wedge\left(u_{n}=\epsilon_{1_{n}} v_{1}+\epsilon_{2_{n}} v_{2}+\ldots+\epsilon_{m_{n}} v_{m}\right)\right)
\end{array}
$$

Note that the set of words representing 0 is regular, and that $\epsilon_{i_{j}} v_{i}$ is shorthand for $v_{i}+v_{i}+\ldots+v_{i}$ where $v_{i}$ is combined with itself $\epsilon_{i_{j}}$ times. Also, note that the $u_{i}$ correspond to the $\beta_{i}$, and the $v_{j}$ correspond to the $\alpha_{j}$, from above.

Recalling the words $x_{i}$ from the automatic presentation for $G$, it should be noted at this point that these $x_{i}$ are contained in $B$ by definition. As
such, we may define the following language:

$$
\bar{C}=\left\{\operatorname{conv}\left(\lambda, x_{1}, x_{2}, \ldots, x_{n}\right) \in L:(\mathbb{Z},+, \geq) \vDash \theta\left(\phi_{B}\left(x_{1}\right), \ldots, \phi_{B}\left(x_{n}\right)\right)\right\}
$$

Now, $\bar{C}$ is regular by Theorem 2.3.1, and each element of $C$ is represented by an element of $\bar{C}$. Note also that $w \in \bar{C}$ implies $\phi(w) \in C$.

Now we can show, as required, that $\left.L\right|_{S \cap A}$ is regular. In fact,

$$
\left.L\right|_{S \cap A}=\left.L\right|_{C}=\left\{w \in L: \exists z \in \bar{C}, \operatorname{conv}(w, z) \in L_{=}\right\}
$$

which is regular via Proposition 2.2.3.
Unfortunately, it is not necessarily the case that $C$ is finitely generated even if both $S$ and $G$ are. The following example is adapted from [9].

## Example 4.3.6. Let

$$
G=\left\langle x, y, a, r: r^{-1} x r=y, r^{-1} y r=x, r^{2}=a\right\rangle
$$

Let $H=\langle x, y, a\rangle_{G} \cong \mathbb{Z} \times \mathbb{Z} \times \mathbb{Z} \triangleleft G$. As $r^{2}=a$, it is clear that $|G: H|=2$.
Now consider the semigroup $S=\langle x, r\rangle_{S}$. Note in particular that

$$
r x^{i} r=r^{2} r^{-1} x^{i} r=a y^{i} \in S
$$

for all $i \in N$.
Every element of $G$ is expressible as $s^{-1} t$, where $s, t \in S$, so $G$ is a group of (left) quotients of $S$.

Now let $C=S \cap H$.
$x^{i} y^{j} a^{k} \in C \Rightarrow i, j, k \geq 0$, and $j>0 \Rightarrow k>0$.
As such, all the $a y^{i}$ are indecomposable in $C$ : so, $C$ not finitely generated.
Despite this example, we still hold out hope for the result:
Conjecture 4.3.7. Let $S$ be a finitely generated cancellative semigroup; then, $S$ has an automatic presentation if and only if $S$ is a subsemigroup of a virtually abelian group.

### 4.4 Unary Presentations for Cancellative Semigroups

Theorem 4.4.1. Let $S$ be a cancellative semigroup; then, $S$ has a unary automatic presentation if and only if $S$ is finite.

Proof. The proof of Theorem 3.6.1, as given in [5], assumes only that the product function is cancellative.

This result is a generalisation of Theorem 3.6.1. We will now demonstrate that the assumption of cancellativity cannot be weakened to either left- or right-cancellativity.

Definition 4.4.2. A semigroup $S$ is left-cancellative if for all $a, b, c \in S$,

$$
a b=a c \Rightarrow b=c
$$

A semigroup $S$ is right-cancellative if for all $a, b, c \in S$,

$$
b a=c a \Rightarrow b=c
$$

A semigroup $S$ is left-zero if for all $a, b \in S$,

$$
a b=b .
$$

A semigroup $S$ is right-zero if for all $a, b \in S$,

$$
a b=a .
$$

Proposition 4.4.3. All left- and right- zero semigroups have a unary automatic presentation.

Proof. Enumerate the elements of the semigroup, and let the word $1^{n}$ represent the $n$th element. The product automaton merely checks that the representative for the product is the same length as the representative for the second (respectively first) element.

Corollary 4.4.4. There exist infinite left- and right-cancellative semigroups with unary presentations.

Proof. Left-zero semigroups are left-cancellative:

For all $a, b, c \in S, a b=b$ and $a c=c \therefore a b=a c \Rightarrow b=c$.

Similarly for right-cancellative.
It should be clear that there exist infinite left- and right-zero semigroups: e.g. define on $\mathbb{N}$ the product $x \circ y=x$.

## Chapter 5

## Other Semigroups

Chapter 4 dealt with a particular class of interesting semigroups, with an attempt to generalise the result of Chapter 3 on groups. Here we collect together the results obtained for other classes of semigroups.

### 5.1 Commutative Semigroups

All finitely generated commutative (abelian) groups have an automatic presentation (Proposition 3.2.3). Similarly, we have:

Theorem 5.1.1. Let $S$ be a finitely generated commutative semigroup; then, $S$ has an automatic presentation.

Proof. Clearly this is true for finitely generated free commutative semigroups, as they are isomorphic to $(\mathbb{N},+)^{n}$ for some $n$.

Every commutative semigroup is a quotient of a free commutative semigroup and, by [70], the corresponding congruence is first-order definable.

The result then follows from Corollary 2.3.6.

### 5.2 Completely Simple Semigroups

Before presenting the results of this section, we need some preliminary definitions.

Definition 5.2.1. Let $S$ be a semigroup.

- Let $T$ be a subsemigroup of $S . T$ is an ideal $i f$, for all $s \in S$ and $t \in T$, we have that $s t \in T$ and $t s \in T$.
- An element $x \in S$ such that for all $s \in S, s x=x s=x$ is called $a$ zero; if present, it must clearly be unique, and we shall denote it 0 . For notation:
$S^{0}=\left\{\begin{array}{ll}S & \text { if } 0 \in S \\ S \cup\{0\} & \text { if } 0 \notin S\end{array}\right.$.
- If $S$ contains a zero, and for all $s, t \in S$ we have $s t=0$, then $S$ is called null.
- An element $s \in S$ is an idempotent if $s s=s$.

Analogously to ring theory, a semigroup is called simple if it has no proper ideals. Since $\{0\}$ is always an ideal in a semigroup with 0 , a semigroup is called 0 -simple if it contains a zero and no other proper ideals; we also insist that $S^{2} \neq\{0\}$, to exclude the null semigroup with two elements.

There is a natural partial order on the idempotents in a semigroup:

$$
e \leq f:=e f=f e=e
$$

Clearly, if there is a zero in the semigroup it is the minimum of this order. We call an idempotent primitive if it is minimal amongst the non-zero idempotents.

The importance of the notion of a primitive idempotent for simple (and 0 -simple) semigroups comes from the existence of the classification theorems of Rees for such semigroups containing a primitive idempotent. A simple semigroup is called completely simple if it contains a primitive idempotent; a 0 -simple semigroup is called completely 0 -simple if it contains a primitive idempotent.

Definition 5.2.2. Let $G$ be a group, $I$ and $\Lambda$ non-empty sets. Let $P=\left(p_{\lambda, i}\right)$ be a $\Lambda \times I$ matrix over the group $G$. Now, define a semigroup $S=(I \times G \times \Lambda)$, with:

$$
(i, g, \lambda)(j, h, \mu)=\left(i, g p_{\lambda, j} h, \mu\right)
$$

We will denote $S$ by $\mathcal{M}[G ; I, \Lambda ; P]$.

Let $G$ be a group, $I$ and $\Lambda$ non-empty sets. Let $P=\left(p_{\lambda, i}\right)$ be a $\Lambda \times I$ matrix over the semigroup $G^{0}$. Assume every row and column of $P$ contains a non-zero element. Now, define a semigroup $S=(I \times G \times \Lambda) \cup\{0\}$, with:

$$
(i, g, \lambda)(j, h, \mu)= \begin{cases}\left(i, g p_{\lambda, j} h, \mu\right) & \text { if } p_{\lambda, j} \neq 0 \\ 0 & \text { if } p_{\lambda, j}=0\end{cases}
$$

We will denote $S$ by $\mathcal{M}^{0}[G ; I, \Lambda ; P]$.

In both cases, $S$ is called a Rees matrix semigroup.
Theorem 5.2.3 (Rees). Let $S$ be a semigroup.

- $S$ is completely simple if and only if $S \cong \mathcal{M}[G ; I, \Lambda ; P]$ for some $G$, $I, \Lambda$ and $P$.
- $S$ is completely 0 -simple if and only if $S \cong \mathcal{M}^{0}[G ; I, \Lambda ; P]$ for some $G, I, \Lambda$ and $P$.

As has been a common theme, we can obtain a clear classification if we restrict our attention to finitely generated semigroups. As such, the following proposition, from [1], is useful for us:

Proposition 5.2.4. A completely simple (completely 0-simple) semigroup $S \cong \mathcal{M}[G ; I, \Lambda ; P]\left(\cong \mathcal{M}^{0}[G ; I, \Lambda ; P]\right)$ is finitely generated if and only if:

- $G$ is finitely generated, and
- I and $\Lambda$ are finite.

We can now present the classifications.

Theorem 5.2.5. A finitely generated completely simple semigroup $S$, with $S \cong \mathcal{M}[G ; I, \Lambda ; P]$, has an automatic presentation if and only if $G$ is virtually abelian.

Proof. Assume $G$ is virtually abelian; then, as it is finitely generated, it has an automatic presentation. We need to show that $S=\mathcal{M}[G ; I, \Lambda ; P]$ has an automatic presentation.

For all $g \in G$, let $\bar{g}$ denote the word representing $g$ in a fixed automatic presentation.

Let $P=\left(p_{\lambda i}\right)_{i \in I, \lambda \in \Lambda}$.
By the construction of $\mathcal{M}[G ; I, \Lambda ; P]$ (for which see [41]) it is possible to choose $\Lambda_{G}=\left\{q_{\lambda}: \lambda \in \Lambda\right\} \subseteq G$ and $I_{G}=\left\{r_{i}: i \in I\right\} \subseteq G$ such that $p_{\lambda i}=q_{\lambda} r_{i}$.

As $S$ is finitely generated $I$ and $\Lambda$ are finite sets, and so $I_{G}$ and $\Lambda_{G}$ are finite sets of the same orders.

Replace $I$ with $I_{G}$ and $\Lambda$ with $\Lambda_{G}$ : as these are merely indexing sets, the resulting semigroup is isomorphic to $S$. Composition in $\mathcal{M}\left[G ; I_{G}, \Lambda_{G} ; P\right]$
is now equivalently given by

$$
\begin{equation*}
\left(r_{i}, g, q_{\lambda}\right)\left(r_{j}, h, q_{\mu}\right)=\left(r_{i}, g . q_{\lambda} r_{j} . h, q_{\mu}\right) \tag{*}
\end{equation*}
$$

We will represent $\left(r_{i}, g, q_{\lambda}\right)$ by $\operatorname{conv}\left(\overline{r_{i}}, \bar{g}, \overline{q_{\lambda}}\right)$.
We have, by assumption, an automaton $M$ for checking the composition of elements in $G$.

It is clear that composition of four elements (i.e. $g_{1} g_{2} g_{3} g_{4}=g$ ) is firstorder definable, and as such an automaton $M_{4}$ can be constructed for checking it.

Considering composition for the semigroup ( $*$ ), it is clear that the only work being done is, in fact, the composition of four elements of the group.

As such, an automaton may be constructed to check composition in the semigroup by merely amending $M_{4}$ to account for the outside values that are kept constant. This is feasible as $I$ and $\Lambda$ are finite sets, ensuring the representations remain regular.

Now assume $S=\mathcal{M}[G ; I, \Lambda ; P]$ has an automatic presentation $(M, \phi)$.
We need to show that the underlying group $G$ has an automatic presentation. As all the $\mathcal{H}$-classes are isomorphic to $G$ (see [41]), we only need to show that any one of these has an automatic presentation.

Choose $x \in S$. Let $\widetilde{x}$ be the word in the automatic presentation corresponding to $x$. Let $M$ be the composition-checking automaton for $S$, and denote the language of $M$ by $L(M)$ as usual. The $\mathcal{H}$-class containing $x$ is denoted $H_{x}$ - we will show that this group has an automatic presentation.

Now, denoting the $L$-class containing $x$ by $L_{x}$, and the $R$-class containing $x$ by $R_{x}$, we know from [41] that $H_{x}=L_{x} \cap R_{x}$.

Let
$M_{\circ}=\left\{\operatorname{conv}\left(w_{1}, w_{2}, w_{3}\right):\left(w_{1}, w_{2}, w_{3}\right) \in M \times M \times M, \phi\left(w_{1}\right) \circ \phi\left(w_{2}\right)=\phi\left(w_{3}\right)\right\}$,
i.e. the language representing composition, which is regular as $(M, \phi)$ is an automatic presentation.

Again from [41] $L_{x}=S x=\{s \circ x: s \in S\} \subseteq S$, so we first need to show that the set of representatives for $S x$ form a regular language. Let

$$
M_{L}=\left\{\operatorname{conv}\left(w_{1}, \widetilde{x}, w_{3}\right) \in M_{\circ}\right\}
$$

By the second part of Proposition 2.2.3, this language is regular. Now let

$$
M_{L}^{\prime}=\left\{w: \operatorname{conv}\left(w_{1}, w_{2}, w\right) \in M_{L}\right\}
$$

By the first part of Proposition 2.2.3, this language is regular, and clearly represents $S x$.

Similarly, $R_{x}=x S=\{x \circ s: s \in S\} \subseteq S$, so we first need to show that the set of codes for $x S$ form a regular language. Let

$$
M_{R}=\left\{\operatorname{conv}\left(\widetilde{x}, w_{2}, w_{3}\right) \in M_{\circ}\right\} .
$$

By the second part of Proposition 2.2.3, this language is regular. Now let

$$
M_{R}^{\prime}=\left\{w: \operatorname{conv}\left(w_{1}, w_{2}, w\right) \in M_{R}\right\} .
$$

By the first part of Proposition 2.2.3, this language is regular, and clearly represents $x S$.

As the regular language $M_{L}^{\prime}$ represents $L_{x}$, and the regular language $M_{R}^{\prime}$ represents $R_{x}$, the language $M_{L}^{\prime} \cap M_{R}^{\prime}$ represents $H_{x}$. By Proposition 2.2.2, this language is regular.

Theorem 5.2.6. A finitely generated completely 0 -simple semigroup $S$, with $S=\mathcal{M}^{0}[G ; I, \Lambda ; P]$, has an automatic presentation if and only if $G$ is virtually abelian.

Proof. Assume $G$ is virtually abelian; then, as it is finitely generated, it has an automatic presentation. We need to show that $S=\mathcal{M}^{0}[G ; I, \Lambda ; P]$ has an automatic presentation.

As $G$ is a group, it has no zero element. Add a new element 0 to $G$ such that $0 . g=g .0=0$, and give it a new code $\overline{0}$. Although $G \cup\{0\}$ is no longer a group, it clearly still has automatic presentation.

For all $g \in G$, let $\bar{g}$ denote the word representing $g$ in a fixed automatic presentation.

Let $P=\left(p_{\lambda i}\right)_{i \in I, \lambda \in \Lambda}$.
By the construction of $\mathcal{M}^{0}[G ; I, \Lambda ; P]$ (for which see [41]) it is possible to choose $\Lambda_{G}=\left\{q_{\lambda}: \lambda \in \Lambda\right\} \subseteq G$ and $I_{G}=\left\{r_{i}: i \in I\right\} \subseteq G$ such that, where $p_{\lambda i}$ is not $0, p_{\lambda i}=q_{\lambda} r_{i}$.

As $S$ is finitely generated $I$ and $\Lambda$ are finite sets, and so $I_{G}$ and $\Lambda_{G}$ are finite sets of the same orders.

Replace $I$ with $I_{G}$ and $\Lambda$ with $\Lambda_{G}$ : as these are merely indexing sets, the resulting semigroup is isomorphic to $S$.

Composition in $\mathcal{M}^{0}\left[G ; I_{G}, \Lambda_{G} ; P\right]$ is now equivalently given by

$$
\begin{array}{rll}
\left(r_{i}, g, q_{\lambda}\right)\left(r_{j}, h, q_{\mu}\right)= & \left(r_{i}, g \cdot q_{\lambda} r_{j} \cdot h, q_{\mu}\right) & : p_{\lambda j} \neq 0 \\
\left(r_{i}, g, q_{\lambda}\right)\left(r_{j}, h, q_{\mu}\right)= & 0 & : p_{\lambda j}=0 \\
\left(r_{i}, g, q_{\lambda}\right) \cdot 0 & =0 .\left(r_{i}, g, q_{\lambda}\right)=0
\end{array}
$$

and

$$
0.0=0 .
$$

We will represent $\left(r_{i}, g, q_{\lambda}\right)$ by $\operatorname{conv}\left(\overline{r_{i}}, \bar{g}, \overline{q_{\lambda}}\right)$, and $0 \in S$ as $\overline{0}$.
We have, by assumption, an automaton $M$ for checking the composition of elements in $G$.

It is clear that composition of four elements (i.e. $g_{1} g_{2} g_{3} g_{4}=g$ ) is firstorder definable, and as such an automaton $M_{4}$ can be constructed for checking it.

Considering composition for the semigroup, it is clear that there are two main factors involved: determining if $p_{\lambda j}$ is 0 ; and if not, the composition of four elements of the group.

As such, an automaton may be constructed to check composition in the semigroup by merely amending $M_{4}$ to account for the outside values that are kept constant, and to include a check as to whether $p_{\lambda j}$ is 0 . This is feasible for two reasons: first, as $I$ and $\Lambda$ are finite sets (in $G$ ), there is a maximum length on the code of any of their elements - as such, a finite number of states can ensure they are accounted for; and secondly, the matrix $P$ has only finitely many entries, ensuring that checking if the relevant entry (corresponding to a pair of elements from $I$ and $\Lambda$ ) is 0 involves only a (fixed) finite number of checks. It is clear that accounting for composition with 0 brings no difficulties.

Now assume $S=\mathcal{M}^{0}[G ; I, \Lambda ; P]$ has an automatic presentation $(M, \phi)$.
We need to show that the underlying group $G$ has an automatic presentation. As all the $\mathcal{H}$-classes which are not null are isomorphic to $G$ (see [41]), we only need to show that any one of these has an automatic presentation.

Choose $x \in S$ such that $x^{2} \neq 0$. Let $\widetilde{x}$ be the word in the automatic presentation for $x$. Let $\tilde{0}$ be the code for 0 . Let $M$ be the compositionchecking automaton for $S$, and denote the language of $M$ by $L(M)$ as usual. The $\mathcal{H}$-class containing $x$ is denoted $H_{x}$ - we will show that this group has an automatic presentation.

Now, denoting the $\mathcal{L}$-class containing $x$ by $L_{x}$, and the $\mathcal{R}$-class containing $x$ by $R_{x}$, we know from [41] that $H_{x}=L_{x} \cap R_{x}$.

## Let

$M_{\circ}=\left\{\operatorname{conv}\left(w_{1}, w_{2}, w_{3}\right):\left(w_{1}, w_{2}, w_{3}\right) \in M \times M \times M, \phi\left(w_{1}\right) \circ \phi\left(w_{2}\right)=\phi\left(w_{3}\right)\right\}$,
i.e. the language representing composition, which is regular as $(M, \phi)$ is an automatic presentation.

Again from [41] $L_{x}=S x \backslash\{0\}=\{s \circ x: s \in S \backslash\{0\}\} \subseteq S$, so we first need to show that the set of representatives for $S x \backslash\{0\}$ form a regular language. Let

$$
M_{L}=\left\{\operatorname{conv}\left(w_{1}, \tilde{x}, w_{3}\right) \in M_{\circ}\right\}
$$

By the second part of Proposition 2.2.3, this language is regular. Now let

$$
M_{L}^{\prime}=\left\{w: \operatorname{conv}\left(w_{1}, w_{2}, w\right) \in M_{L}\right\}
$$

By the first part of Proposition 2.2.3, this language is regular, and clearly represents $S x \backslash\{0\}$.

Similarly, $R_{x}=x S \backslash\{0\}=\{x \circ s: s \in S \backslash\{0\}\} \subseteq S$, so we first need to show that the set of codes for $x S$ form a regular language. Let

$$
M_{R}=\left\{\operatorname{conv}\left(\widetilde{x}, w_{2}, w_{3}\right) \in M_{\circ}\right\}
$$

By the second part of Proposition 2.2.3, this language is regular. Now let

$$
M_{R}^{\prime}=\left\{w: \operatorname{conv}\left(w_{1}, w_{2}, w\right) \in M_{R}\right\}
$$

By the first part of Proposition 2.2.3, this language is regular, and clearly represents $x S \backslash\{0\}$.

As the regular language $M_{L}^{\prime}$ represents $L_{x}$, and the regular language $M_{R}^{\prime}$ represents $R_{x}$, the language $M_{L}^{\prime} \cap M_{R}^{\prime}$ represents $H_{x}$. By Proposition 2.2.2, this language is regular.

Remark 5.2.7. Theorem 5.2 .5 matches the case of automatic completely simple semigroups: if $S$ is a finitely generated completely-simple semigroup $M[H ; I, J ; P]$, then S is automatic if and only if the group H is automatic. See [11].

If we allow the $G$ in the definition of Rees matrix semigroups to be a semigroup, it is clear that the 'if' direction of the previous Theorems generalises (with 'is virtually abelian' replaced by 'has an automatic presentation'). The analogous problem for automatic semigroups is investigated in [22].

### 5.3 Inverse Semigroups

Another interesting class of semigroups, with wide relevance (see [49]), is the class of inverse semigroups. A semigroup is called inverse if for every element $s$ there is a unique element $s^{\prime}$ such that $s=s s^{\prime} s$ and $s^{\prime}=s^{\prime} s s^{\prime}$. We shall denote this element $s^{-1}$ - note that all groups are inverse semigroups, so this notation is not likely to cause too much confusion. As the function that sends $s$ to $s^{-1}$ is first-order definable, we shall implicitly include ${ }^{-1}$ in the signature.

Following [57], we will begin by looking at inverse semigroups with respect to Grigorchuk's notion of finite index from the previous chapter. In particular, if a subsemigroup of finite index satisfies a property $\chi$ then the semigroup is said to be virtually $\chi$. The limitations of this generalisation of finite index from groups will soon become apparent.

## Proposition 5.3.1. There exists:

- A finitely generated inverse semigroup with an automatic presentation that is not virtually commutative.
- A finitely generated virtually commutative inverse semigroup without an automatic presentation.

Proof. Firstly, take the bicyclic monoid $B=\langle a, b: a b=\lambda\rangle$. It has an automatic presentation as we will see in Subsection 5.3.1, but according to [57] it is not even virtually (Mal'cev) nilpotent, never mind virtually commutative. Secondly, any semigroup with a zero will of course be virtually trivial, and therefore virtually commutative - as such, take any group without an automatic presentation and add a zero.

Inverse semigroups naturally have a partial order, with $s \leq t$ when $s=t e$ for some idempotent $e$. This order is clearly first-order definable, and so will inherit an automatic presentation as a structure in itself - see [46] for results concerning partial orders with automatic presentations. Note that this partial order is equality exactly when the semigroup is a group, see [49].

### 5.3.1 The Bicyclic Monoid

Recall the bicyclic monoid from Section 2.4.1: it is an inverse semigroup, and has the following presentation:

$$
\langle a, b: a b=\lambda\rangle .
$$

Elements of this semigroup consist of a string of $b$ symbols, followed by a string of a symbols. Composition is given by

$$
b^{i} a^{j} \circ b^{k} a^{l}= \begin{cases}b^{i} a^{l+(j-k)} & \text { if } j \geq k \\ b^{i+(k-j)} a^{l} & \text { if } j<k\end{cases}
$$

Proposition 5.3.2. The bicyclic monoid has an automatic presentation.

Proof. For $x \in \mathbb{N}$, let $\operatorname{rb}(x)$ denote $x$ in binary notation. Begin by representing $b^{i} a^{j}$ with $\operatorname{conv}(r b(i), r b(j))$.

For the composition automaton, take notation as above. It is clear that we must check that the difference between $j$ and $k$ has been added to the appropriate outer value $i$ or $l$. This can be accomplished as follows. Fix a start state (which is also a final state). Consider the automaton reading the six binary values. While the binary symbols of the inner pair $j$ and $k$ are equal, note that the difference between $j$ and $k$ in binary will be 0 . As such, begin by looping on the start state, ensuring the two values for the product (the last two binary values) are identical to the outer pair of values $i$ and $l$ respectively. As soon as the binary values of the inner pair $j$ and $k$ differ, we can tell which is greater as follows. Note that if the current binary symbols of $j$ and $k$ differ, their binary difference at this point must be 1 . As such, it is at this point that we must begin to check that this difference is being added to one of the two binary values of the product. If the $b$ value of the first element, $i$, is different from the $b$ value of the product, then the difference must be being added to $i$, and so $k$ must be greater than $j$. Note that it is irrelevant as to which of the currently read binary symbols is greater: it is the effect on the product that gives us the information. Knowing this, we can now branch the machine off into two halves, one for $j>k$ and the other for $j<k$. It is now just a case of ensuring that the difference between $j$ and $k$ is added to the binary value of the (now specified) $b$ or $a$ in the product.

We now consider some subsemigroups of the bicyclic monoid that will be useful in the next subsection. First though, a lemma and a proposition. If $S$ is a semigroup, then we denote its set of idempotents $E(S)$.

Lemma 5.3.3. Let $S$ be an inverse semigroup; then, $E(S)$ is a subsemigroup of $S$.

Proof. $E(S)$ is commutative in an inverse semigroup, from Theorem 3 in [49]. Let $e, f \in E(S)$; then, ef is in $E(S)$ as:

$$
(e f)^{2}=e f e f=e e f f=e f
$$

Proposition 5.3.4. Let $S$ be an inverse semigroup; then, $E(S)$ has an automatic presentation.

Proof. $E(S)$ is clearly first-order definable.
Let $B$ denote the bicyclic monoid. The idempotents of $B$ are all the pairs $b^{n} a^{n}$, and so $E(S)=\left\{b^{n} a^{m}: n=m\right\}$. Let $E_{m}=\left\{b^{0} a^{0}, \ldots, b^{m-1} a^{m-1}\right\} \subseteq B$. For $d \in \mathbb{N}$, non-zero, define

$$
I_{(m, d)}=\left\{b^{r} a^{s} \in B: m \leq r, s \text { and } r \equiv s(\bmod d)\right\} \subseteq B
$$

Now, define

$$
B_{(m, d)}=E_{m} \cup I_{(m, d)} .
$$

Lemma 5.3.5. $B_{(m, d)}$ is a subsemigroup of $B$.
Proof. . We need to show that $B_{(m, d)}$ is closed, that is, show that the product of any two elements of $B_{(m, d)}$ is also in $B_{(m, d)}$.

First, $E_{m}$ is closed. Assume $i \geq j$. Now, $b^{i} a^{i} \circ b^{j} a^{j}=b^{i} a^{j+(i-j)}=b^{i} a^{i}$. Similarly for $i<j$.

Second, $I_{(m, d)}$ is closed. Let $b^{r} a^{s}, b^{u} a^{v} \in I_{(m, d)}$. Assume $s \geq u$. Now, $b^{r} a^{s} \circ b^{u} a^{v}=b^{r} a^{v+(s-u)}$. By the definition of $I_{(m, d)}, s \equiv r(\bmod d)$ and $u \equiv v(\bmod d) . S o, s-u \equiv r-v(\bmod d)$, and we can conclude that $v+(s-u) \equiv r(\bmod d)$. As $v+(s-u) \geq v \geq m, b^{r} a^{v+(s-u)} \in I_{(m, d)}$. Similarly for $s<u$.

Finally, we need to show that the product of a member of $E_{m}$ with a member of $I_{(m, d)}$ is contained within $B_{(m, d)}$. Let $b^{r} a^{s} \in I_{(m, d)}$ and $b^{i} a^{i} \in E_{m}$. Note that, by definition, $s \geq m>i$. So, $b^{r} a^{s} \circ b^{i} a^{i}=b^{r} a^{i+(s-i)}=b^{r} a^{s} \in$ $I_{(m, d)} \subseteq B_{(m, d)}$. Similarly, $b^{i} a^{i} \circ b^{r} a^{s} \in I_{(m, d)} \subseteq B_{(m, d)}$.

Proposition 5.3.6. $B_{(m, d)}$ has an automatic presentation, for all $m, d \in \mathbb{N}$.
Proof. We can go via an interpretation into ( $\mathbb{N},+$ ):

- The domain formula is $\phi(x, y):=(x=y \wedge x<m) \vee$ $\left((x \geq m \wedge y \geq m) \wedge \exists^{0 \bmod d} z(x+z=y \vee y+z=x)\right)$, where

$$
a \geq b:=\exists c(a=b+c)
$$

and

$$
a>b:=a \geq b \wedge a \neq b
$$

- The co-ordinate map is $f(x, y)=b^{x} a^{y}$.
- Equality is $\theta_{=}\left(x_{1}, x_{2} ; y_{1}, y_{2}\right):=x_{1}=y_{1} \wedge x_{2}=y_{2}$.
- Composition is

$$
\begin{aligned}
\theta_{\circ}\left(x_{1}, x_{2} ; y_{1}, y_{2} ; z_{1}, z_{2}\right): & \left(x_{2} \geq y_{1} \wedge x_{1}=z_{1} \wedge z_{2}=y_{2}+\left(x_{2}-y_{1}\right)\right) \\
& \vee\left(x_{2}<y_{1} \wedge z_{1}=x_{1}+\left(y_{1}-x_{2}\right) \wedge z_{2}=y_{2}\right) .
\end{aligned}
$$

For a comprehensive study of the subsemigroups of the bicyclic monoid see [23].

### 5.3.2 Fundamental $\omega$-semigroups

As noted in the proof of Lemma 5.3.3, the set of idempotents in an inverse semigroup is commutative. Following [41], we call this set the semilattice of idempotents of the semigroup.

An inverse semigroup is an $\omega$-semigroup if its semilattice of idempotents is isomorphic to $\mathbb{N}$ under the reverse order (i.e. $1>2$, etc.).

One of the most important congruences on an inverse semigroup is the maximum idempotent-separating congruence. It is so called because it is the maximal congruence that, when restricted to the semilattice of idempotents, is equality. It can be defined as:

$$
a \mu b:=\forall e \in E(S), a e a^{-1}=b e b^{-1}
$$

If this congruence is equality everywhere, i.e. $a \mu b$ if and only if $a=b$, the semigroup is called fundamental.

Proposition 5.3.7. Let $S$ be a fundamental $\omega$-semigroup; then, $S$ has an automatic presentation.

Proof. As shown in [41], if $S$ is a fundamental $\omega$-semigroup then either $S \cong B$ or $S \cong B_{(m, d)}$ for some $m$ and $d$. So, $S$ has an automatic presentation by either Proposition 5.3.1 or 5.3.6.

### 5.4 Miscellaneous

This section will round up the remaining miscellaneous results.

### 5.4.1 Maximum Group Homomorphic Image

Following the classification for finitely generated groups in Chapter 3, it makes sense to investigate (finitely generated) groups related to semigroups - if we can show that the semigroup having an automatic presentation implies that the group does too, we know that the group must be virtually abelian.

The maximum group homomorphic image of a semigroup, if it exists, is the largest group such that there is a surjective homomorphism onto the group from the semigroup. The congruence associated to this homomorphic image is called the minimum group congruence. See [15], or [41], Section 5.3 , for more information. In some cases, the minimum group congruence is naturally first-order definable. The following definitions are required first.

Definition 5.4.1. Let $S$ be a semigroup, with $E$ its set of idempotents. $A$ subset $K$ of $S$ is:

- unitary if for all $s \in S$ and $k \in K$, sk $\in K$ or $k s \in K \Rightarrow s \in K$;
- dense if for all $s \in S$ there exists $x, y \in S$ such that $s x \in K, y s \in K$;
- reflexive if for all $a, b \in S, a b \in K \Rightarrow b a \in K$.

The subsemigroup generated by $K$ is denoted $\langle K\rangle$.
Definition 5.4.2. Let $S$ be a semigroup, with $E$ its set of idempotents. $S$ is:

- regular if for all $s \in S$ there exists $s^{\prime} \in S$ such that $s s^{\prime} s=s$.
- $\pi$-regular if for all $s \in S$, there exists $n \in N$ and $s^{\prime} \in S$ such that $s^{n} s^{\prime} s^{n}=s^{n}$.
- strongly $\pi$-inverse if it is $\pi$-regular and $E$ is commutative.
- a unitary dense $E$-semigroup if $E$ is a subsemigroup, and $E$ is unitary and dense.
- a strongly $\langle E\rangle$ unitary dense monoid if it is a monoid, and $\langle E\rangle$ is reflexive, unitary and dense.

Using a variety of results from the literature, we get the following immediately:

## Proposition 5.4.3. Let $S$ be either

- a regular semigroup;
- a strongly $\pi$-inverse semigroup;
- a unitary dense E-semigroup; or
- a strongly $\langle E\rangle$ unitary dense monoid.

Assume $S$ has an automatic presentation; then, the maximum group homomorphic image of $S$ exists and, if it is finitely generated, it is virtually abelian.

Proof. The minimum group congruence exists, and is first-order definable, for each of these classes - see [31] and [51] - and so by Corollary 2.3.6 the maximum group homomorphic image, if finitely generated, will have an automatic presentation.

Corollary 5.4.4. Let $S$ be the free inverse monoid on the (finite) set $A$; then, $S$ has an automatic presentation if and only if $|A|=1$.

Proof. The maximum group homomorphic image of $S$ is the free group on $A$ - see [18]. By Exercise 42, Chapter 5 of [41], if $|A|=1$ then

$$
S \cong\left\{(r, s, k) \in \mathbb{Z}^{3}: r \geq 0, s \geq 0,-s \leq k \leq r\right\}
$$

with

$$
(r, s, k)\left(r^{\prime}, s^{\prime}, k^{\prime}\right)=\left(\max \left\{r, r^{\prime}+k\right\}, \max \left\{s, s^{\prime}-k\right\}, s+s^{\prime}\right)
$$

As addition, subtraction, $\geq$, max, etc. can all be checked by a finite automaton, it is clear that $S$ has an automatic presentation. If $|A| \neq 1$, then the free group on $A$ is not virtually abelian - the result then follows from the above proposition as $S$ is an inverse (and therefore regular) semigroup.

### 5.4.2 Semigroups with One Defining Relation

Proposition 5.4.5. A semigroup $S$ with one defining relation has an automatic presentation if and only if $S$ is generated by two elements, say a and $b$, and defined by one of:

$$
\begin{aligned}
a=b ; & a b=b a ; a b=b^{k} ; b a=b^{k} ; \\
a b=a b a ; & b a=a b a ; a b=b a b^{2} ; \\
b a=b^{2} a b ; & a=b a b ; a^{2}=b^{2} .
\end{aligned}
$$

Proof. According to [72], these are exactly the semigroups with decidable first-order theory. The proof involves a first-order interpretation into $(\mathbb{N},+)^{k}$ for some appropriate $k \in N$, and hence they all have an automatic presentation.

### 5.4.3 Infinitely Generated Semigroups

There has been some interest in the literature in considering infinitely generated semigroups. The following results represent most of what is known.

Proposition 5.4.6 (Blumensath [5]). ( $\mathbb{N}, \times$ ) does not have an automatic presentation.

Remark 5.4.7. In Remark 2.3.8, we mentioned that structures presentable by tree automata have been considered. It is noted in [5] that, as ( $\mathbb{N}, \times$ ) has a tree-automatic presentation, the preceding proposition serves to separate the two different types of presentation.

Theorem 5.4.8 (Khoussainov, Nies, Rubin, Stephan [43]). Let $M$ be $a$ monoid containing ( $\mathbb{N}, \times$ ) as a submonoid; then, $M$ does not have an automatic presentation.

Corollary 5.4.9 (Khoussainov, Nies, Rubin, Stephan [43]). The free abelian group of countably infinite rank does not have an automatic presentation.

Proof. The free abelian group of countably infinite rank, or equivalently $\left(\mathbb{Q}^{+}, \times\right)$, contains $(\mathbb{N}, \times)$ as a submonoid.

Corollary 5.4.10 (Khoussainov, Nies, Rubin, Stephan [43]). The monoid of $k \times k$ matrices over $\mathbb{N}$ does not have an automatic presentation.

Open Question 5.4.11 (Khoussainov, Nerode [42]). Does the group of rationals, $(\mathbb{Q},+)$, have an automatic presentation?

There are some infinitely generated groups known to have automatic presentations:

Proposition 5.4.12 (Khoussainov, Nies, Rubin, Stephan [43]). The Prüfer groups $\mathbb{Q}_{p} / \mathbb{Z}$ all have automatic presentations.

We can place this result into a potentially interesting context.

Definition 5.4.13. A group $G$ is finitely cogenerated if there exists a finite subset $F \subseteq G$ such that for every non-trivial subgroup $H \leq G, H \cap F \neq \emptyset$.

Proposition 5.4.14 (De Cornulier, Guyot, Pitsch [17]). Let $G$ be an abelian group; then, $G$ is finitely cogenerated if and only if

$$
G \cong C_{1} \times \ldots \times C_{m} \times P_{1} \times \ldots \times P_{n}
$$

where $C_{i}$ is a finite cyclic group, and $P_{j}$ is a Prüfer group.

Corollary 5.4.15. Let $G$ be an abelian group; if $G$ is finitely cogenerated, then $G$ has an automatic presentation.

In the case of semigroups, it is easy to produce pathological examples.

Definition 5.4.16. - A null semigroup is a semigroup with zero, such that the product of any two elements is the zero.

- A semilattice is a commutative semigroup where all elements are idempotents.

Proposition 5.4.17. - (Infinitely generated) null semigroups have automatic presentations.

- (Infinitely generated) finitely related semilattices have automatic presentations.

Proof. In null semigroups, composition is trivial.
Let $G=\left\{a_{i}: i \in \mathbb{N}\right\}$ be the set of generators for the finitely related semilattice $S$. As the number of relations is finite,

$$
R=\left\{a_{i} \in G: a_{i} \text { features in a relation }\right\}
$$

is finite. Without loss of generality, assume $R=\left\{a_{1}, \ldots, a_{n}\right\}$. As the semigroup generated by $G \backslash R$ involves no relations, $S \cong\langle R\rangle \times\langle G \backslash R\rangle$. $\langle R\rangle$ is finite, so has an automatic presentation. $G \backslash R$ is coded in binary,
with position $k=1$ if $a_{n+k}$ is present, $k=0$ otherwise. The composition automaton accepts words where for every tuple if there is a 1 in either the first or second position, then there is a 1 in the third. By closure under direct products, the result is finished.

Note that for the above classes of semigroups, finitely generated implies finite.

## Chapter 6

## Cayley Graphs and Automatic

## Groups

### 6.1 Automatic Groups and Semigroups

Let $S$ be a semigroup, generated by a set $X$. Denote the set of (non-trivial) words over $X$ by $X^{+}$. Members of $X^{+}$naturally correspond to members of $S$ $\left(x_{1} x_{2} \ldots x_{n} \mapsto x_{1} \circ x_{2} \circ \ldots \circ x_{n}\right)$ - we shall denote this relationship $\phi: X^{+} \rightarrow S$. As such, it is natural to consider $S$ with respect to formal language theory. This is particularly the case as there is much redundancy in $X^{+}$- it is likely that many words will map onto the same element. Let $L \subseteq X^{+}$be a language such that $\left.\phi\right|_{L}$ is a bijection, so $L$ contains a unique representative for each element in $S$. Then, $L$ is called a cross section of $S$. If $L$ is regular, then $L$ is a rational cross section.

Although having a rational cross section gives us a concrete grasp on the members of $S$, it gives us only indirect access to composition in $S$. If we wish to stick with regularity, insisting that full composition also be regular in any sense seems likely to leave us just with finite semigroups (although see [30] for
a context-free approach). One approach has been to consider just composing with generators. We could insist that, along with a rational cross section $L$, we have an automaton for each generator accepting pairs $(u, v) \in L^{2}$ where $\overline{u x}=\bar{v}$. This gives us the concept of an automatic semigroup.

Originally defined for groups [27], the definition naturally translates to semigroups as explained in [12]. Here is the definition as it appears in [27, 12]:

Definition 6.1.1. Let $S$ be a semigroup, generated by a finite set $X$, and let $\phi: X^{+} \rightarrow S$ be the natural map.
$S$ is automatic if there is a regular language $L \subseteq X^{+}$such that $\left.\phi\right|_{L}$ is surjective, where:

- $L_{=}=\left\{\left(w_{1}, w_{2}\right) \in L^{2}: \phi\left(w_{1}\right)=\phi\left(w_{2}\right)\right\}$ is regular; and,
- $L_{x}=\left\{\left(w_{1}, w_{2}\right) \in L^{2}: \phi\left(w_{1} x\right)=\phi\left(w_{2}\right)\right\}$ is regular, for each $x \in X$.

Remark 6.1.2. To fit in with our earlier discussion it seems natural to insist that $L$ be a rational cross section, i.e. insist that $\phi$ be bijective. However, the resulting definition would be equivalent - see [12] for details. Definition 6.1.1 is the normal format given, and allows for more scope when looking to show that a particular semigroup is automatic.

Before proceeding, we need to introduce a new structure.
Definition 6.1.3. Let $S$ be a semigroup, with generating set $X$. Let $C(S)$ be a (directed, edge-labelled) graph with:

- vertex set $S$; and,
- an edge from $s \in S$ to $t \in S$ labelled $x \in X$ if and only if $s \circ x=t$.

Then, $C(S)$ is called the Cayley graph of $S$ with respect to $X$.

In order to draw out the connections between automatic semigroups and automatic presentations, here is an equivalent definition of automatic semigroups in terms of automatic presentations.

Definition 6.1.4. Let $S$ be a semigroup, generated by a finite set $X$, and let $\phi: X^{+} \rightarrow S$ be the natural map. Let $C(S)$ be the Cayley graph of $S$ with respect to $X$.
$S$ is automatic if $C(S)$ has an automatic presentation $(L, \psi)$ such that $L \subseteq X^{+}$and $\psi=\left.\phi\right|_{L}$.

Remark 6.1.5. The significant aspect, of course, is that for automatic presentations in general, $L$ may be any language; here, it is restricted to being from a pre-specified source, and corresponding to the structure in a prespecified way.

### 6.1.1 Automatic Presentations versus <br> Automatic Groups

The theory of automatic groups was mentioned in the introduction as one of the motivations for studying structures with automatic presentations. Naturally the connections between the two notions have been remarked upon elsewhere; see [7] for example, or [42] for the comments following Proposition 2.11 there (which we have quoted as Proposition 3.2.3 above).

We make some further comments on the relationship between these concepts here. It is proved in [27] that a finitely generated abelian group is automatic. The proof is constrained to using encodings of elements as words in the generators (see Definition 6.1.4, and in particular the following remark), but only needs to produce automata representing composition with generators; on the other hand, the proof in [42] that such a group has an au-
tomatic presentation permits a different encoding of the elements but needs an automaton recognizing composition of any elements in the group.

We have a similar issue with automatic groups and automatic presentations for Cayley graphs. As can be seen in Definition 6.1.4, if $G$ is an automatic group, then we have an automatic presentation for the Cayley graph $C(G)$ of $G$ where the encodings of the elements are again words in the generators of $G$; however, in general an automatic presentation for $C(G)$ need not use such an encoding.

This distinction is significant. Let $H$ be the Heisenberg group, i.e. the group of matrices

$$
\left\{\left(\begin{array}{ccc}
1 & x & z \\
0 & 1 & y \\
0 & 0 & 1
\end{array}\right): x, y, z \in \mathbb{Z}\right\}
$$

It is noted in [7] that the Cayley graph $C(H)$ has an automatic presentation, but that $H$ is not an automatic group. As $H$ is finitely generated but not virtually abelian, it also does not have an automatic presentation (as a group) by Theorem 3.4.5.

We also note that the choice of generating set for a group is not significant when considering whether its Cayley graph has an automatic presentation:

Proposition 6.1.6. If $G$ is a group with finite generating sets $X$ and $Y$, then the Cayley graph of $G$ with respect to $X$ has an automatic presentation if and only if the Cayley graph of $G$ with respect to $Y$ has an automatic presentation.

Proof. If $X=\left\{x_{1}, \ldots, x_{m}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{n}\right\}$, then we can demonstrate a sequence of finite generating sets for $G$ :

$$
X, X \cup\left\{y_{1}\right\}, X \cup\left\{y_{1}, y_{2}\right\}, \ldots, X \cup\left\{y_{1}, y_{2}, \ldots, y_{n-1}\right\}, X \cup Y
$$

$$
\left\{x_{1}, x_{2}, \ldots, x_{m-1}\right\} \cup Y,\left\{x_{1}, x_{2}, \ldots, x_{m-2}\right\} \cup Y, \ldots,\left\{x_{1}\right\} \cup Y, Y
$$

Note that we have only added or deleted one generator at a time.
It is easy to see that deleting a redundant generator does not affect the existence of an automatic presentation for a Cayley graph: we are simply omitting one of the relations in our structure. On the other hand, if we have a generating set $A=\left\{a_{1}, \ldots, a_{k}\right\}$ and we add a new generator $b$, then we can note that $b=a_{i_{1}} a_{i_{2}} \ldots a_{i_{k}}$ with $a_{i_{j}} \in A$, and the new relation $R_{b}$ we have introduced is first-order definable with respect to $A$, i.e.

$$
R_{b}=\left\{(x, y): x \circ a_{i_{1}} a_{i_{2}} \ldots a_{i_{k}}=y\right\} .
$$

Restricting ourselves to finitely generated groups, let AutoPres represent the class of groups with automatic presentations, let Automatic represent the class of automatic groups, and finally let CayleyAutoPres represent the class of groups whose Cayley graphs have automatic presentations. We have

## Theorem 6.1.7. AutoPres $\subsetneq$ Automatic $\subsetneq$ CayleyAutoPres.

Proof. All virtually abelian groups are automatic, but there are plenty of groups (such as free groups) that are automatic but do not have automatic presentations; this gives the first (proper) inclusion. The automata required for automatic groups give automatic presentations for the Cayley graphs of these groups; however, as noted previously the Cayley graph of the Heisenberg group has an automatic presentation, but the Heisenberg group is not automatic. This gives the second (proper) inclusion.

### 6.2 Unary Presentations for Cayley Graphs

We consider once again automatic presentations with a single symbol. The following is from [5]:

Proposition 6.2.1. Let $G$ be a finitely generated group; then, $C(G)$ has a unary automatic presentation if and only if $G$ is virtually cyclic.

This proposition gives an interesting connection with the word problem for groups:

Definition 6.2.2. Let $G$ be a group, with generating set $X$. Let $\phi: X^{+} \rightarrow G$ be the natural mapping. The word problem for $G$ is the language

$$
W P(G, X)=\left\{w \in X^{+}: \phi(w)=1\right\}
$$

i.e. those strings of generators whose product is the identity.

The word problem $W P(G, X)$ is called one counter if it is accepted by a one counter pushdown automaton.

See [58] for more on the word problem for groups, and [4] for information on one counter pushdown automata.

Theorem 6.2.3 (Herbst [35]). A finitely generated group has a one-counter word problem if and only if it is virtually cyclic.

Corollary 6.2.4. A finitely generated group has a one-counter word problem if and only if its Cayley graph has a unary automatic presentation.

### 6.3 Connections with Automatic Semigroups

Theorem 6.1.7 draws out the connections between groups with automatic presentation and automatic groups. The following results attempt a similar analysis with respect to semigroups.

As may be expected considering the extent of semigroups that are not groups, there is no direct generalisation of Theorem 6.1.7 (or the classification of Theorem 3.4.5 - see Proposition 5.3.1) for the class of all semigroups. In [39], a finitely generated commutative semigroup that is not automatic is demonstrated; by Theorem 5.1.1, all finitely generated commutative semigroups have an automatic presentation. As such, there are semigroups that have an automatic presentation but are not automatic. There are clearly semigroups (in particular groups) that are automatic but do not have an automatic presentation. The class of finitely generated semigroups with automatic presentations and the class of automatic semigroups are, then, incomparable. Both of these classes are contained in the class of finitely generated semigroups whose Cayley graph has an automatic presentation.

It may be possible to generalise Theorem 6.1.7 if we restrict the class of semigroups to cancellative semigroups. As with groups, we will consider only finitely generated semigroups. Let AutoPresCancSemi represent the class of cancellative semigroups with automatic presentations, let AutomaticCancSemi represent the class of automatic cancellative semigroups, and finally let CayleyAutoPresCancSemi represent the class of cancellative semigroups whose Cayley graphs have automatic presentations.

## Conjecture 6.3.1.

AutoPresCancSemi $\subsetneq$ AutomaticCancSemi $\subsetneq$ CayleyAutoPresCancSemi

The second containment is clear:

## Lemma 6.3.2.

```
AutomaticCancSemi \subsetneq CayleyAutoPresCancSemi
```

Proof. As in Theorem 6.1.7, the automata required for automatic semigroups give automatic presentations for the Cayley graphs of these semigroups; the group example makes the containment proper.

To finish proving this conjecture, it is enough to prove the following:
Conjecture 6.3.3. All finitely generated subsemigroups of finitely generated virtually abelian groups are automatic.

We have seen, in Theorem 4.2.6, that if $S \in$ AutoPresCancSemi then $S$ is a finitely generated subsemigroup of a finitely generated virtually abelian group - Conjecture 6.3 would then give the first inclusion, any group example making it proper.

The following result, from [9], goes part way to solving the conjecture:

Theorem 6.3.4 (Cain). Let $S$ be a finitely generated subsemigroup of an abelian group; then, $S$ is automatic.

### 6.4 Algorithms

One of the oft-mentioned motivations for the study of automatic groups (and semigroups) is the decidability results which fall out of the definition. We show here that, for some of the results, it is only the existence of appropriate automata that is needed - the use of words over generators is, perhaps slightly surprisingly, unnecessary.

Let $S$ be a semigroup, generated by a set $X$. Recall the natural mapping $\phi: X^{+} \rightarrow S$ from earlier. The word problem of $S$ is the problem of deciding whether two words in $X^{+}$are mapped to the same element in $S$. If this problem is decidable for a particular semigroup, we say that the semigroup has a decidable word problem. Similarly, if the word problem of a semigroup
is, say, decidable in polynomial time, we say the semigroup has a polynomial time word problem.

Proposition 6.4.1. Let $S$ be a finitely generated semigroup whose Cayley graph has an automatic presentation; then, $S$ has a quadratic word problem.

Proof. Let $S$ have generating set $\left\{x_{1}, \ldots, x_{k}\right\}$. Let ( $C, X_{1}, \ldots, X_{k}$ ) be the Cayley Graph of $S$ with respect to this generating set. Let $(L, \theta)$ be an automatic presentation of $C$, and for each $x_{i}$ let $\bar{x}_{i} \in L$ be some word such that $\theta\left(\bar{x}_{i}\right)=x_{i}$. Let $l=\max \left\{\left|\bar{x}_{1}\right|, \ldots,\left|\bar{x}_{k}\right|\right\}$. Let $c$ denote the maximum number of states of the automata in this presentation, i.e. the automata for $L, L_{=}, L_{X_{1}}, \ldots, L_{X_{k}}$.

Let $x_{r_{1}} x_{r_{2}} \ldots x_{r_{m}}$ and $x_{s_{1}} x_{s_{2}} \ldots x_{s_{n}}$ be words over the generators of $S$. The following algorithm decides, as required, if $x_{r_{1}} x_{r_{2}} \ldots x_{r_{m}}=x_{s_{1}} x_{s_{2}} \ldots x_{s_{n}}$.

Find $u_{2} \in L$ such that $\operatorname{conv}\left(\bar{x}_{r_{1}}, u_{2}\right) \in L_{X_{r_{2}}}$ with $\left|u_{2}\right| \leq\left|\bar{x}_{r_{1}}\right|+c$.
For $i=3$ to $n$ :
Find $u_{i} \in L$ such that $\operatorname{conv}\left(u_{i-1}, u_{i}\right) \in L_{X_{r_{i}}}$ with $\left|u_{i}\right| \leq\left|u_{i-1}\right|+c$.
Go to the next $i$.
Find $v_{2} \in L$ such that $\operatorname{conv}\left(\bar{x}_{s_{1}}, v_{2}\right) \in L_{X_{s_{2}}}$ with $\left|v_{2}\right| \leq\left|\bar{x}_{s_{1}}\right|+c$.
For $j=3$ to $m$ :
Find $v_{j} \in L$ such that $\operatorname{conv}\left(v_{j-1}, v_{j}\right) \in L_{X_{s_{j}}}$ with $\left|v_{j}\right| \leq\left|v_{j-1}\right|+c$.
Go to the next $j$.
If $\left(u_{n}, v_{m}\right) \in L_{=}$, then

$$
x_{r_{1}} x_{r_{2}} \ldots x_{r_{m}}=x_{s_{1}} x_{s_{2}} \ldots x_{s_{n}}
$$

else

$$
x_{r_{1}} x_{r_{2}} \ldots x_{r_{m}} \neq x_{s_{1}} x_{s_{2}} \ldots x_{s_{n}}
$$

This algorithm is in $O\left(\max \{n, m\}^{2}\right)$ : we can then find each $u_{i}$ and $v_{i}$ in $O((i-1) c+l)$; we can compare $\left(u_{n}, v_{m}\right)$ in $O((\max \{n, m\}-1) c)$; and so the
algorithm is in

$$
\begin{aligned}
& \quad O(c+l+2 c+l+\ldots+(\max \{n, m\}-1) c+l) \\
& =O([(\max \{n, m\}-1) \max \{n, m\} / 2] c+(\max \{n, m\}-1) l) \\
& =\quad O\left(\max \{n, m\}^{2}\right) .
\end{aligned}
$$

## Appendix A

## Automata Construction for

## Virtually Abelian Groups

## A. 1 Preliminaries

In Chapter 3, it is proved that all finitely generated virtually abelian groups have automatic presentations - Theorem 3.2.4. We now follow up the promise of Remark 3.2.6 by showing how to construct appropriate automata.

First, some results on binary computation. The algorithm for binary addition of $n$ numbers looks like this:

Algorithm A.1.1. INPUT:

$$
\begin{aligned}
b_{1} & =d_{1,1} \ldots d_{1, l} \\
b_{2} & =d_{2,1} \ldots d_{2, l} \\
& \vdots \\
b_{n} & =d_{n, 1} \ldots d_{n, l}
\end{aligned}
$$

$b_{i} \in\{0,1\}^{\star}, d_{i, j} \in\{0,1\}$
ALGORITHM:

Let $c_{0}=0$
$F O R i=1$ to $l+1$
Let $t_{i}=\Sigma_{j=1}^{n} d_{j, i}+c_{i-1}$

IF $t_{i}$ is even THEN $a_{i}=0$ ELSE $a_{i}=1$
Let $c_{i}=\frac{t_{i}-a_{i}}{2}$
NEXT $i$
OUTPUT:

$$
a=a_{1} \ldots a_{l+1}
$$

We need to show that there is a bound on the values of the $c_{i}$ - these will be the basis for the states of the constructed automata.

Proposition A.1.2. Keep notation as for the algorithm above, in particular let $n$ be the (fixed) amount of numbers being input. Let $\bar{c}_{i}$ be the maximum attainable value of $c_{i}$ in any run of the algorithm, if such a maximum is defined. Then:

$$
\begin{aligned}
\bar{c}_{0} & =0 \\
\bar{c}_{i+1} & =\frac{n+\bar{c}_{i}}{2}
\end{aligned}
$$

Proof. We shall proceed by induction. The base case, $\bar{c}_{0}=0$, is trivial.
Now, assume that $\bar{c}_{k}$ is the maximum attainable value of $c_{k}$ in any run of the algorithm.

Note that $c_{k+1}=\frac{t_{k+1}-a_{k+1}}{2}$, so to find the maximum possible value for $c_{k+1}$ we need to maximise $t_{k+1}-a_{k+1}$.

Now $t_{k+1}=\Sigma_{j=1}^{n} d_{j, k+1}+c_{k}$, so the maximum possible value for $t_{k+1}$ is $n+\bar{c}_{k}$. We need to show that this is the maximum possible value for $t_{k+1}-a_{k+1}$.

First, consider the case when $t_{k+1} \leq(n-2)+\bar{c}_{k}$. Increasing $t_{k+1}$ by 2 has no effect on $a_{k+1}$, and as such this will produce an increased value of $t_{k+1}-a_{k+1}$. So, the maximum possible value of $t_{k+1}-a_{k+1}$ must occur with $t_{k+1}>(n-2)+\bar{c}_{k}$.

Assume $n+\bar{c}_{k}$ is even.

$$
\begin{aligned}
t_{k+1}=(n-1)+\bar{c}_{k} & \Rightarrow t_{k+1}-a_{k+1}=(n-1)+\bar{c}_{k}+1=n+\bar{c}_{k} \\
t_{k+1}=n+\bar{c}_{k} & \Rightarrow t_{k+1}-a_{k+1}=n+\bar{c}_{k}
\end{aligned}
$$

Assume $n+\bar{c}_{k}$ is odd.

$$
\begin{aligned}
& t_{k+1}=(n-1)+\bar{c}_{k} \Rightarrow t_{k+1}-a_{k+1}=(n-1)+\bar{c}_{k} \\
& t_{k+1}=n+\bar{c}_{k} \Rightarrow t_{k+1}-a_{k+1}=n+\bar{c}_{k}-1=(n-1)+\bar{c}_{k}
\end{aligned}
$$

All cases covered, we may conclude that the maximum possible value for $t_{k+1}-a_{k+1}$ is $n+\bar{c}_{k}$.

Theorem A.1.3. Let $n \geq 1$. For all $i, \bar{c}_{i} \leq n-1$.
Proof. Assume for some $i$ we have $\bar{c}_{i}=\frac{n+\bar{c}_{i-1}}{2} \geq n$. Then,

$$
\begin{array}{rlrl} 
& \frac{n+\bar{c}_{i-1}}{2} & \geq n \\
& \therefore & n+\bar{c}_{i-1} & \geq 2 n \\
& \therefore \quad \bar{c}_{i-1} & \geq n .
\end{array}
$$

So, by induction, if there is an $i$ such that $\bar{c}_{i}$ is greater than or equal to $n$, then $\bar{c}_{j}>n$ for $j<i$. But $n \geq 1$ and $\bar{c}_{0}=0$, a contradiction.

We have proved so far that $\bar{c}_{i}<n . \bar{c}_{i}$ is integer-valued though, so we can derive $\bar{c}_{i} \leq n-1$ as required.

We are now in a position to work towards the main result. We begin by investigating the structure of finitely generated virtually abelian groups.

Let $G$ be a finitely generated virtually abelian group. Let

$$
A=\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle
$$

be a normal subgroup of $G$ of finite index isomorphic to $\mathbb{Z}^{n}$ and then let $T=\left\{t_{1}, t_{2}, \ldots, t_{k}\right\}$ be a set of coset representatives for $A$ in $G$. Each element of $G$ is of the form $t_{i} x_{1}^{a_{1}} \ldots x_{n}^{a_{n}}, a_{i} \in \mathbb{Z}, t_{i} \in T$. Group composition, then, has the form $t_{i} x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} \circ t_{j} x_{1}^{b_{1}} \ldots x_{n}^{b_{n}}=t_{k} x_{1}^{c_{1}} \ldots x_{n}^{c_{n}}$. It is clear, as $A$ is normal, that the important aspect of this composition is the action of $t_{j}$. Let $g_{i}: \mathbb{Z}^{n} \rightarrow \mathbb{Z}^{n}$ be the function $g_{i}\left(a_{1}, a_{2} \ldots, a_{n}\right)=\left(a_{1}^{\prime}, a_{2}^{\prime} \ldots, a_{n}^{\prime}\right)$ given by $x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} t_{i}=t_{i} x_{1}^{a_{1}^{\prime}} \ldots x_{n}^{a_{n}^{\prime}}$.

Proposition A.1.4. $g_{i}$ is an automorphism of $\mathbb{Z}^{n}$.
Proof. Well-defined and injective:

$$
\begin{aligned}
\left(a_{1}, \ldots, a_{n}\right)=\left(b_{1}, \ldots, b_{n}\right) & \Leftrightarrow x_{1}^{a_{1}} \ldots x_{n}^{a_{n}}=x_{1}^{b_{1}} \ldots x_{n}^{b_{n}} \\
& \Leftrightarrow x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} t_{i}=x_{1}^{b_{1}} \ldots x_{n}^{b_{n}} t_{i} \\
& \Leftrightarrow t_{i} x_{1}^{a_{1}^{\prime}} \ldots x_{n}^{a_{n}^{\prime}}=t_{i} x_{1}^{b_{1}^{\prime}} \ldots x_{n}^{b_{n}^{\prime}} \\
& \Leftrightarrow g_{i}\left(a_{1}, \ldots, a_{n}\right)=g_{i}\left(b_{1}, \ldots, b_{n}\right)
\end{aligned}
$$

Surjective:
Consider $\left(a_{1}, \ldots a_{n}\right) \in \mathbb{Z}^{n}$.

$$
\begin{array}{lcl} 
& A & \triangleleft G \\
\Rightarrow \quad & t_{i} A & =A t_{i} \\
\Rightarrow \quad t_{i} x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} & =x_{1}^{b_{1}} \ldots x_{n}^{b_{n}} t_{i} \\
\Rightarrow \quad\left(a_{1}, \ldots a_{n}\right) & =g_{i}\left(b_{1}, \ldots, b_{n}\right)
\end{array}
$$

Homomorphic:

Let

$$
\begin{aligned}
\left(c_{1}, \ldots, c_{n}\right) & =g_{i}\left(a_{1}+b_{1}, \ldots, a_{n}+b_{n}\right) \\
\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right) & =g_{i}\left(a_{1}, \ldots, a_{n}\right) \\
\left(b_{1}^{\prime}, \ldots, b_{n}^{\prime}\right) & =g_{i}\left(b_{1}, \ldots, b_{n}\right) .
\end{aligned}
$$

We have

$$
\begin{aligned}
t_{i} x_{1}^{c_{1}} \ldots x_{n}^{c_{n}} & =x_{1}^{a_{1}+b_{1}} \ldots x_{n}^{a_{n}+b_{n}} t_{i} \\
& =x_{1}^{a_{1}} x_{1}^{b_{1}} \ldots x_{n}^{a_{n}} x_{n}^{b_{n}} t_{i} \\
& =x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} x_{1}^{b_{1}} \ldots x_{n}^{b_{n}} t_{i} \\
& =x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} t_{i} x_{1}^{b_{1}^{\prime}} \ldots x_{n}^{b_{n}^{\prime}} \\
& =t_{i} x_{1}^{a_{1}^{\prime}} \ldots x_{n}^{a_{n}^{\prime}} x_{1}^{b_{1}^{\prime}} \ldots x_{n}^{b_{n}^{\prime}} \\
& =t_{i} x_{1}^{a_{1}^{\prime}+b_{1}^{\prime}} \ldots x_{n}^{a_{n}^{\prime}+b_{n}^{\prime}} .
\end{aligned}
$$

So

$$
\begin{aligned}
g_{i}\left(a_{1}+b_{1}, \ldots, a_{n}+b_{n}\right) & =\left(c_{1}, \ldots, c_{n}\right) \\
& =\left(a_{1}^{\prime}+b_{1}^{\prime}, \ldots a_{n}^{\prime}+b_{n}^{\prime}\right) \\
& =\left(a_{1}^{\prime}, \ldots a_{n}^{\prime}\right)+\left(b_{1}^{\prime}, \ldots b_{n}^{\prime}\right) \\
& =g_{i}\left(a_{1}, \ldots, a_{n}\right)+g_{i}\left(b_{1}, \ldots, b_{n}\right) .
\end{aligned}
$$

Proposition A.1.5. $\operatorname{Aut}\left(\mathbb{Z}^{n}\right)=\mathrm{GL}(n, \mathbb{Z})$
Proof. For our requirements, we need only demonstrate that members of Aut $\left(\mathbb{Z}^{n}\right)$ can be represented as matrices. View $\mathbb{Z}^{n}$ as an $n$-dimensional vector space over $\mathbb{Z}$, and let $\theta \in \operatorname{Aut}\left(\mathbb{Z}^{n}\right)$. We shall say that

$$
\theta((0, \ldots, 1, \ldots, 0))=\left(a_{1, i}, \ldots, a_{n, i}\right)
$$

where 1 is in the $i$ th position.
Then,

$$
\begin{aligned}
\theta\left(\left(\delta_{1}, \ldots, \delta_{n}\right)\right) & =\delta_{1} \theta((1, \ldots, 0))+\ldots+\delta_{n} \theta((0, \ldots, 1)) \\
& =\delta_{1}\left(a_{1,1}, \ldots, a_{1, n}\right)+\ldots+\delta_{n}\left(a_{n, 1}, \ldots, a_{n, n}\right) \\
& =\left(\delta_{1} a_{1,1}, \ldots, \delta_{1} a_{1, n}\right)+\ldots+\left(\delta_{n} a_{n, 1}, \ldots, \delta_{n} a_{n, n}\right) \\
& =\left(\delta_{1} a_{1,1}+\ldots+\delta_{n} a_{n, 1}, \ldots, \delta_{1} a_{1, n}+\ldots+\delta_{n} a_{n, n}\right) \\
& =\left(\delta_{1}, \ldots, \delta_{n}\right)\left(\begin{array}{ccc}
a_{1,1} & \ldots & a_{1, n} \\
\vdots & \ddots & \vdots \\
a_{n, 1} & \ldots & a_{n, n}
\end{array}\right) .
\end{aligned}
$$

## A. 2 Construction

Proposition A.2.1. If $G$ is a finite extension of $\mathbb{Z}^{n}$, then $G$ has an automatic presentation.

Proof. If $G$ is a finite extension of $\mathbb{Z}^{n}$, then $\mathbb{Z}^{n} \triangleleft G,\left|G: \mathbb{Z}^{n}\right|=m \in \mathbb{N}$. As before, let $T$ be a set of coset representatives of $\mathbb{Z}^{n}$ in $G$, i.e. $|T|=m$. Each element of G is then of the form

$$
t_{i} x_{1}^{a_{1}} \ldots x_{n}^{a_{n}}
$$

with

$$
t_{i} \in T, a_{i} \in \mathbb{Z}
$$

We first need to construct a language to represent these elements. Let
the alphabet be

$$
\begin{array}{cc} 
& \left\{t_{i}: i \in\{0,1, \ldots,|T|-1\}\right\} \\
\cup & \left\{\left( \pm_{1}, \ldots, \pm_{n}\right): \pm_{j} \in\{+,-\}\right\} \\
\cup & \left\{\left(\beta_{1}, \ldots \beta_{n}\right): \beta_{k} \in\{0,1\}\right\} .
\end{array}
$$

We now demonstrate how each element is represented.

- The first symbol is $t_{i}$.
- The second symbol is $\left( \pm_{1}, \ldots, \pm_{n}\right)$, where $\pm_{i}=+$ if $a_{i} \geq 0$ and $\pm_{i}=-$ if $a_{i} \leq 0$.
- The absolute value of each $a_{i}$ is then converted to binary. Let $a_{i_{1}} \ldots a_{i_{i}}$ represent this conversion, $a_{j_{k}} \in\{0,1\}$. Let $l=\max \left\{l_{1}, \ldots l_{n}\right\}$. The $m+2$ th symbol of the word is then $\left(\beta_{1}, \ldots \beta_{n}\right)$ where $\beta_{i}=a_{i_{m}}$ for $m \leq l_{i}$ and 0 otherwise.
- Repeat for all $m \leq l$.

Although this may seem slightly complicated, it is actually straightforward: for example $t x_{1}^{3} x_{2}^{-4}$ is represented by:

| + | + | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- |
| $t$ | - | 0 | 0 | 1 |

Note that there are multiple representations when some $a_{i}$ is 0 ; either + or - and any number of zeros. It is clear that an equality checking automaton is easily constructible. As $|T|$ and $a_{1}, \ldots, a_{n}$ are finite, the language of the representations for elements is clearly accepted by a finite automaton.

Now we need to show that group composition is accepted by a finite automaton. Composition is of the form $t_{i} x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} \cdot t_{j} x_{1}^{b_{1}} \ldots x_{n}^{b_{n}}=t_{k} x_{1}^{c_{1}} \ldots x_{n}^{c_{n}}$
given by:

$$
\begin{aligned}
t_{i} x_{1}^{a_{1}} \ldots x_{n}^{a_{n}} \cdot t_{j} x_{1}^{b_{1}} \ldots x_{n}^{b_{n}} & =t_{i} t_{j} x_{1}^{a_{1}^{\prime}} \ldots x_{n}^{a_{n}^{\prime}} x_{1}^{b_{1}} \ldots x_{n}^{b_{n}} \\
& =t_{i} t_{j} x_{1}^{a_{1}^{\prime}+b_{1}} \ldots x_{n}^{a_{n}^{\prime}+b_{n}} .
\end{aligned}
$$

Now, $t_{i} t_{j} \in G$, so $t_{i} t_{j}=t_{k} x_{1}^{c_{1}} \ldots x_{n}^{c_{n}}$

$$
\begin{aligned}
t_{i} t_{j} x_{1}^{a_{1}^{\prime}+b_{1}} \ldots x_{n}^{a_{n}^{\prime}+b_{n}} & =\left(t_{k} x_{1}^{c_{1}} \ldots x_{n}^{c_{n}}\right) x_{1}^{a_{1}^{\prime}+b_{1}} \ldots x_{n}^{a_{n}^{\prime}+b_{n}} \\
& =t_{k} x_{1}^{a_{1}^{\prime}+b_{1}+c_{1}} \ldots x_{n}^{a_{n}^{\prime}+b_{n}+c_{n}} .
\end{aligned}
$$

Let there first be a state labelled $S$, the start state. Add $|T|^{2}$ new states, and add a transition from $S$ onto each of them. Label each transition with a different member of $\left\{\left(t_{u}, t_{v}, t_{w}\right): t_{u} \cdot t_{v}=t_{w} x_{1}^{c_{1}} \ldots x_{n}^{c_{n}}\right\}$ and name the state it reaches similarly. This allows each combination of coset representatives to be dealt with separately.

Now, from each of the states $\left(t_{u}, t_{v}, t_{w}\right)$ create $2^{3 n}$ transitions, each to a new state(i.e. one for every possible combination of signs, as can be deduced from the labels specified next). In each batch of $2^{3 n}$ use a different member of

$$
\left\{\left( \pm_{1}^{1}, \ldots, \pm_{n}^{1}\right)\left( \pm_{1}^{2}, \ldots, \pm_{n}^{2}\right)\left( \pm_{1}^{3}, \ldots, \pm_{n}^{3}\right): \pm_{j}^{i} \in\{+,-\}\right\}
$$

to name each transition, and name the state reached

$$
\left[\left(t_{u}, t_{v}, t_{w}\right) ;\left( \pm_{1}^{1}, \ldots, \pm_{n}^{1}\right)\left( \pm_{1}^{2}, \ldots, \pm_{n}^{2}\right)\left( \pm_{1}^{3}, \ldots, \pm_{n}^{3}\right)\right]
$$

depending on the two arrows traversed to reach it.
For each of these states, complete the following:

1. If the state's name starts $\left(t_{u}, t_{v}, t_{w}\right)$, and $t_{u} \cdot t_{v}=t_{w} x_{1}^{c_{1}} \ldots x_{n}^{c_{n}}$, we need to ensure that we 'add on' the extra $x_{1}^{c_{1}} \ldots x_{n}^{c_{n}}$. First, we enumerate the sign of the $c_{i}$ 's:

$$
c_{i}^{ \pm}= \begin{cases}0 & \text { if } c_{i} \geq 0 \\ 1 & \text { if } c_{i}<0\end{cases}
$$

Then, convert the absolute value of each of the $c_{i}$ 's into binary. This gives:

$$
c_{i}=b_{1}^{i} b_{2}^{i} \ldots b_{l_{i}}^{i}
$$

where $l_{i}$ is the length of $c_{i}$ in binary and $b_{j}^{i} \in\{0,1\}$. For later on, let $m=\max \left\{l_{1}, \ldots, l_{n}\right\}$ and then set $b_{j}^{i}=0$ for $l_{i}<j \leq m$.

Now we need to encode the signs of the elements that make up the composition. Let

$$
\psi_{j}^{k}= \begin{cases}0 & \text { if } \pm_{j}^{k}=+ \\ 1 & \text { if } \pm_{j}^{k}=-\end{cases}
$$

Also, let $\left(\begin{array}{ccc}a_{11}^{i} & \ldots & a_{1 n}^{i} \\ \vdots & \ddots & \vdots \\ a_{1 n}^{i} & \ldots & a_{n n}^{i}\end{array}\right)$ be the matrix representing the action of $t_{i}$ on $\mathbb{Z}^{n}$ (Proposition A.1.5).
2. For every different combination of $x_{i} \in\{0,1\}, y_{j} \in\{0,1\}$, create a new transition from

$$
\left[\left(t_{u}, t_{v}, t_{w}\right) ;\left( \pm_{1}^{1}, \ldots, \pm_{n}^{1}\right)\left( \pm_{1}^{2}, \ldots, \pm_{n}^{2}\right)\left( \pm_{1}^{3}, \ldots, \pm_{n}^{3}\right)\right]
$$

to a (possibly new) state uniquely labelled

$$
\left[\delta_{1}, \ldots, \delta_{n} ; b_{2}\right]
$$

marking the transition

$$
\left(\left(x_{1}, \ldots, x_{n}\right)\left(y_{1}, \ldots, y_{n}\right)\left(z_{1}, \ldots, z_{n}\right)\right)
$$

The $b_{2}$ in the name of the new state(s) indicates that this is the binary digit of the $c_{i}$ that should be taken into account on exiting the state, and the $\delta_{q}$ represent the value carried on each of the $n$ calculations.

We need to determine the value of the $z_{p}$ and the $\delta_{q}$.
With $1 \leq p \leq n$,

$$
\begin{gathered}
\bar{z}_{p}=(-1)^{\psi_{p}^{3}}\left[\left(a_{p 1}^{v}(-1)^{\psi_{1}^{1}} x_{1}+(-1)^{c_{1}^{\frac{1}{1}}} b_{1}^{1}\right)+\right. \\
\ldots+\left(a_{p j}^{v}(-1)^{\psi_{j}^{1}} x_{j}+(-1)^{c_{j}^{ \pm}} b_{1}^{j}\right)+ \\
\left.\ldots+\left(a_{p n}^{v}(-1)^{\psi_{n}^{1}} x_{n}+(-1)^{c^{ \pm}} b_{1}^{n}\right)+(-1)^{\psi_{p}^{2}} y_{p}\right] .
\end{gathered}
$$

This isn't as complicated as it looks: it involves tallying up the first binary digit from each relevant party, taking into account signs etc. Recall that the $\psi^{1}, \psi^{2}, \psi^{3}$ represent the signs of the $x, y$ and $z$ respectively, the $a^{v}$ represent the action of $t_{v}$ and the $b$ represent any extra added on from the product of $t_{u}$ and $t_{v}$.

Then,

$$
\begin{aligned}
& z_{p}= \begin{cases}0 & \text { if } \overline{z_{p}}=2 k, k \in \mathbb{Z} \\
1 & \text { if } \overline{z_{p}}=2 k+1, k \in \mathbb{Z}\end{cases} \\
& \left.\delta_{q}=\| \frac{\overline{z_{p}}}{2}\right\rfloor \mid .
\end{aligned}
$$

3. Now we need to repeat for $b_{2}$.

For every different combination of $x_{i} \in\{0,1\}, y_{j} \in\{0,1\}$, create a new transition from every

$$
\left[\delta_{1}, \ldots, \delta_{n} ; b_{2}\right]
$$

to a (possibly new) state uniquely labelled

$$
\left[\delta_{1}^{\prime}, \ldots, \delta_{n}^{\prime} ; b_{3}\right]
$$

marking the transition

$$
\left(\left(x_{1}, \ldots, x_{n}\right)\left(y_{1}, \ldots, y_{n}\right)\left(z_{1}, \ldots, z_{n}\right)\right)
$$

We again need to determine the value of the $z_{p}$ and the $\delta_{q}^{\prime}$.
With $1 \leq p \leq n$, let

$$
\begin{gathered}
\bar{z}_{p}=(-1)^{\psi_{p}^{3}}\left[\left(a_{p 1}^{v}(-1)^{\psi_{1}^{1}} x_{1}+(-1)^{c_{1}^{ \pm}} b_{2}^{1}\right)+\right. \\
\ldots+\left(a_{p j}^{v}(-1)^{\psi_{j}^{1}} x_{j}+(-1)^{c_{j}^{ \pm}} b_{2}^{j}\right)+ \\
\left.\ldots+\left(a_{p n}^{v}(-1)^{\psi_{n}^{1}} x_{n}+(-1)^{c_{n}^{ \pm}} b_{2}^{n}\right)+(-1)^{\psi_{p}^{2}} y_{p}+\delta_{p}\right] .
\end{gathered}
$$

This is the same as before, but with a possible carry added.
Then,

$$
\begin{aligned}
& z_{p}= \begin{cases}0 & \text { if } \overline{z_{p}}=2 k, k \in \mathbb{Z} \\
1 & \text { if } \overline{z_{p}}=2 k+1, k \in \mathbb{Z}\end{cases} \\
& \left.\delta_{p}^{\prime}=\| \frac{\overline{z_{p}}}{2}\right\rfloor .
\end{aligned}
$$

4. Now we need to repeat for every $b_{k}, k<m$.

For every different combination of $x_{i} \in\{0,1\}, y_{j} \in\{0,1\}$, create a new transition from every

$$
\left[\delta_{1}, \ldots, \delta_{n} ; b_{k}\right]
$$

to a new state uniquely labelled

$$
\left[\delta_{1}^{\prime}, \ldots, \delta_{n}^{\prime} ; b_{k+1}\right]
$$

marking the transition

$$
\left(\left(x_{1}, \ldots, x_{n}\right)\left(y_{1}, \ldots, y_{n}\right)\left(z_{1}, \ldots, z_{n}\right)\right)
$$

We need to determine the value of the $z_{p}$ and the $\delta_{q}^{\prime}$.
With $1 \leq p \leq n$, let

$$
\begin{gathered}
\overline{z_{p}}=(-1)^{\psi_{p}^{3}}\left[\left(a_{p 1}^{v}(-1)^{\psi_{1}^{1}} x_{1}+(-1)^{c_{1}^{ \pm}} b_{k}^{1}\right)+\right. \\
\ldots+\left(a_{p j}^{v}(-1)^{\psi_{j}^{1}} x_{j}+(-1)^{c_{j}^{ \pm}} b_{k}^{j}\right)+ \\
\left.\ldots+\left(a_{p n}^{v}(-1)^{\psi_{n}^{1}} x_{n}+(-1)^{c^{ \pm}} b_{k}^{n}\right)+(-1)^{\psi_{p}^{2}} y_{p}+\delta_{p}\right] .
\end{gathered}
$$

Then,

$$
\begin{aligned}
& z_{p}= \begin{cases}0 & \text { if } \overline{z_{p}}=2 k, k \in \mathbb{Z} \\
1 & \text { if } \overline{z_{p}}=2 k+1, k \in \mathbb{Z}\end{cases} \\
& \delta_{p}^{\prime}=\left\|\frac{\overline{z_{p}}}{2}\right\| .
\end{aligned}
$$

5. We now have an automaton dangling on the $b_{m}$ state; we need to make the changeover to an automaton purely based on carrying, taking account of the last digit of the $c_{i}$. So:

For every different combination of $x_{i} \in\{0,1\}, y_{j} \in\{0,1\}$, create a new transition from every

$$
\left[\delta_{1}, \ldots, \delta_{n} ; b_{m}\right]
$$

to a (possibly new) state uniquely labelled

$$
\left[\delta_{1}^{\prime}, \ldots, \delta_{n}^{\prime}\right]
$$

marking the transition

$$
\left(\left(x_{1}, \ldots, x_{n}\right)\left(y_{1}, \ldots, y_{n}\right)\left(z_{1}, \ldots, z_{n}\right)\right)
$$

We need to determine the value of the $z_{p}$ and the $\delta_{q}^{\prime}$.
With $1 \leq p \leq n$, let

$$
\begin{gathered}
\overline{z_{p}}=(-1)^{\psi_{p}^{3}}\left[\left(a_{p 1}^{v}(-1)^{\psi_{1}^{1}} x_{1}+(-1)^{c_{1}^{ \pm}} b_{m}^{1}\right)+\right. \\
\ldots+\left(a_{p j}^{v}(-1)^{\psi_{j}^{1}} x_{j}+(-1)^{c_{j}^{ \pm}} b_{m}^{j}\right)+ \\
\left.\ldots+\left(a_{p n}^{v}(-1)^{\psi_{n}^{1}} x_{n}+(-1)^{c_{n}^{ \pm}} b_{m}^{n}\right)+(-1)^{\psi_{p}^{2}} y_{p}+\delta_{p}\right] .
\end{gathered}
$$

Then,

$$
\begin{aligned}
& z_{p}= \begin{cases}0 & \text { if } \overline{z_{p}}=2 k, k \in \mathbb{Z} \\
1 & \text { if } \overline{z_{p}}=2 k+1, k \in \mathbb{Z}\end{cases} \\
& \left.\delta_{p}^{\prime}=\text { ㄴ } \frac{\overline{z_{p}}}{2}\right\rfloor \mid .
\end{aligned}
$$

6. Now follow this subroutine:
(a) For every different combination of $x_{i} \in\{0,1\}, y_{j} \in\{0,1\}$, create a new transition from some

$$
\left[\delta_{1}, \ldots, \delta_{n}\right]
$$

to a (possibly new) state uniquely labelled

$$
\left[\delta_{1}^{\prime}, \ldots, \delta_{n}^{\prime}\right]
$$

marking the transition

$$
\left(\left(x_{1}, \ldots, x_{n}\right)\left(y_{1}, \ldots, y_{n}\right)\left(z_{1}, \ldots, z_{n}\right)\right)
$$

We need to determine the value of the $z_{p}$ and the $\delta_{q}^{\prime}$.
With $1 \leq p \leq n$, let

$$
\begin{gathered}
\bar{z}_{p}=(-1)^{\psi_{p}^{3}}\left[a_{p 1}^{v}(-1)^{\psi_{1}^{1}} x_{1}+\right. \\
\ldots+a_{p j}^{v}(-1)^{\psi_{j}^{1}} x_{j}+ \\
\left.\ldots+a_{p n}^{v}(-1)^{\psi_{n}^{1}} x_{n}+(-1)^{\psi_{p}^{2}} y_{p}+\delta_{p}\right] .
\end{gathered}
$$

This is the same as before, but without any extra added.
Then,

$$
\begin{aligned}
& z_{p}= \begin{cases}0 & \text { if } \overline{z_{p}}=2 k, k \in \mathbb{Z} \\
1 & \text { if } \overline{z_{p}}=2 k+1, k \in \mathbb{Z}\end{cases} \\
& \left.\delta_{p}^{\prime}=\| \frac{\overline{z_{p}}}{2}\right\rfloor .
\end{aligned}
$$

(b) Repeat for each $\left[\delta_{1}, \ldots, \delta_{n}\right]$.
7. Finally, make state $[0, \ldots, 0]$ a final state. Any calculation leaving nothing carried must be correct.

As the matrix action of the coset representatives is fixed, the actual calculations are just large binary additions. By Theorem A.1.3, the number carried on each calculation is bounded, and so the number of states in this automaton is finite.

Remark A.2.2. Allowing any combination of signs seems like it may lead to problems - clearly $((+),(+),(-))$ is not allowed when constructing the automaton for $\mathbb{Z}$. However, this is implicitly accounted for - the only calculation which could possibly end up carrying nothing would be the addition of two 0 's. As such, down the $((+),(+),(-))$ path will only lead to a final state if the calculation is merely addition of 0 's. This is allowed by the representation.

Corollary A.2.3. All finitely generated virtually abelian groups have an automatic presentation.

Proof. Let $G$ be a finitely generated virtually abelian group. As $\mathbb{Z}^{n} \triangleleft G$, for which see Remark 3.2.5, the result follows directly.
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