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SURFACE TEMPERATURE RETRIEVALS FROM 

THE AATSR

Elizabeth J. Noyes 

ABSTRACT

This thesis investigates the accuracy of operational sea surface temperature (SST) and 
land surface temperature (LST) data from the Advanced Along-Track Scanning Ra­
diometer (AATSR). The study includes some of the first in situ validation results for these 
data sets, and forms an integral part of the overall AATSR validation programme. In ad­
dition, a comprehensive sensitivity study of the response of these retrievals to changes in 
atmospheric and surface conditions is also presented as an aid to interpreting validation 
results.

AATSR SSTs recorded during 2003 have been validated over the Caribbean sea, using in 
situ observations of SST from the Marine-Atmosphere Emitted Radiance Interferometer 
(M-AERI). This validation experiment, which extends over a full year, is the most ex­
tensive yet performed for any of the ATSR instruments (ATSR-1, ATSR-2 and AATSR) 
using in situ SSTs derived from radiometric measurements. These data also provide a 
first opportunity to study seasonal biases using observations of this type. The results 
demonstrate that clear-sky SSTs obtained using the unique dual-viewing geometry of the 
AATSR agree with the in situ data to within 0.3 K. Nadir-only retrievals performed us­
ing three channels also provide SSTs that approach this accuracy, but the split-window 
retrievals are found to be warm-biased by ~0.6 K. When tropospheric dust aerosol is 
present, the accuracy of the retrieved SSTs is reduced, with the nadir-view SSTs becom­
ing cold biased and the dual-view SSTs, warm biased.

For the first time, the potential for validation of LST over heterogeneous land sites is 
also explored. Two methodologies are presented for upscaling point in situ LSTs to the 
1-km spatial scale of the AATSR, together with initial validation results over a field site 
in Morocco, which suggest that the AATSR LSTs are warm-biased by at least 0.6 K over 
this site. The findings of this study suggest that validation over heterogeneous sites is 
possible for situations where the variation of LST is characterised by several in situ point 
observations of LST.
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Chapter 1

Introduction

1.1 Rationale for Measurements of SST and LST

The Earth’s climate is a complex system that involves interactions between the atmo­
sphere, oceans, land surface, biosphere and cryosphere. One of these interactions is 
the exchange of long-wave energy between the atmosphere and the surface, which is 
principally through direct radiation from the surface, or the latent heat associated with 
evaporation and condensation. As this process, which takes place via the uppermost 
layer (~1 mm) of the Earth’s surface, is thermally-driven, measurements of surface tem­
perature are a requirement for many climate-related applications and research studies. 
Assimilation of observed global sea surface temperature (SST) data, for example, has 
been shown to reduce errors in models used for operational ocean forecasting (Bell et al. 
2000). Due to the close coupling between the atmosphere and the oceans, SST data 
are also used for monitoring trends possibly associated with global climate change (e.g. 
Lawrence et al. 2004, Andersen et al. 2002) and large-scale anomalies such as El Nino 
(e.g. Alexander & Scott 2002, Lawrence et al. 2004). Other ocean phenomena, such as 
the propagation speed of planetary waves, can also be characterised through observations 
of SST (e.g. Hill et al. 2000, Challenor et al. 2000).

Although covering a smaller proportion of the Earth’s surface, land surface temper­
ature (LST) is also a key parameter required by many earth-system models (e.g. hydro­
logic models (Rhoads et al. 2001)). In addition, observations of LST have been shown to 
be useful in agricultural applications, for example, estimating the extent of frosts in or­
ange groves (Caselles & Sobrino 1989). Its sensitivity to surface moisture and vegetation 
can also be used to detect changes in the biophysical characteristics of land surfaces, such 
as tendencies towards desertification (e.g. Lambin & Ehrlich 1996, Sobrino & Raissouni
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2000). Anomalies in LST have also been observed prior to the occurrence of large earth­
quakes (Ouzounov & Freund 2004), which may provide a mechanism for their detection 
before an event.

1.2 Observational Requirements for SST and LST

The accuracy requirements of measurements of surface temperature depend very much 
on the application for which they are being used. For SST, a latitude-dependent accuracy 
of between 0.3 - 0.5 K has been specified by the Tropical Ocean Global Atmosphere 
(TOGA) project of the World Climate Research Programme, or WCRP, (World Meteo­
rological Organization 1985). Accuracies of this order enable the typical SST anomalies 
of 2 K associated with El Nino, for example, to be resolved. The GODAE (Global Ocean 
Data Assimilation Experiment) High Resolution Sea Surface Temperature Pilot Project, 
or GHRSST-PP, website (http://ghrsst-pp.metofiice.com) also provides a useful summary 
of the requirements of users of SST data for coastal and inland seas, open ocean and ultra 
high-resolution applications (e.g. for some coastal studies). This document specifies an 
accuracy of better than 0.3 K for these applications, with higher accuracies (e.g. 0.1 K) 
required for climate trend analysis.

In terms of the spatial resolution of SST data, requirements vary between 1 km (e.g. 
for some coastal studies) and 2.5° (e.g. for assimilation into models - see Bell et al.
(2000)). Studies involving the identification of climate trends may utilise even coarser- 
resolution SST data (e.g. 5°-latitude/longitude bins have been used by Casey & Comillon
(2001)); such data sets are also required to be obtained over a minimum of 10 years to 
ensure that any trends identified are statistically significant (Allen et al. 1994). The tem­
poral specifications for SST data sets also vary between applications. For some coastal 
and inland sea-related applications, the frequency of observations may be of the order of 
hours. In other situations, a temporal resolution of weeks is appropriate (e.g. the TOGA 
project specifies 15 to 30 days (World Meteorological Organization 1985)).

For LST, the requirements are much less well defined. For Numerical Weather Pre­
diction (NWP), for example, the target accuracy for observational data is 0.5 K over 
10 km at 30-minute temporal resolution (R. Saunders, Personal Communication). How­
ever, an accuracy of 1 K is quoted widely as potentially useful in many applications 
(e.g. Prata & Cechet 1999, Wan 1999). Due to the strong and variable diurnal cycle of 
LST, measurements separated by days or even hours are of more limited use. For most 
applications, such as model evaluation and flux computation (Aires et al. 2004, Jin &
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Dickinson 1999), measurements that represent the full diurnal cycle are ideally required 
(e.g. every few hours at most).

1.3 Satellite Observations of SST and LST

Measurements of surface temperature have been made for many years by collecting in 
situ data. The earliest SST data, for example, were obtained using a thermometer to mea­
sure the temperature of sea water in a bucket drawn from the ocean. The measurement 
techniques have been refined since those times, and we are now capable of obtaining in 
situ point observations of SST and LST with an accuracy of 0.1 K, or better, from buoys, 
ground-based radiometers, ship thermometers and meteorological stations. While these 
measurements achieve the accuracies discussed in Section 1.2, they are very limited in 
terms of their spatial coverage. For LST, and SST to a certain extent, these data may also 
fail to represent what is really going on in terms of the temperature distribution over the 
Earth’s surface at a particular location. LST, for example, can vary by more than 10 K 
over a few metres (Prata 1994).

Data collected by satellites provide an excellent way to obtain global observations 
of SST and LST in a relatively short period of time. The latest geostationary satellites, 
for example Meteosat-8, make measurements every 15 minutes. Polar-orbiting satellites, 
such as ESA’s Envisat, provide global coverage in a matter of days. For LST, satellites 
really provide the only means of obtaining useful regional or global data due to the ex­
treme spatial variability of this parameter. In the last twenty or thirty years, satellite 
observations have been used increasingly as a source of SST and LST data. In partic­
ular, methods of deriving satellite SST data are well-developed, although there are still 
inherent problems associated with these data (see Section 1.3.1.3).

Several space-borne sensors have been developed that provide observations of SST 
and LST. These instruments make measurements of top-of-atmosphere (TOA) radiances, 
either in the thermal infrared or microwave regions of the electromagnetic spectrum. 
The radiances are then corrected for the effects of the atmosphere and non-unity of the 
emissivity of the Earth’s surface in order to obtain an estimate of the SST or LST (this 
will be discussed in detail in Section 1.3.1.1).

Infrared sensors have the distinct advantage over microwave sensors that the signal 
originating from the Earth will always be stronger at infrared wavelengths. This is due to 
the nature of the Planck function for Earth temperatures, which peaks in the infrared, and 
the higher surface emissivity of terrestrial materials at these wavelengths. In addition,
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the rate of change of radiance with temperature is lower at microwave wavelengths, thus 
a higher radiometric resolution is required to obtain the same precision as for an equiva­
lent infrared sensor. As a result of these differences, even the most advanced microwave 
radiometers cannot provide SSTs or LSTs with the potential accuracy of the infrared ra­
diometers. Measurements made by microwave instruments are of comparably low spatial 
resolution (e.g. 25-50 km compared with between 60 m and 5 km in the infrared), limited 
by the size of a microwave receiver. In addition, microwave radiometers can suffer from 
sidelobe contamination. The main advantage of microwave over infrared radiometry, is 
that the latter’s view of the surface may be obstructed by clouds. Microwaves, on the 
other hand, are able to penetrate clouds and so provide a more continuous source of SST 
or LST data.

Examples of current satellite instruments that operate in the infrared include the Ad­
vanced Very High Resolution Radiometers (AVHRR - on board the NOAA polar orbiting 
satellites), the Along-Track Scanning Radiometers (ATSR - on board the polar-orbiting 
satellites, ERS-1, ERS-2 and Envisat), the MODerate Resolution Imaging Spectrora- 
diometers (MODIS - on board the Terra and Aqua polar-orbiting satellites) and the Spin­
ning Enhanced Infrared and Visible Imager (SEVIRI - on board the Meteosat-8 geosta­
tionary satellite). Of these, the ATSR series of instruments, which spans almost 15 years, 
provides the most accurate radiometric measurements. It is an assessment of the accu­
racy of the SSTs and LST retrievals from the most recent of the ATSRs, the Advanced 
ATSR (AATSR), that is the subject of this thesis; Chapter 2 provides a full description 
of this instrument, and its operational data products.

The AVHRR instruments have also been very successful in their own right, providing 
observations of SST for more than 20 years, with an estimated accuracy of close to 0.5 K 
(see Li et al. (2001) and Kearns et al. (2000) for example). More recently, SST and LST 
data from the the two operational MODIS instruments (on board Terra, launched in 1999, 
and Aqua, launched in 2002) have also become available. In particular, the MODIS LST 
product has paved the way for other operational satellite-derived LST data. Accurate ob­
servations of LST from satellite data are very difficult to obtain, due to the heterogeneity 
of land surfaces (this is discussed in more detail in Section 1.3.1.3). Thus the accuracy 
of these data are usually much lower than for SST (typically 1-3 K). Although limited 
in number, comparisons with in situ LSTs suggest that the MODIS LSTs are achieving 
accuracies of better than 1.0 K (Coll et al. 2005, Wan et al. 2004, 2002).

A new operational LST product derived from SEVIRI data has also become available 
in the last year. While geostationary satellites may not provide the spatial resolution of 
the polar-orbiters (e.g. 3-5 km compared with better than 1-2 km) due to their higher
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satellite orbit (e.g. 35,000 km compared to 800 km), these data have the temporal fre­
quency that is required to capture the diurnal cycle of LST. Arguably, the most useful 
application of LST derived from extremely accurate polar-orbiting sensors, such as the 
(A)ATSR, is as a calibration-validation source for LSTs derived from geostationary data. 
Currently, the geostationary satellites, or indeed any other polar-orbiting sensors, do not 
provide the radiometric accuracy of the (A)ATSR instruments (e.g. better than 0.1 K for 
the (A)ATSR compared with 0.25 K, or worse, for SEVIRI’s infrared channels). In ad­
dition, LST retrieval from geostationary satellites is more challenging due to the higher 
zenith angles, and therefore increased atmospheric attenuation, at high latitudes. Due to 
the larger pixel size of geostationary sensors, these observations of LST are more dif­
ficult to validate against in situ data (the concept of validation is discussed further in 
Section 1.3.1.4). The pixel size also limits the use of geostationary LST data for some 
applications. Data from polar-orbiting sensors, such as the AATSR, have the potential to 
resolve this problem: some researchers are currently investigating combining LSTs from 
polar-orbiting and geostationary satellites in order to generate a high-spatial resolution, 
high-temporal resolution LST data set (e.g. Reutter et al. 1996). Lastly, polar-obitting 
satellite LSTs also provide a consistent source of global LST data. To obtain global 
coverage of LST from geostationary sensors, data from multiple geostationary satellites 
would be required.

Of microwave radiometers, the TRMM (Tropical Rainfall Measuring Mission) Mi­
crowave Imager (TMI) and the Advanced Microwave Scanning Radiometer for Earth 
observing systems (AMSR-E) are current examples. The target accuracy of the SST 
data derived from these instruments is between 0.5-0.7 K. As it is thermal infrared ob­
servations from the AATSR that are the subject of this thesis, microwave radiometric 
measurements are not discussed here in any further detail. In light of their spatial reso­
lution and radiometric accuracy, it is clear that the (A)ATSR sensors provide a vital role 
in the determination of both SST and LST from space.

1.3.1 Estimation of SST and LST from Infrared Satellite Data

1.3.1.1 Radiative Transfer

The measurement made by a satellite sensor is not a direct measurement of the temper­
ature of the Earth’s surface. Instead, the sensor measures the radiances at the top of the 
atmosphere, which depend on the radiant energy emitted by the Earth’s surface, and the 
overlying atmosphere. As the spectral emissivity of the Earth’s surface is less than unity
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FIGURE 1.1. The variation o f emissivity over the 1-15 /im range for some natural 
terrestrial materials. The emissivities were derived from reflectance spectra provided

by ASTER Spectral Library (1999).

(see Figure 1.1 for some examples o f terrestrial materials), some o f the radiation emitted 

by the atmosphere is also reflected by the surface o f the Earth. The equation which de­

scribes this relationship is commonly referred to as the radiative transfer (RT) equation, 
which can be written in simple terms as:

where L sat is the radiance measured by the sensor, and L9round, L atm and Latm-ref l ĉted 

are, respectively, the upwelling radiance emitted by the ground and the atmosphere, and 

the down-welling radiance emitted by the atmosphere that is reflected by the ground up 

towards the sensor. L sat is wavelength dependent, as surface emissivity and the effects o f  

the atmosphere also vary with wavelength. For a radiometer with bandwidth Ai - A2, the 

measurement is o f the integrated radiances over this bandwidth, weighted by the filter 

function o f the instrument. This quantity is sometimes expressed as a TOA brightness 

temperature (BT), which is equivalent to the temperature o f the Planck function that 

produces the same integrated radiances over the range Ai - A2. In other words, if the 

Earth had no atmosphere and the emissivity o f  the surface was unity, this BT would be 

the true temperature o f the Earth’s surface.

ĵ sat   jjground _|_ jjatm _|_ jjxtm.refleeted ( 1 . 1 )

6



2  4  6  8  10  12  14
W ovelength (/xm )

F i g u r e  1.2. The variation o f transmission with wavelength. Transmissions are 
shown for mid-latitude and tropical climatologies. Tranmission data courtesy o f S.

A. Good.

As the atmosphere absorbs, as well as emits, radiation, each term o f Equation 1.1 is 

also affected by the transmissivity o f the atmosphere (see Figure 1.2). For a radiometer, 
the right-hand terms can be expressed more specifically as (see Susskind et al. (1984) 

and Dash et al. (2002) for this version):

Lgraund =  ̂ /i (A)e(A)B(A, (1.2)
J  Ai

L f m = £ 2 j T  ( ° >

Lfm.re/1 ected =  f Xl n  f 2" fA \)(\-  €(A))Li (A, <^)r(A)sin (1.4)
J Ai J0=0 J<t>=0

where i is the radiometer channel, /* is the normalised channel response function (see 

Chapter 2 for the AATSR), 0 is the zenith angle, (f) is the azimuth angle, A is wavelength, 

p  is pressure in the atmosphere, ps is the pressure at the Earth’s surface, Tp is the mean 

temperature o f air at pressure level p, r ( A) is the spectral atmospheric transmissivity,
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e(A) surface spectral emissivity (see Figure 1.1), Ta is surface temperature, L^(A, 9, <f>) is 
the downwelling atmospheric radiance and B is the Planck function at wavelength A and 
temperature Ts or Tp.

In theory, these equations are only valid where the surface is a Lambertian reflec­
tor and in thermodynamic equilibrium with the overlying atmosphere. In reality, the 
behaviour of much of the Earth’s surface is between a Lambertian and a specular reflec­
tor, and the atmosphere is only in local thermodynamic equilibrium up to approximately 
50-70 km in height (Dash et al. 2002).

To minimise the effects of the atmosphere, the bandwidths of space-bome infrared 
radiometers (designed to provide SST and LST data) are selected to be in the 8-13 (im 
region, where atmospheric transmission is high (see Figure 1.2). In addition, some 
radiometers also have spectral channels in the atmospheric window at approximately 
3.7 fim. However, as this region of the electromagnetic spectrum is affected by solar 
radiation, such channels are confined to nighttime observations.

Despite having relatively high atmospheric transmission, atmospheric attenuation is 
still significant in these ‘window’ channels, and clear-sky BTs may still be depressed 
by several K compared to the underlying SST or LST. Most of the attenuation at these 
wavelengths is due to water vapour absorption, although atmospheric temperature also 
has an important influence on the measured TOA BTs. In addition, research has shown 
that both stratospheric and tropospheric aerosols depress infrared radiances (e.g. Dundas 
1991, Merchant et al. 1999, Zavody et al. 1995, 1994). The role of the atmosphere in 
infrared radiometry (specifically for the AATSR thermal channels) is discussed further 
in Chapter 3.

1.3.1.2 SST and LST Retrieval Algorithms

From Section 1.3.1.1, it is apparent that with knowledge of the atmosphere and sur­
face emissivity, one can obtain SST or LST from BTs measured by a radiometer, using 
Equations 1.1 - 1.4. In practice, as the Earth’s atmosphere and surface emissivity are 
extremely variable, these are not usually well enough known to permit retrievals of SST 
and LST with the accuracies discussed in Section 1.2.

To overcome the problem of an unknown atmosphere, the multi-channel approach to 
retrievals of SST and LST has been developed (see for example, Deschamps & Phulpin 
(1980), McMillin (1984) and Becker & Li (1990)). The method is based on the fact that 
atmospheric absorption varies with wavelength. By utilising measurements from at least
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two different spectral channels, an estimate of the attenuation due to the atmosphere can 
be obtained. The most common form of the multi-channel method is to use two spectral 
channels at approximately 11 and 12 //m, known as the split-window channels. This 
is sometimes supplemented by a third channel at approximately 3.7 fim (triple-window 
method). In the case of the (A)ATSR instruments, this is further augmented by including 
data from two viewing angles (discussed further in Chapter 2), which provides further 
information about the state of the atmosphere (dual-angle method).

Using the split-window method as an example, we have measured radiances corre­
sponding to two channels that provide simultaneous equations, which can be solved for 
Ta (i.e. SST or LST). The following split-window derivation is taken from McMillin 
(1984); Deschamps & Phulpin (1980), Prata (2002a) and Becker & Li (1990), for exam­
ple, provide essentially the same equations.

Considering Equations 1.1-1.2, and an emissivity equal to unity, the BTs measured 
in two channels at 11 and 12 fim (Tn, and T12), respectively, can be expressed as:

where the subscripts, 11 and 12 indicate the radiometer channel, and B i2(Ta) is the 
radiance for mean atmospheric temperature, Ta, approximated by (McMillin 1984):

Making the assumption that Ta is approximately equal between the channels, a first order 
Taylor approximation, expanding about Ta, can then be used to derive the following 
expressions:

B n(Tu) — B n(Ts)rn  +  (1 — Tn)Bn(Ta) (1.5)

-^1 2(^12) — Bi2 (Ts)ti2 +  (1 — r12)B 12(Ta) ( 1.6)

(1.7)

Bu (T12) ~  B n (Ta) + ^ - [ B X2(Tl2) -  B l2(Ta)\
orfi2

( 1.8)
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aD
Bn (T.) *  Bl l (T„) + — H[B12(T,) -  B12(T0)] 

o n  12
(1.9)

where d £ n  and <9L?i2 are the changes in radiance at 11 and 12 //m with respect to a given 
change in temperature. Equations 1.8 and 1.9 can then be substituted into Equation 1.6, 
which is rearranged to give:

Bn(Ta) =  ( U 0 )
1 — 7"12

Equation 1.10 is then equated with Equation 1.5, after rearranging for Bn (Ta). After 
some manipulation, we obtain:

Bn(T.)  =  Bn (Tn) + [Bn (Tn ) -  Bn (Tn )} f - 1 -  n i  )  ( 1. 11)\Tn — ri2/

This leads to the generalised split-window algorithm:

Ta — aiTn +  (I2T12 +  b (1.12)

where b is an offset that corrects for the non-unity of emissivity and other nearly-constant 
terms, such as CO2 (Deschamps & Phulpin 1980), and ai and a2 the constants:

fli — 1 + (J^ L)V t i  1 -  r12J
(1.13)

These constant terms, or retrieval coefficients, are derived by regressing many TOA BTs 
against the corresponding SSTs or LSTs to obtain ‘best-fit’ coefficients. The regression 
data sets may be empirical or theoretical (i.e. simulated TOA BTs using an RT model).
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The coefficients for the AVHRR SST retrievals, for example, are derived by regression 
of many satellite TOA BTs against coincident in situ observations of SST obtained from 
buoy data (e.g. Li et al. 2001). In contrast, the operational (A)ATSR SST and LST 
retrieval coefficients are derived theoretically by regressing modelled TOA BTs against 
the surface temperatures used to simulate those BTs (Zavody et al. 1995, Merchant et al. 
1999, Prata 2002a). The advantage of this latter approach, is that the retrieved satellite 
SSTs and LSTs provide observations that are independent of any surface measurements. 
Further details of SST and LST data derived from the (A)ATSR are given in Chapter 2.

1.3.1.3 Sources of Bias in Infrared Satellite SST and LST Retrievals

As the retrieval coefficients are valid only for the atmospheric conditions from which 
they are derived, deviations from these conditions may potentially lead to the retrieved 
SSTs and LSTs being biased from the true values by several tenths of a K (Minnett 1990). 
The triple-window and multi-angle methods generally achieve better accuracies that the 
traditional split-window method, as a greater number of observational data are included 
in the algorithm. This is the subject of Chapter 3 of this thesis, where the differing 
response to the atmosphere of split-window SSTs and LSTs, and triple and multi-angle 
SST retrievals from the AATSR, is examined by means of a sensitivity study.

Another source of bias in satellite infrared SST and LST retrievals is surface emis­
sivity. The infrared emissivity of the Earth’s oceans is reasonably well known and close 
to unity. Salinity (e.g Friedman 1969), windspeed (e.g. Watts et al. 1996, Masuda et al. 
1988) and temperature (Newman et al. 2005) have been shown to alter the sea surface 
emissivity, although estimates of the effects of these phenomena on SST retrievals vary 
from negligible to a few tenths of a K (depending on the type of retrieval and the study). 
The infrared emissivity of land, on the other hand, is extremely variable; for example, the 
AATSR 11 //m channel emissivity of green grass is approximately 0.983, whereas the 
equivalent typical emissivity of soil is 0.967 (emissivities derived from ASTER Spec­
tral Library (1999)). Some other terrestrial materials (e.g. sand) may have even lower 
emissivity. The situation is further complicated by the fact that the emissivity of natural 
land surfaces decreases strongly with viewing angles over ~30°, where the magnitude 
of the decrease depends on the surface type (Sobrino & Cuenca 1999). This has severe 
implications for multi-angle methods of LST retrieval and for observations of LST in re­
gions with high topographic variance. The impact of an inaccurate emissivity correction 
in an LST retrieval algorithm may lead to biases of several K (Schaadlich et al. 2001). If 
both emissivity and the atmospheric effects are incorrectly accounted for, the retrieved
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LST may be biased from the true value by up to 12 K (Sobrino & Raissouni 2000). In 
Chapter 3 of this thesis, the impact of changes in emissivity on the AATSR TOA BTs 
and SST/LST retrievals as a result of these phenomena, are examined.

One of the principal problems associated with satellite SST and LST retrieval is cloud 
contamination. Unlike microwave radiometers, infrared sensors cannot ‘see through’ 
cloud. As clouds are generally colder than the underlying surface temperature, the ob­
served TOA BTs will be depressed, where the magnitude of the depression depends on 
the properties of the cloud and the wavelength of the observations. The reflectivity of 
clouds at visible wavelengths also differs from that of the surface. Capitalising on these 
effects, various schemes to detect clouds have been developed utilising data from ther­
mal, visible and near-visible/near-infrared data (e.g. Saunders & Kriebel 1988, Saunders 
1986, Ackerman et al. 2002). However, there is much evidence to suggest that, despite 
these efforts, many clouds still remain undetected in operational satellite data sets (e.g. 
Jones et al. 1996, Good et al. 2006), and are a major contributor to bias in SST and 
LST data. As a result, additional screening for cloud, for example by eye, in operational 
satellite SST and LST data is often required.

1.3.1.4 Validation of Satellite SST and LST

In light of the potential biases introduced into satellite infrared SST and LST retrievals, 
it is vital that the accuracy of these data is assessed under the full range of expected 
atmospheric and surface conditions. While theoretical sensitivity studies can be used to 
investigate and understand biases, it is only through comparison with in situ observations 
of SST and LST that we can obtain a truly direct assessment of the accuracy of these data. 
This process is known as ‘validation’. In theory, validation should be an assessment of 
the atmospheric and emissivity correction. However, as the retrieved SSTs and LSTs 
are also influenced by errors in the measured satellite TOA BTs, the results of validation 
experiments are also useful in identifying instrumental problems, such as drift.

Although the concept of validation is a simple one, there are many inherent diffi­
culties in performing such an experiment. Firstly, the in situ measurements are of point 
LSTs or SSTs (or in the case of a moving ship, for example, the measurements may be 
integrated along the line of travel), whereas the satellite LSTs or SSTs are representative 
of larger areas (e.g. 1 km2). As a result, the comparison is not strictly between two equiv­
alent quantities. For SST, this is not usually a particularly troublesome issue, although 
validation in regions of high temperature gradients, for example, the Bay of Biscay (C. 
Donlon, personal communication), may be problematic. For LST, on the other hand, up
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scaling of point measurements is not well understood, due to the spatial variation of tem­
perature and emissivity. To minimise this problem, validation sites are usually chosen 
that are homogeneous in terms of these parameters over scales larger than the satellite 
field of view (FOV); such sites are also topographically flat. However, these sites are 
very difficult to come by so it is desirable to develop a method of up scaling from in 
situ point observations of LST to the spatial scale of the satellite. Two such methods are 
investigated in Chapter 5 within the context of an AATSR LST validation experiment 
carried out over a heterogeneous field site in Morocco.

Secondly, the in situ measurements are also subject to errors. Current in situ observa­
tions of SST are accurate to better than 0.1 K (e.g. Minnett et al. 2001, Parkes et al. 2000, 
Barton et al. 1995). Uncertainties within in situ LSTs may amount to several tenths of a 
K or more, when the spatial variability of LST is taken into account. For target accura­
cies of 0.3 K and 1.0 K for satellite-retrieved SST and LST, respectively, these errors are 
significant.

Thirdly, the nature of the in situ measurement should be considered carefully in val­
idation experiments. Satellite infrared SSTs and LSTs correspond to the temperature of 
the top 500 fim or so of the Earth’s surface, known as the skin. This skin temperature 
may be very different from the temperature of the ocean or land below this depth, due to 
diurnal heating.

The ocean skin effect is well documented (e.g. Minnett 2003, Murray et al. 2000, 
Schluessel et al. 1990, Donlon & Robinson 1997, Donlon et al. 2002); in particular, 
Donlon et al. (2002) provide a very clear explanation of this phenomenon. Figure 1.3 
shows a schematic representation of the thermal structure of the uppermost 10 m of the 
ocean for nighttime and daytime during stong winds (> 10 ms-1), and for daytime for 
low windspeeds. The diagram shows five definitions of SST:

•  SSTint - the SST of the infinitely thin layer of ocean at the interface between the 
ocean and the atmosphere.

•  SSTakin - the SST of the water below SSTint to a depth of approximately 500 //m. 
This is the SST that infrared satellites observe. The exact depth of SSTskin de­
pends on the wavelength of the observations (the variation in SSTskin as a function 
of wavelength is very small - e.g. 0.0 IK).

• SST3Ubskin - the SST at the bottom of the SSTSkin layer, which extends to ap­
proximately 1 mm depth, known as the subskin SST. This is the SST observed by 
microwave radiometers.
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F i g u r e  1.3. Schematic representation o f  the thermal structure o f  the uppermost 
10 m o f the ocean for (a) nighttime and daytime during strong wind conditions and 
(b) daytime for low windspeeds. For explanation o f the SSTs annotated in this dia­
gram, see Section 1.3.1.4. (Figure provided by C. Donlon o f  the Met. Office; also

see Donlon et al. (2002)).

•  SSTdepth - the SST between approximately 1 and 10 m depth (sometimes referred 

to as ‘bulk’ SST, or BSST). This is the SST measured by buoys, for example.

•  S S T fnd - the foundation SST, where the effects o f diurnal heating are negligible.

During the day, under conditions o f low wind speed, S S T skin is typically several 
tenths o f a K warmer than SS T buik; in some cases, extremes o f  up to 2 K have been 

observed. However, under conditions o f high wind speed (>  10 ms"1), the skin-bulk 

difference asymptotes to a value o f approximately —0.15 as a result o f mixing (Donlon 

et al. 2002). S S T skin is approximately 0.2 to 0.3 K cooler at night when solar heating is 

absent (Minnett 2003, Murray et al. 2000, Donlon et al. 2002).

Thermal stratification o f LST also occurs, although the situation is complicated fur­
ther by the introduction o f canopy temperatures, which may also differ from the (soil) 

skin temperatures. As a result, in situ validation results should be interpreted with care. 
SSTs and LSTs derived from ground-based radiometric measurements are preferred for 

validation, as they are also sensitive to the temperature o f the skin. However, such data 

are relatively rare and usually restricted to specific validation experiments (e.g. research
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ocean cruises, or instrumented land sites). Data collected by other means, for example, 
ocean buoys, are still extremely useful for validation, although significant uncertainties 
can be introduced as a result of the skin-bulk difference; Kearns et al. (2000) estimate 
that this error is of at least the same order as the error in the satellite SST retrieval. The 
main advantage of these data is the wider geographical and temporal coverage, which 
results in a high number of coincident satellite matchups.

Lastly, additional errors may be introduced into the validation data set as a result of 
spatial and temporal mis-location between the satellite and in situ data. For example, an 
in situ radiometer making observations of LST may only provide data every few minutes. 
As the satellite overpass takes only a fraction of a second, there is likely to be a temporal 
offset between the two observations, during which diurnal warming or cooling may have 
taken place. This is particuarly signficant for validation of LST due to its the diurnal 
cycle. The geolocation (i.e. the latitude and longitude of satellite pixels) of satellite 
data may also be offset from the true location. For example, the geolocation of MODIS 
pixels over land is estimated to be accurate to between 100 and 300 m (Z. Wan, personal 
communication). As a result, it is possible for the incorrect satellite pixels to be used in 
validation against point observations of SST or LST. The use of homogeneous validation 
sites can minimise this problem.

Despite these problems, validation is an essential part of developing any satellite 
product. Ideally, satellite SSTs and LST should be validated at many locations over long 
periods of time so that any seasonal biases can be identified. This is perhaps even more 
important for LST, as atmospheric and surface conditions are more extreme over land 
and obtaining accurate retrievals is more challenging.

1.4 Summary

Global measurements of SST and LST are important for many climate-related studies. 
For SST, these data are required to an accuracy of 0.3 K or better for many applications. 
The accuracies desired for LST are between 0.5 K and 1.0 K. User requirements for 
the spatial resolution of these data may approach 1 km, with a temporal frequency of 
between hours and weeks, depending on the application. However, for most LST ap­
plications, knowledge of the diurnal cycle is required, thus measurements of LST are 
usually required with a temporal frequency of hours, or even minutes.

Satellite observations provide an excellent way to obtain these data on a global scale 
over a relatively short period of time (minutes to days). In particular, satellite infrared
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radiometry provides the radiometric accuracy and spatial resolution to address the most 
stringent requirements of data users. However, satellites cannot provide direct measure­
ments of SST or LST. Instead, these parameters are derived from TOA radiances mea­
sured by the sensor, which must be corrected for the attenuation of the surface-emitted 
signal by the atmosphere, and non-unity of the underlying surface emissivity.

A common approach to correct for the effects of the atmosphere is to utilise data from 
multiple radiometer channels. As atmospheric absorption and scattering is wavelength- 
dependent, the difference between measurements made in these channels can provide 
an estimate of the attenuation of the atmosphere. The most frequent approximation of 
this type of retrieval is known as the split-window method. This method involves using 
data from two radiometer channels centred in the atmospheric window at wavelengths of 
around 11 and 12 fim. This multi-channel approach has been developed further in some 
retrieval schemes by using data from an additional channel at approximately 3.7 /im, 
and/or data from more than one view of the Earth’s surface. In general, these enhanced 
retrievals provide a better atmospheric correction, and thus a better estimate of the tem­
perature of the ground. Although the muli-channel/view retrieval algorithms are usually 
expressed as a linear combination of TOA BTs, their physical definition is derived from 
the RT equation. These coefficients can be derived empirically (i.e. via regression of 
TOA BTs against in situ observations of SST or LST), or theoretically, using an RT 
model, and usually contain a correction for surface emissivity.

Operational satellite SST and LST data sets are derived from several satellite-sensors. 
Of these, the polar-orbiting ATSR series has the potential to provide the most accurate, 
long-term observations of SST and LST, as it has a radiometric accuracy that is unri­
valled by any other existing infrared sensor. In addition, the ATSR retrieval coefficients 
are derived theoretically, providing SSTs and LSTs that are independent of surface mea­
surements. However, there are several other operational infrared sensors that are provid­
ing vital climatological data. In particular, the geostationary Meteosat-8 satellite makes 
thermal observations of the surface every 15 minutes, providing the temporal resolu­
tion required for many LST applications. Although polar-orbiting sensors, such as the 
(A)ATSR may not provide the temporal coverage required for these applications, they 
have a higher spatial resolution (e.g. 1 km compared to >3 km for geostationary). Cur­
rent research is exploring the possibility of producing an LST data set derived from both 
polar-orbiting and geostationary LST data, which will have the spatial resolution of the 
former and the temporal resolution of the latter. Such a data set could potentially be of 
great use to the climate-science community.

There are many sources of bias in satellite SSTs and LSTs. Atmospheric and emis-
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sivity effects typically result in biases of several tenths of a K (often more for LST), if 
not corrected for sufficiently. The challenge of obtaining accurate observations of LST 
is greater than that for SST due to the heterogeneity of land. These biases may be inves­
tigated by means of sensitivity studies. However, the only truly direct assessment of the 
accuracy of these data is through validation against in situ observations of SST and LST. 
Validation experiments are a vital part of the development of any satellite SST or LST 
product. Although a simple concept, there are a number of issues that may compromise 
the usefulness of the validation experiment, such as in situ measurement errors, the na­
ture of the in situ data and up scaling from point measurements to the spatial scale of the 
satellite. These issues should be considered together with the results of any validation 
experiments. Ideally, such experiments should be carried out in many locations over long 
periods of time, and under the full range of expected atmospheric and surface conditions, 
in order to characterise any biases.

The purpose of this thesis is to investigate the accuracy of operational retrievals of 
SST and LST from the AATSR. This is performed through a combination of RT sim­
ulations, to identify sources of bias in the operational retrievals, and in situ validation. 
Although carried out specifically for the AATSR instrument specifications, the results 
of the RT simulations are applicable to both the ATSR-1 and ATSR-2 instruments, as 
the design specifications are very similar to those of the AATSR. The validation results 
presented in this study represent some of the first for the AATSR, and form an integral 
part of the overall AATSR validation programme.

17



Chapter 2 

The Along-Track Scanning Radiometer

Launched on board ESA’s ENVironment SATellite (Envisat) in March 2002, the Ad­
vanced Along-Track Scanning Radiometer (AATSR) is the third in a series of instru­
ments with the primary objective of providing global, accurate SST data. Although all 
three Along-Track Scanning Radiometers (ATSRs) have a common heritage, the instru­
mental design has undergone several modifications since the launch of the first ATSR 
(ATSR-1) on board the European Remote Sensing Satellite-1 (ERS-1) in July 1991. The 
following chapter describes the AATSR instrument, data from which constitutes the fo­
cus of this scientific study.

2.1 Heritage of the AATSR instrument

The ATSR-1 was an experimental instrument designed to address the Tropical Ocean 
Global Atmosphere (TOGA) project of the World Climate Research Programme (WCRP) 
specification for latitude-dependent accuracy of 0.3 - 0.5 K for observations of SST 
(World Meteorological Organization 1985). The design of this instrument was based 
on the multi-channel approach to SST retrieval, described in Chapter 1, that had been 
developed for the NOAA AVHRR. However, this instrument had a number of novel fea­
tures that were different from previous instruments of its type. These features included 
an exceptionally stable on-board calibration system and Stirling-cycle cooled detectors, 
providing extremely high radiometric accuracy and precision. In addition, the instrument 
had the ability to make measurements of TOA BT at an angle of approximately 55° from 
zenith as well as the traditional nadir-view utilised by instruments such as the AVHRR. 
This design feature allows the same point on the Earth’s surface to be viewed through
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two different atmospheric path lengths and enables an improved atmospheric correction 
to be made during the SST retrieval process.

The success of the ATSR-1 instrument led to the launch of the ATSR-2 in April 
1995 on board ERS-2. The ATSR-2 had similar specifications to ATSR-1, but with the 
inclusion of three visible channels at 0.55, 0.66 and 0.87 /im in addition to the near- 
inffared/infrared channels at 1.6, 3.7, 11 and 12 fim present on the ATSR-1 (Table 2.1). 
These visible channels were added to extend applications of ATSR data to studies over 
land (e.g. vegetation indices). The 3.7, 11 and 12 /im channels are used for surface tem­
perature retrieval, with the 1.6 /im channel used predominantly for cloud-clearing. The 
ATSR-1 continued operations until June 1996, although the 3.7 /im channel failed on 27 
May 1992. At the time of writing, the ATSR-2 instrument is still in operation. However, 
the accuracy of the ATSR-2 geolocation has been compromised since the failure of a 
gyroscope on board the ERS-2 satellite on 17 January 2001.

The AATSR was launched on board the Envisat satellite in March 2002. The design 
specifications of this most recent ATSR were based on the previous ATSR missions, with 
the main difference being the availability of the data in 12-bit digital resolution for all 
channels over the entire swath throughout the orbit. This is an improvement over the 
ATSR-2, which employed an optional low-rate mode with 8-bit digitisation, or reduced 
swath width with 12-bit digitisation, for its visible channels when other ERS-2 payload 
instruments were active. A number of enhancements have also been made with respect 
to the processing of AATSR data, compared to ATSR-1/2 data, including the use of 
a more accurate ellipsoidal, rather than spherical, geometry in the geolocation scheme 
and the inclusion of a topographic correction to improve the geolocation of land pixels. 
Together, the ATSR series of instruments have the potential to provide more than 15 
years of global SST data with the accuracy and continuity that is required for identifying 
long-term global climate trends.

2.2 The AATSR Instrument

The AATSR instrument is one of ten instruments on board ESA’s Envisat Satellite. The 
satellite is in a sun-synchronous polar orbit at a nominal height of approximately 800 km 
above the Earth’s surface, resulting in a 35-day repeat cycle. The altitude of Envisat 
can be altered such that 3- and 168-day repeat cycles can also be employed. However, 
with a swath width of 512 km, the AATSR is unable to achieve global coverage in the 
case of the 3-day repeat cycle. Local overpass time was selected to be 10:00/22:00 to
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Table 2.1. ATSR spectral channels (adapted from Llewellyn-Jones et al. (2001)). 
Channels exclusive to ATSR-2 and AATSR are denoted by *.

Channel
fim

Central Wavelength
fim

Bandwidth
fim

Primary Application

0.55* 0.555 0.02 Chlorophyll
0.66* 0.659 0.02 Vegetation index
0.87* 0.865 0.02 Vegetation index

1.6 1.61 0.30 Cloud clearing
3.7 3.70 0.30 Sea surface temperature
11 10.85 1.00 Sea surface temperature
12 12.00 1.00 Sea surface temperature

optimise illumination conditions for the optical instruments on board Envisat. Further­
more, this overpass time is some hours from the peak of the diurnal temperature cycle 
(approximately 3pm, local solar time), thus minimising the occurrence of saturation of 
the AATSR infrared channels, particularly over land, and the impact of the skin effect 
on the SST datasets (Chapter 1). This day time overpass time also benefits SST and LST 
retrievals in that the surface-air temperature difference is not at a maximum; as we shall 
see in Chapter 3, this affects the biases of the retrievals, particularly for LST, where the 
surface-air temperature difference may be several K. The following section summarises 
the main characteristics of the AATSR instrument design and function, based on the de­
scription of the AATSR given by ESA (2002b) and the ATSR-1 (which has a similar 
design to the AATSR) given by Mason (1991).

The AATSR instrument consists of three principal components: the Infrared and 
Visible Radiometer (IVR), the Instrument Electronics Unit (IEU) with the Black Body 
electronics Unit (BBU) mounted on top, and the Digital Electronics Unit (DEU)/Power 
Conditioning and Switching Unit (PCSU)/Digital Bus Unit (DBU). The IVR is the actual 
instrument itself, containing the scan mirrors, calibration sources and detectors, while the 
other components control the instrument operations (e.g. scan mirror drive control) and 
data formatting.

Figure 2.1 shows a diagram of the IVR with the main features labeled. Visible and 
infrared radiation is reflected from the scan mirror onto an off-axis paraboloid mirror, 
which, in turn, reflects the energy into the visible and infrared Focal Plane Assemblies 
(FPA). The reflected radiation passes through a single field stop to ensure good spatial
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F igu re  2.1. The AATSR Infrared and Visible Radiometer (IVR). Labels show 
the location of the Focal Plane Assemply (FPA), the cold and hot calibration black 
bodies (-X BB and +X BB) and the curved Earth view apertures, which are protected 
by baffles to limit stray radiation from entering the instrument. Figure reproduced

from ESA (2002b).

co-registration between the Instantaneous Field Of View (IFOV) of each of the seven 
channels. Beamsplitters then separate the radiation, which is directed on to the detectors 
by mirrors or lenses (depending on the channel). The radiative signals are then converted 
into electrical signals by the detectors. The four infrared detectors are cooled to 80 K by 
a pair of Stirling cycle coolers, where the heat dissipated by the coolers is radiated into 
space via a thermal radiator. The visible detectors are maintained at ambient temperature. 
Once converted to electrical signals in the FPA, the signals are amplified by a signal- 
preamplifier before being digitised and transmitted back to Earth by other systems on the 
Envisat satellite.

To achieve the dual-look that is unique to the ATSR instrument design, the scan 
mirror is rotated through a cone-angle of 46.956° orientated such that the two extreme 
viewing angles are at true nadir (0.0° - i.e the sub-satellite point) and forward at 46.956° 
from the true nadir. As the Earth is curved, this forward view makes an angle of approx­
imately 55° with the normal at the Earth’s surface (zenith angle), as shown in Figure 
2.2. This angle was selected to achieve a balance between increased atmospheric path 
length to ensure a good atmospheric correction, and an angle that was not so oblique that 
the dominant contribution to the measured signal would be from the middle atmosphere, 
thus masking the atmospheric effects in the troposphere (Zavody et al. 1995). In addi­
tion, emissivity effects may become more significant for larger viewing angles (Masuda 
et al. 1988, Watts et al. 1996).

The scan cycle of the AATSR is shown in Figure 2.3. Two infrared calibration black
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F ig u re  2.2. The AATSR scan geometry showing the forward and nadir views rela­
tive to the sub-satellite track. Figure reproduced from ESA (2002b).

bodies and a visible calibration target are viewed each scan along with the data from 
both the nadir and forward views. The entire scan sequence takes 0.15 seconds, during 
which time signals for 2000 pixels are integrated. Of these, 974 pixels contain data 
that correspond to the Earth views or calibration targets, where 555 comprise the nadir 
view, 371 the forward view and 16 pixels for each of the three calibration targets. The 
remaining pixels correspond to views of the instrument interior. This pixel integration 
time results in a nominal pixel size of approximately 1.0 km2 and 1.5 km x 2 km at the 
centre of the nadir and forward views on the Earth’s surface, respectively. The nominal 
pixel size was selected on the basis that at least 500 samples should be cloud-free within 
a 0.5° x0.5° cell for adequate noise reduction achieved by averaging over this cell. The 
requirement also states that at least 20% of pixels within the cell must be cloud free. 
Considering these requirements, 2500 pixels are required in each cell, giving a sample 
size of 1 km at nadir (Llewellyn-Jones et al. 2001). During each scan cycle, the sub­
satellite point on the Earth’s surface moves forward by 1 km. The orbit height and scan 
angle of the satellite results in a forward-nadir view separation of 1000 km on the ground, 
which translates into a temporal difference of 150 seconds between the two views for a 
single point on the Earth’s surface.
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Target Mirror
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F ig u r e  2.3. The AATSR scan cycle showing the forward and nadir Earth view 
apertures, infrared calibration black bodies and visible calibration target. Figure

reproduced from ESA (2002b).

2.2.1 Spectral Channels

The AATSR Infrared Visible Radiometer (IVR) spectral channels are given in Table 

2.1. These include the two split window channels at 11 and 12 /im  for SST and LST 

retrieval; a third infrared channel at 3.7 fim  is available for triple-window SST retrievals 

(currently, this channel is not used for LST), although this channel is only used at night 
as it is affected by solar radiation during the day. The selection o f  these wavelengths for 

remote sensing o f  SST and LST is based on the relative transparency o f  the atmosphere in 

these regions o f the electromagnetic spectrum, as detailed in Chapter 1. The three visible 

channels are used for remote sensing o f  vegetation, and the 1.6 /zm channel for cloud- 

detection. The spectral responses o f all seven AATSR channels are shown in Figure 2.4. 
As the focus o f this thesis is SST and LST retrievals from the AATSR, the data products 

and characteristics o f the visible and 1.6 fim  channels are not discussed further in any 

detail.
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2.2.2 Instrument Field of View

Figure 2.5 shows the Instantaneous FOV (IFOV) for each of the AATSR spectral chan­
nels. The most noteworthy feature is the spatial variation in sensitivity, particularly for 
the 11 and 12 fim channels. This can be an important feature to take into account when 
interpreting measurements made by the instrument, as the tendency is to consider the 
1-km data as a simple average over each 1-km grid box. A further complication to con­
sider is the true extent of the FOV when ‘projected’ on the Earth’s surface. Although 
usually quoted as 1 km, the true FOVs of the AATSR channels actually extend beyond 
this nominal pixel size. Moreover, as the zenith angle departs from true nadir, the FOV 
becomes even more extended (this is why the forward view pixel size is usually quoted 
as 1.5 km x 2 km), and appears ‘smeared’ in the direction of the scan.

Figure 2.6 shows the 11 fim channel FOV at the centre and edges of the AATSR 
swath, for both the forward and nadir views. For the centre of the nadir and forward 
views (i.e. zenith=0°and 55.345°, respectively), the FOV is symmetrical. In the case of 
the former, the FOV extends to almost 2 km in the across-track direction, although most 
of the sensitivity is concentrated in the central 1 km. For the forward view, the true FOV 
covers an area on the ground of more than 2 km x 2 km. At the edges of the swath, the 
FOV is angled in the direction of the scan, such that even the nadir-view pixels extend to 
almost 2 km in the along-track direction.

For most applications, consideration of the true FOVs of the AATSR spectral chan­
nels will not be important, particularly if using the spatially-averaged data. However, in 
some cases this may have a significant bearing on the interpretation of these data; for 
example, when validating satellite-derived surface temperatures with in situ point mea­
surements in an area where there is significant (relative to the accuracy requirements) 
variation of temperature on the sub-pixel scale. These effects are investigated further in 
Chapter 5, where the impact of the true FOV of the AATSR thermal channels is consid­
ered over an LST validation site that is heterogeneous in terms of LST on the sub-pixel 
scale.

2.2.3 Calibration of Infrared Channels

As shown in Figure 2.3, measurements of two high-quality black body targets are made 
during each scan cycle (i.e. for each row of nadir/forward pixels) to allow near-real-time 
calibration of AATSR infrared channels during ground processing (Section 2.3). The 
black bodies are cylindrical cavities with a conical base and lined with non-reflecting
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F igure  2.5. Measured AATSR IFOVs corresponding to each o f  the 7 spectral chan­
nels o f  the AATSR (data courtesy o f D. Smith o f RAL).
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F ig u r e  2.6. The 11 //m channel FOV over the Earth’s surface corresponding to the 
forward view (top row o f plots) and nadir view (bottom row o f plots), for the centre 
(pixel number 256) and edges (pixels 0 and 511) o f the AATSR swath (data courtesy 
o f D. Smith o f  RAL). NOTE: different x and y scales have been employed for the

nadir and forward FOV maps.

coatings. The calibration sources are well insulated with six temperature monitors in 

each black body. Both cavities are designed to a very high specification in order to 

achieve exceptional stability, as this is critical to the quality o f  the AATSR data. One 

black body is heated to approximately 305 K, while the other floats at the ambient tem­
perature o f the fore-optics enclosure (approximately 265 K). These temperatures span 

the expected range o f marine BTs.

Pre-launch calibration o f the infrared channels was carried out over a range o f target 

temperatures between 210 and 315 K, using high-accuracy black bodies (overall calibra­
tion accuracy <  0.04 K) that can be traced to international standards. After correction 

for non-linearity (a known property o f the detectors - similar non-linearity was observed 

for ATSR-1 and -2), it was found that the AATSR-observed BTs were within 50 mK of  

the target temperatures within the range o f  240-315 K. Below 240 K, the deviation o f  

the 11 and 12 /im channels was found to increase up to 0.1 K at 210 K. This result is 
well within the radiometric accuracy specification o f better than 0.1 K for the AATSR 

infrared channels. Further details o f the pre-launch calibration results can be found in 
Smith et al. (2001).

Im a g e  Pixel No. 51 1

- 2 - 1 0  1 2 
Across Track Dist. (km)
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The in-flight performance of the AATSR is monitored continuously to ensure that 
this high level of radiometric accuracy is maintained. Variation of the Noise Equivalent 
ATemperature (NEAT) over each of the calibration black bodies since the start of the 
mission indicates a good degree of stability since January 2003, nine months after the 
launch of the instrument. For the 11 and 12 /im channel, the NEAT is approximately 
30 mK over both black body targets; for the 3.7 /im channel, where the non-linearity 
of the planck function is more apparent, the NEAT values are approximately 75 mK 
and 30 mK for the cold and hot targets, respectively. Marked increases in the NEAT 
of the order of 10-20 mK for all three channels over both black bodies have been ob­
served in both May 2003 and May 2004, which corresponds to the peak of the ther­
mal cycle of the Envisat orbit. A similar increase was not observed in May 2005 (see 
http://aatsr2.ag.rl.ac.uk/data2/aatsr2/EDS-X/MissionTrends/Trends_Plots).

The stability of the black body targets themselves is assessed by performing black- 
body crossover tests. In brief, this consists of cooling the hot black body target to the 
ambient temperature of the instrument and heating the cold black body to approximately 
305 K. During the respective cooling/heating process, there will be a point when temper­
atures of the two black bodies will be the same (the cross-over). Radiometric tempera­
tures obtained at this point over both targets can then be compared, with the differences 
used to ascertain any drift in the black body thermometer calibration or emissivity de­
gradation of the black bodies. Results from the crossover test performed in April 2004 
indicate that, relative to each other, the errors in the BTs over the black bodies are less 
than 10 mK. These results are consistent with the first crossover test carried out during 
the commissioning phase in April 2002, indicating that there has been no significant de­
gradation in the emissivity or infrared calibration targets or thermometry (Smith 2004).

2.2.4 Comparison of AATSR and ATSR-2 BTs

To quantify the performance of the AATSR against that of the ATSR-2, an intercompar­
ison of BTs and operationally-retrieved SSTs from each instrument has been carried out 
at Rutherford Appleton Laboratories, UK, using data from six orbits covering one month 
of the mission. As the AATSR and ATSR-2 are currently operating in tandem mode, 
with the latter overpassing 30 minutes after the AATSR, the observed differences are an 
indication of their relative performance.

For the 3.7 and 11 /xm channels, these differences were found to be small (26-67 mK). 
However, it was found that the AATSR 12 /xm channel was systematically cooler than the 
ATSR-2 equivalent by approximately 0.2 K, which cannot be explained by differences
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between the pre-launch measured channel spectral responses, noise or diurnal warming 
(the offset would be apparent in the other channel BTs). Changes in the cloud cover in 
the FOV and errors due to the geolocation of the ATSR-2 data have also been rejected 
as possible causes of this disagreement, as these are random and would not cause a 
systematic bias (Nightingale & Birks 2004). The exact cause of the bias is still unknown, 
but recent research at RAL suggests that spectral band leakage in the AATSR 12 /xm 
channel could explain the observed cool offset.

2.3 AATSR TOA BTs

The 14 orbits of AATSR data acquired each day are transmitted to one of four ground 
stations at Kiruna, Fucino, Villafranca and Svalbard. The following section summarises 
briefly the processing of the infrared data from raw scan pixel counts to gridded BTs; 
further details can be found in ESA (20026).

After reception, the raw AATSR data are converted into a Level-0 product contain­
ing a chronological sequence of records where each record contains a single instrument 
source packet, representing a single AATSR scan cycle. In general, this data product is 
not made available to users.

The next stage of processing is conversion of the Level-0 product to the Level-lb 
product, which contains calibrated, geolocated TOA BTs and reflectances, with com­
plementary cloud and land identification flags. These data are available either at full 
resolution (1 km) or spatially averaged (10 or 30 arc minute, and 17 km or 50 km).

2.3.1 Processing of Calibration Data

Once the Level-0 source packet data have been unpacked and validated, calibration of 
the infrared and visible channels is carried out. For the infrared calibration, the gain and 
offset of each channel are determined by establishing the relationship between the hot 
and cold blackbody targets and the corresponding AATSR pixel counts. The relationship 
is resolved by solving simultaneous equations in the form of y=mx+c:

Scold. =  G L coid +  S o  (2.1)
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Shot — G L h o t +  S q (2.2)

where S^d and Shot are the signals measured over the cold and hot blackbody targets, 
respectively, G is the channel gain and 50, the channel offset. Lcoid and Lhot, are the radi­
ances from the cold and hot blackbody targets, determined from the measured blackbody 
temperatures on board the IVR for each channel. Look-up tables are used to perform this 
radiance conversion (as the calibration targets are not perfect blackbodies), with a further 
correction incorporated to account for the background (fore-optics) temperature. These 
look-up tables also include a correction for detector non-linearity. Using Equations 2.1 
and 2.2, the radiometric gain and offset are calculated, where:

G S h o t Scold /a  ̂\
=  7 — T 7 —■L*hot *-'cold

Substituting for G, we obtain an expression for the offset:

So = Scoid — GLcoid (2.4)

In practice, the gain and offset are determined from an average of several source 
packets where the nominal value for each ‘calibration period’ is ten scans. The derived 
gain and offset values for each calibration period are applied to all Earth-view pixels 
integrated during the calibration period.

2.3.2 Regridding and Geolocation

The geodetic latitude and longitudes of the scan (instrument) pixels are mapped onto 
a Cartesian frame of reference through knowledge of the satellite position and angle 
of the scan mirror. The geodetic latitude and longitudes are then derived from these 
coordinates. To reduce processing requirements, this is carried out for a subset of tie- 
point pixels, where a linear interpolation in terms of scan number and scan angle is used 
to establish the coordinates of the intermediate pixels. This procedure is carried out 
separately for each of the nadir and forward views.
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F igure  2.7. Illustration o f the relationship between geolocation tie points (red 
crosses, labelled A, B, C and D) and image pixels (black squares). Tie points occur 

every 32 km in the along-track direction and 25 km in the across-track direction.

The map coordinates o f the instrument pixels are used to regrid the pixels onto a 

rectangular grid, in order to correct for the curved swath o f the AATSR and ensure co- 

location o f the nadir and forward views. Any gaps in the image array that result from the 

regridding process are cosmetically filled with the value o f the nearest neighbour pixel. 
This is particularly common in the forward view, where the pixel size is much larger than 

that o f the nadir. The final product is a 512 km-wide regular grid o f  image pixels at 1 km 

spatial resolution.

The associated geolocation information is delivered to the user in the form o f latitude 

and longitude tie points, which occur every 25 km across track and 32 km along track. 
There are 23 tie points in the across track direction, where the central tie point lies at 
the centre o f  the nadir-ground track between image pixels 255 and 256 (pixels number 

0-511), and the first and last tie points occur outside the edges o f the swath. The tie 

points correspond to the bottom left hand comer o f an image pixel when looking in the 

along-track direction. Figure 2.7 illustrates the relationship between image pixels and 

geolocation tie points.

A linear interpolation using three tie points is used to determine the latitude and 

longitude o f each pixel within the 2 5x32  block o f pixels, known as a granule. The 

latitude and longitude o f the bottom left hand comer o f a point x  within a granule, can 
be expressed as:
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l(itx — latA “H ( at) lot a ) -I- ( . _ lot a) (2.5)
A.jd AJJ

lo n g x =  lo n g A +  { ~ ^ ) \ l o n g B -  lo n g A) +  ( ~ ^ - ) - ( l o n g D -  lo n g A) (2.6)

where la t^ d ,x) and long(a,b,d,x) are the latitudes and longitudes, respectively, of the 
points in question (see Figure 2.7). SAB and SAD correspond to the distances (from A) 
along the lines AB and AD, respectively, to the point x. Equations 2.5 and 2.6 can be 
adjusted easily in order to calculate the geolocation of the centres of the image pixels, 
by adding 0.5 to the terms SAB and SAD. The geolocation of the tie points is exact 
with estimated errors in geolocation of the non-tie point pixels, incurred as a result of the 
interpolation, of < 0.001 degrees (i.e. approximately ^ th  of a pixel). This estimate has 
been obtained by comparing interpolated geolocation information at C with the actual tie 
point value.

Over land, additional tie point corrections are also derived from a Digital Elevation 
Model (DEM) to account for topographic variation, which are delivered to the user to­
gether with the tie point latitudes and longitudes.

2.3.3 Land and Cloud Flagging

Additional cloud and confidence information is supplied with the Level IB image and ge­
olocation information. These data include a land flag, derived from an external auxiliary 
file, and the results of a number of cloud tests that are carried out on the Level IB BTs 
during the data processing. These cloud tests are summarised in Table 2.2, with those de­
noted by * based on methods developed by Saunders & Kriebel (1988) for the AVHRR 
(see also Zavody et al. (2000) for details). The thresholds quoted have been obtained 
from the current operational auxiliary cloud file, ATS_CL1_AXVIEC20020123 .073044_ 
20020101_00000, at the time of writing.

All the cloud tests are carried out separately for the nadir and forward views, with 
the exception of those that use a combination of data from both views. Tests utilising 
the 1.6 /im channel are only implemented during the day as this channel is not available 
at night. Similarly, tests involving the 3.7 /im channel are only carried out on night 
time data. Some of the tests are restricted to ocean pixels as the quantities tested will

32



be affected by the heterogeneity of land surfaces. For example, the 1.6 /im test is not 
used over land as the reflectivity in this spectral region is too variable. Similarly, tests 
involving data from both the nadir and forward views are not implemented over land, 
as the emissivity in the forward view has a strong dependence on topography and land 
surface type (Chapter 1).

The tests are carried out in the order in which they are listed below, as some of the 
tests are only implemented based on the results of previous tests. A pixel is flagged 
cloudy if any of the tests indicate the presence of cloud.

2.4 AATSR SSTs and LSTs

Level 2 SST and LST products are operationally generated by ESA from the Level IB 
TOA BT data described in Section 2.3. This involves converting the TOA BTs directly 
to SSTs or LSTs by means of pre-determined retrieval coefficients. As for the TOA BT 
data, these data are available at either full resolution or as spatially averaged data. The 
final sections of this chapter describe the retrieval algorithms used to produced these 
data.

2.4.1 Sea Surface Temperatures

The principal objective of the (A)ATSR mission is the provision of accurate, global mea­
surements of SST, with a target absolute uncertainty of ±  0.3 K, la. As described in 
Chapter 1, the retrieval of SST from satellite-measured TOA BTs can be carried out 
using the split-window methodology, which expresses SST as a linear function of BTs 
multiplied by retrieval coefficients. The (A)ATSR SST retrieval scheme is based on this 
approach, where the coefficients are derived theoretically using a RT model and a set of 
atmospheric profiles. This theoretical methodology is in contrast to that utilised in other 
SST retrieval schemes, such as the AVHRR, for which coefficients are derived empiri­
cally using SST data from buoys. The advantage of the theoretical approach is that the 
retrievals provide an SST independent of any surface measurements.

Coefficients are derived for four different SST retrievals: a nadir-view, two-channel 
retrieval (N2), which is the true split window algorithm; a dual-view, two-channel re­
trieval (D2), which uses data from the split-window channels at 11 and 12 /im from 
both the nadir and forward views; a nadir-view, three-channel retrieval (N3), which uses 
data from the three thermal channels at 3.7, 11 and 12 /im; and finally, a dual-view,
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Table 2.2. Summary of AATSR cloud tests. Column ‘Channel’ depicts the channels used in the tests, ‘Day/Night’ whether the test 
is implemented during the day or night, and column ‘Ocean/Land’, whether the tests are carried out over ocean or land pixels. Tests 

denoted by * based on methods developed by Saunders & Kriebel (1988) for the AVHRR.

Test Channel Day/Night Ocean/Land Description
Gross Cloud 12 /im Day/Night Ocean Works on the principle that cloud is colder than the surface. If the BT of a pixel 

is lower than a given threshold, the pixel is flagged cloudy. The chosen threshold 
depends on time of year and geographical location (nadir range: 268.74-283.88 K; 
forward range=266.83-280.41 K).

Thin Cirrus* 11/12 /xm 
difference

Day/Night Ocean/Land BT difference may be large over optically thick cirrus due to emissivity differences 
at these wavelengths. If the difference is above a threshold, the pixel is flagged 
cloudy. The chosen threshold depends on view angle and the 11 /xm BT (nadir 
range=0.092-0.609 K; forward range=0.146-0.711 K).

Medium/High 
Level Cloud*

3.7/12 /xm 
difference

Night Ocean/Land If the difference is greater than a given threshold, the pixel is flagged cloudy. 
The chosen threshold depends on 12 /xm BT (nadir range=0.064-1.259 K; forward 
range=0.142-1.550 K).

Fog/Low
Stratus*

3.7/11 /xm 
difference

Night Ocean/Land BT difference may be large over fog or low stratus cloud, owing to emissivity dif­
ferences at these wavelengths. If the difference is above a threshold, the pixel is 
flagged cloudy. Currently, the threshold for all views and locations is set to 0.1 K.

Spatial
Coherence*

11 /xm and 
11/12 /xm 
difference

Day/Night Ocean/Land Pixels contaminated by cloud will have a much higher variability in terms of BT. 
The standard deviation of a 3 x3 pixel block is calculated and if this value is higher 
than a threshold (0.2 K for ocean pixels, 1.5 K and 1.0 K for day time and night 
time land pixels, respectively), the pixels are flagged cloudy. Some variability may 
result from variation of surface temperature (e.g. ocean fronts). To verify that this 
variation is not due to surface temperature, the average difference between the 11 
and 12 /xm BTs, which is assumed insensitive to surface temperature variations, is 
compared to that for neighbouring clear pixels. If the averages differ by less than a 
0.1 K, the original 3x3 pixel block is flagged clear.

1.6 /xm 
Histogram

1.6 /xm Day Ocean The signal over cloud is high and variable. In a distribution of data from this chan­
nel, clear pixels will form a peak at low reflectances. This peak is used to derive a 
1.6 /xm threshold. For pixels affected by sun-glint, a spatial coherence test (similar 
to that for the 11 /xm channel) is implemented. The test is based on a technique 
developed by Saunders (1986).



Table 2.2. Summary of AATSR cloud tests, continued..

Test Channel Day/Night Ocean/Land Description
1 1 /1 2  p m  

Nadir/Forward

11/3.7 p m 
Nadir/Forward

Infrared
Histogram

11 p m 
nad/fwd 
1 1 / 12  p m

3.7 pm 
nad/fwd 
11/3.7 pm

11/12 pm 
difference

Day/Night Ocean

Night Ocean

Day/Night Ocean

The test is based on differential absorption of atmospheric water vapour in the ther­
mal channels and BT deficit due to water vapour with increasing atmospheric path- 
length. This relationship may differ from expected in the presence of cloud. The 
difference between the nadir- and forward-view 11 pm BTs are compared to a mod­
elled nadir-forward BT difference based on the observed difference between the 
nadir 11 and 12 pm difference. If the discrepancy between the two is greater than a 
threshold (currently set to 0.15 K), the pixel is flagged cloudy.
The basis of this test is as for the 11/12 pm nadir/forward test, but the 3.7 pm chan­
nel data are used for the nadir- minus forward-view difference. This is compared 
to a modelled value based on the 3.7 minus 11 pm BT difference. Currently, the 
threshold for cloudy pixels is set to 0.075 K.
This test is aimed at detection of low stratus clouds, the most likely clouds to have 
been missed by the previous tests. Firstly, for cloud-free pixels, the 11 and 12 pm 
BT difference is almost entirely due to absorption due to water vapour as the latter 
is more affected by this variable. Water vapour is most highly concentrated in the 
troposphere, thus radiation originating from clouds is not affected by water vapour 
as much as radiation originating from the ground. Secondly, the emissivity of low 
clouds is slightly higher in the 12 pm channel than in the 11 pm channel. The 
combination of these two effects reduces the BT difference, and can therefore be 
used to identify cloud. One of the conditions of this test is that the variation of 
atmospheric water vapour is small over an AATSR image of 512x512 pixels. An 
additional correlation test is also employed to account for situations where there 
is some atmospheric variability over a scene. For clear pixels, the 11/12 pm BT 
difference should negatively correlate with the BT in one channel (due to the effects 
of tropospheric water vapour). For cloudy pixels, the correlation is positive. This 
test is always applied last and only operates on pixels that have not been flagged 
cloudy by any of the previous tests.



Table 2.3. Nadir-view SST coefficients latitude bands.

Region Name Region Centre Latitude Limits
(°) (°)

Tropical 12.5 0-25
Mid-latitude 37.5 25-50
High-latitude 62.5 50-82

three-channel retrieval (D3), which uses data from the three thermal channels from both 
views. The general expression for (A)ATSR SST can be written as:

n
S S T  =  a0 +  £ > iTi (2.7)

i=l

where n is the number of measurements used, is the BT, obtained from measurement 
i (from any of the three thermal channels, using either the nadir- or forward-view) and 
aQ and a* are retrieval coefficients. For night time retrievals, N3 and D3 SSTs are calcu­
lated, augmented by the N2 and D2 retrievals during the day when data from the 3.7 fim 
channel are not available.

A full description of this scheme, originally developed for the ATSR-1, is given by 
Zavody et al. (1995); similar methodologies have been employed for the ATSR-2 and 
the AATSR. In summary, TOA BTs are simulated for many atmospheric profiles for 
SSTs within ±4 K of the near surface air temperature specified by these profiles. Coef­
ficients are then derived for each of the four SST retrievals via a least-squares fit. For 
the three-channel SSTs (N3, D3), the coefficients for the 3.7 fim channel are weighted 
more heavily than for the 11 and 12 fim  channels, as this channel is less affected by 
atmospheric attenuation. For the same reasons the two-channel retrieval coefficients are 
weighted in favour of the 11 /im channel.

For the AATSR, the coefficients are calculated for 38 across track bands (from the 
swath centre), as it was not considered practical to calculate coefficients for all pixel 
viewing angles across the swath. The error, introduced as a result of this band-averaged 
viewing angle approximation, is considered to be negligible. Coefficients for the dual­
view SSTs are not regionally dependent. Conversely, the nadir-view SST are determined 
for three separate latitude bands, as shown in Table 2.3.
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Table 2.4 shows the AATSR coefficients for each of the four SST retrievals corre­
sponding to the centre and edge of swath positions for the 1-km resolution SST retrievals. 
Similar low-noise coefficients have been derived for the spatially-averaged SSTs.

The temperature and water vapour profiles used to derive the AATSR coefficients 
have been sourced from a globally representative set of 1290 profiles derived from 1995 
ECMWF operational data. Concentrations of the other atmospheric species with absorp­
tion bands in the spectral bandwidth of the (A)ATSR channels have been obtained from a 
number of difference sources, as described by Zavody et al. (1995). Tropospheric marine 
aerosols have been included in the RT model used to generate the retrieval coefficients 
for all of the ATSR instruments. Stratospheric volcanic aerosols were also introduced 
into the dual-view retrieval scheme during the latter part of 1999 following the work of 
Brown et al. (1997) and Merchant et al. (1999), after ATSR-1 validation results indicated 
that the retrievals were significantly affected by aerosols ejected into the stratosphere by 
the Mount Pinatubo eruption in 1991 (Donlon & Robinson 1998). At the time of writing, 
both sets of (A)ATSR nadir-view coefficients have not been made robust to stratospheric 
aerosols (A. Birks, 2004, personal communication).

In developing the original ATSR-1 coefficients, input sea surface emissivities were 
calculated for each of the infrared channels for a calm sea using Fresnel’s equations, 
which express emissivity as a function of angle of incidence, and horizontal or vertical 
polarisations (see Chapter 3). The emissivity spectra were sourced from Hale & Querry 
(1973). For the AATSR coefficients, the scheme has been updated to include the effects 
of windspeed on emissivities in the forward view, based on the model proposed by Watts 
et al. (1996). These effects are discussed further in Chapter 3.

2.4.1.1 Previous Validation of ATSR-1 and -2 SSTs

Several authors have published the results of comparisons between SSTs derived from 
the ATSR-1 and -2 and in situ measurements. These results are summarised in Tables
2.5 and 2.6, and have been subdivided into comparisons with SSTs derived at depth (e.g. 
from buoy data, hereafter referred to as Bulk SSTs, or BSSTs), and SSTs derived from 
at-surface radiometric measurements, respectively.

The validation results indicate that the relative performance differs between the ATSR 
SST algorithms. These differences, which are investigated further in Chapter 3 with 
the AATSR, are primarily a result of the differing sensitivities of the SST retrievals to 
atmospheric conditions. Significantly better results are obtained using the dual-view 
SSTs, highlighting the advantages of the ATSRs dual-viewing geometry over traditional
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Table 2.4. Current operational AATSR retrieval coefficients for 1-km resolution SSTs for centre and edge-of-swath pixels. Band 0 
corresponds to the centre of the swath and band 37 to the edges. Coefficient subscripts indicate channel (3.7, 11, 12) and nadir (n)

or forward (f) view data.

SST Region Swath
Band ^3.7 ,n &ll,n

Coefficients
^12 ,n fl3.7,/ au ,/ fl12,/

N2 Tropical 0 -0.339206 - 3.42010 -2.42112 - - -

37 -0.562803 - 3.48812 -2.48845 - - -

Mid-lat 0 -1.40941 - 3.42918 -2.42674 - - -

37 -1.74972 - 3.49702 -2.49350 - - -

High-lat 0 4.55286 - 3.18678 -2.17224 - - -

37 -5.18054 - 3.23917 -2.22244 - - -

D2 Global 0 2.82873 - 5.42073 -3.07655 _ -3.19957 1.84278
37 2.29024 - 6.75881 -3.86940 - -4.55289 2.65270

N3 Tropical 0 0.0410357 1.08097 0.652494 -0.729504 _ _ _

37 0.0685643 1.09197 0.643431 -0.731267 - - -

Mid-lat 0 1.00331 1.11123 0.581540 -0.691968 - - -

37 1.10945 1.12114 0.573673 -0.694108 - - -

High-lat 0 1.17215 1.13266 0.546548 -0.678972 - - -

37 1.26708 1.14157 0.539633 -0.681018 - - -

D3 Global 0 0.697663 2.50940 0.629694 -0.734081 -1.47048 -0.338546 0.401133
37 0.721492 3.08114 0.805831 -0.907091 -2.05184 -0.504326 0.573038



single-view SST retrieval utilised by sensors such as the AVHRR. In general, the best 
agreement with the in situ BSSTs is achieved by using the D3 algorithm.

Overall, the ATSR-1 N2, D2 and N3 validation results exhibit a significant negative 
bias, which is of the order of -0.7, -0.4 and -0.4, respectively. Mutlow et al. (1994) and 
Barton et al. (1995) also observe a slight negative bias when comparing the D3 SSTs to in 
situ measurements of BSST. This negative bias has been attributed to aerosol contamina­
tion from the Mount Pinatubo eruption that occured in 1991, which ejected large amounts 
of aerosol into the stratosphere (Donlon & Robinson 1998, Merchant et al. 1999). The ef­
fects of aerosol on the ATSR SST retrievals have been researched by Zavody et al. (1994) 
and Dundas (1991), who find that the dual-view SSTs are less affected by aerosols due 
to the additional information about the atmosphere gained from using the forward view. 
In addition, Zavody et al. (1994) and Dundas (1991) find that the difference between the 
equivalent dual- and nadir-view SSTs (hereafter referred to as D-N) moves from being 
negative to positive under conditions of heavy aerosol loading, thus providing a tracer 
for aerosol in SST data. This phenomenon, together with the effects of aerosols on SST 
retrievals from the AATSR, is discussed further in Chapters 3 and 4. For all the ATSR-1 
validation results, except for those reported by Barton et al. (1995), the D-N is positive, 
suggesting the presence of aerosol in the instrument FOV. The results of Barton et al. 
(1995) are thought to be relatively unaffected by Pinatubo aerosols due to the geographi­
cal location of the measurements being away from the area most affected by the eruption 
plume.

For the ATSR-2 sensor, there are relatively few published validation results. How­
ever, for those data that have been collected, in general the biases and standard deviations 
of the results are smaller than for the earlier ATSR-1, perhaps reflecting improvements 
to the retrieval algorithms as the mission matured. These data were also obtained after 
levels of stratospheric aerosols had returned to near-normal after the Pinatubo eruption, 
and so are less likely to suffer from this type of contamination. This is indicated by the 
D-N, which is negative for all results. For ATSR-2, biases of 0.27 K, 0.05 K, 0.60 K and 
0.05 K are reported by Parkes et al. (2000). However, these results correspond to single 
data points, so only limited conclusions can be drawn. The results reported by Nightin­
gale & Llewellyn-Jones (2003) are excellent, with a bias for the N3 and D3 algorithm of 
only a few hundredths of a degree.
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Table 2.5. Validation results from ATSR-1 and ATSR-2 where the in situ measurements have been obtained using a radiometer. 
Note, for ATSR-1, the 3.7 fim channel failed on 27 May 1992. Where there is no figure given in the standard deviation columns, it

is because there is only one data point available for validation.

Authors ATSR Date
MM/YY

Region
Data

N2
Bias
(K)

StDev
(K)

D2
Bias
(K)

StDev
(K)

N3
Bias
(K)

StDev
(K)

D3
Bias
(K)

StDev
(K)

Barton et 
(1995)

al. 1 km1 09-12/91 16-31° S, 
145-168° E

-0.16 0.45 -0.23 0.45 -0.06 0.36 0.20 0.20

Smith et 
(1994)

al. 1km1 11/91 0-15° S, 
0-25°W

-2.1 0.26 -0.6 0.25* - - - -

Thomas et 
(1993)

al. 1 km1 10/91-
05/92

Meridional
transect

-0.78 0.18 -0.54 0.22 - - - -

Donlon & 
Robinson 
(1998)

ASST1 09/92 10-22° N, 
12-40° W

-0.78 0.22
(RMS)

-0.54 0.18
(RMS)

Donlon et 
(1999)

al. 1 km1,a 03/96 50-51°N, 
5-6° W

-1.23 - -0.57 - - - - -

Parkes et 
(2000)

al. 1 km1,b 07-08/96 10-22° N, 
12-40° W

0.10 - -0.18 - - - - -

Parkes et 
(2000)

al. 1 km2,b 07-08/96
day/night

10-22° N, 
12-40° W

0.27/0.61 - 0.05/0.26 - 0.60 - 0.50 -

Nightingale & 
Llewellyn- 
Jones 
(2003)

1 km2,d 06-07/02 7-12° S, 
58-64° E

0.09 0.17 -0.03 0.13

1 SSTs from ATSR-1
2 SSTs from ATSR-2
“ SSTs averaged over measurement transect
b SSTs averaged 3x3 pixel block. Uses spatially averaged coefficients with localised atmospheric smoothing.



Table 2.6. Validation results from ATSR-1 and ATSR-2 where the in situ measurements are of bulk SST (BSST). Note, for ATSR-1, 
the 3.7 /im channel failed on 27 May 1992. Where there is no figure given in the standard deviation columns, it is because there is

only one data point available for validation.

Authors ATSR Date Region N2 D2 N3 D3
MM/YY Data Bias StDev Bias StDev Bias StDev Bias StDev

(K) (K) (K) (K) <K) (K) (K) (K)
Donlon 
et al. 
(2002)

ASST1’0 08/91-
08/95

Global — 0.07 0.47
(RMS)

“ * -0.17 0.46
(RMS)

Forrester
&
Challenor
(1995)

1 km1 09/91 62-64° N, 
3-7° W

-0.41 0.38
(RMS)

Forrester
&
Challenor
(1995)

ASST1 09/91 62-64° N, 
3-7° W

-0.45 0.45 -0.66 0.22

Barton 
et al. 
(1995)

1 km1 09-12/91 16-31° S, 
145-168°E

-0.41 0.36 -0.47 0.31 -0.33 0.22 -0.08 0.32

Thomas 
et al. 
(1993)

1 km1 10/91-
05/92

Meridional
transect

-0.78 0.18 -0.54 0.22



Table 2.6. Continued..

Authors ATSR Date
MM/YY

Region
Data Bias

(K)

N2
StDev

(K)

D2
Bias
(K)

StDev
(K)

Bias
(K)

N3
StDev
(K)

D3
Bias StDev 
(K) (K)

Harris 
et al. 
(1995)

1 km1'11 02-03/92
day/night

45° N - 50° S —0.19/—0.39 0.62/0.39
(RMS)

Harris 
et al. 
(1995)

ASST1’6 02-03/92
day/night

45° N - 50° S —0.24/—0.45 0.48/0.42
(RMS)

Mutlow 
et al. 
(1994)

ASST1 04-05/92
day/night

70° N - 60° S -0.58 0.47
(RMS)

-0.36 0.42
(RMS)

-0.46 0.40
(RMS)

-0.03 0.36 
(RMS)

Harrison 
& Jones 
(1993)

ASST1 08/92 50° N-50° S 
day/night

—0.4/0.5

Donlon & 
Robinson 
(1998)

ASST1 09/92 10-22° N, 
12-40° W

-0.81 0.22
(RMS)

-0.57 0.12
(RMS)

1 SSTs from ATSR-1
2 SSTs from ATSR-2
“ ATSR ASSTs averaged over 4 cells 
b Uses additional atmospheric smoothing 
c SSTs averaged 5x5 pixel block.



2.4.1.2 The AATSR SST Validation Programme

To ensure continuity of the ATSR mission, a similar validation programme has been 
developed for the AATSR. A number of experiments comprise this programme, which 
includes validation against the global buoy network (O’Carroll et al. 2005) and SSTs col­
lected from ship-mounted sensors (e.g. Barton & Pearce 2003, Nightingale & Llewellyn- 
Jones 2003). The result of one of these experiments is presented in Chapter 4 of this 
thesis. In this chapter, AATSR SSTs recorded during 2003 have been validated over the 
Caribbean sea, using in situ observations of SST from the Marine-Atmosphere Emitted 
Radiance Interferometer (M-AERI). This validation experiment, which extends over a 
full year, is the most extensive yet performed for any of the ATSR instruments using 
in situ SSTs derived from radiometric measurements. The results also provide a first 
opportunity to study seasonal biases using in situ observations of this type.

Early data collected from four validation experiments reported by Barton & Pearce 
(2003) (two data sets), Nightingale & Llewellyn-Jones (2003) and O’Carroll et al. (2005) 
suggest that the AATSR D3, D2 and N3 retrievals are performing well within the target 
0.3 K accuracy. The results for the N2 validation performed by Barton & Pearce (2003) 
are comparatively poor, with biases of several tenths of a degree (usually AATSR is 
warm) and high standard deviations (1.27-1.52 K). Results from an additional experiment 
in the Bay of Biscay, where the in situ SSTs have been obtained from the Infra-red 
Autonomous Radiometer (ISAR), demonstrate that the D3 SSTs agree with the in situ 
data to within 0.3 K over this geographical area. The ISAR validation results for D2 also 
approach this accuracy. However, the N3 and N2 SSTs are biased by —0.37 (standard 
deviation 0.48 K) and +0.54 (standard deviation 0.29 K), respectively, from the in situ 
data (C. Donlon, personal communication). Overall, these results confirm that the dual­
viewing geometry utilised by the (A)ATSR is extremely beneficial in obtaining accurate 
SSTs, particularly when data from only two channels is available.

2.4.2 AATSR Land Surface Temperature

For the first time in the history of the ATSR mission, an operational product has been 
developed with the objective of providing global measurements of LST. The following 
section provides an overview of this product, which became operational on 10 March 
2004, based on the detailed description given by Prata (2002a) and references therein.

The target accuracy of the operational LST retrievals is 2.5 K, with better results 
expected at night (~1.0 K) when the effects of differential surface heating (e.g. shad-
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owing), are absent. Results of a validation campaign where the prototype version of the 
product has been compared with in situ LST data is presented in Chapter 5. The product 
utilises a nadir-only split-window algorithm:

L S T  — + b f j ( T n  — Ti2)n + (&/,* +  c/5j)T12 (2.8)

where &/,* and c/^ are coefficients that depend on land type class (or biome) i,
fractional vegetation cover /  and precipitable water pw, and Tn and Ti2 are the AATSR 
BTs in the 11 and 12 pm channels, respectively. At the time of writing, the AATSR 
product uses 14 different biomes, including one lake class. The auxiliary data i, f  and 
pw depend on geographical location; /  and pw are also dependent on season and time of 
day (the latter is currently operational for lake class only). These auxiliary datasets are 
discussed later in this section.

The development of multi-window algorithms requires approximations to allow a 
linear dependence of ST on TOA BTs (Chapter 1). The variable n in Equation 2.8, which 
allows a small degree of non-linearity and tuning of the algorithm based on validation 
results, is defined as:

where m is a variable parameter that controls the dependence on the viewing angle, 9. If 
m  is set to infinity, n tends to unity, and the algorithm becomes linear. The coefficients 

bfj and are defined as:

af,i,pw =  d[sec 9 -  l]pw +  f a v4 + (1 -  / ) a M (2.10)

bf,i — fbv î +  (1 — f)b s,t (2 .11)
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Table 2.7. Operational AATSR LST retrieval coefficients (Prata 2002b )

Land class Day/Night Qv,i 0's, i bv,i bg,i Cv,i Cs,i

1 Day/Night 0.6907 6.0951 3.8129 4.5637 -2.8456 -3.3617
2 Day/Night -0.5393 4.6301 3.6472 4.3652 -2.7218 -3.2155
3 Day/Night -0.6885 4.8786 3.6472 4.3652 -2.7218 -3.2155
4 Day/Night 1.0801 1.0801 3.2972 3.2972 -2.2909 -2.2909
5 Day/Night 0.7804 1.4910 3.2721 3.8117 -2.3374 -2.7233
6 Day/Night 0.9089 0.0348 3.3511 3.9038 -2.3890 -2.7891
7 Day/Night 0.7994 0.7994 3.5088 3.5088 -2.5065 -2.5065
8 Day/Night 1.5662 0.7833 3.1384 3.6560 -2.2419 -2.6121
9 Day/Night 0.8965 0.8965 3.4867 3.4867 -2.4908 -2.4908
10 Day/Night 1.0817 1.0817 3.3039 3.3039 -2.2955 -2.2955
11 Day/Night 0.7075 0.7041 3.7832 3.7832 -2.7868 -2.7868
12 Day/Night 0.8810 0.8810 3.4106 3.4106 -2.4133 -2.4133
13 Day/Night 1.0801 1.0801 3.2972 3.2972 -2.2909 -2.2909
14 Day -0.0005 -0.0005 2.4225 2.4225 -1.4344 -1.4344
14 Night -0.3658 -0.3658 2.3823 2.3823 -1.3556 -1.3556

Cf,i =  f c v,i +  (1 -  f ) c8,i (2.12)

where d is a second ‘tuning’ parameter that is derived empirically using the results of val­
idation experiments. Currently, the values of m  and d are set to 5.0 and 0.4, respectively, 
in the LST retrieval algorithm (A. Birks, 2004, personal communication). Values for the 
coefficients [a, b, c]Vj  and [a, b, c]S)j, given in Table 2.7, are determined for each biome 
i using simulation datasets to forward model the TOA BTs using a similar methodol­
ogy to that adopted for the (A)ATSR SST retrieval scheme. These are, in fact, separate 
regression coefficients for vegetated (subscript v) and and bare surfaces (subscript s), 
respectively, which are weighted according to the value of /  (between 0 and 1 by defini­
tion). The algorithm becomes independent of /  if [a, b, c]Vji = [a, b, c]8̂ \ from Table 2.7 
we observe that biomes 4 and 9-14 fall within this category.
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F i g u r e  2.8. Global map showing the distribution o f AATSR LST biomes 1-14 (data 
courtesy o f  RAL). See Table 2.8 for a description o f  the biome types.

2.4.2.1 Auxiliary Data

Figure 2.8 illustrates the global distribution o f  the 14 AATSR LST biomes with the cor­

responding descriptions o f each biome given in Table 2.8; the biomes utilised for this 

product were determined from Dorman & Sellers (1989).

The auxiliary fractional vegetation data are tabulated on a 0.5° grid, with separate 

global datasets for each month o f the year to allow a more realistic estimate o f the veg­

etation proportion in geographical regions where this parameter may be seasonally de­

pendent. These data were derived using a composite o f two datasets: monthly vegetation 

fraction estimates from Dorman & Sellers (1989) for the biomes given in Table 2.8 and 

International Satellite Land Surface Climatology Project (ISLSCP) Normalised Differ­
ence Vegetation Index (NDVI) global composite at 1° x 1° resolution, with the latter 

being used as an estimate o f ‘greenness’. Figure 2.9 shows global data plotted for the 

month o f June.

The auxiliary precipitable water data, also tabulated on a 0.5° grid, with separate 

global datasets for each month o f the year, is based on 2.5° x 2.5° NASA Water Vapour 

Project (NVAP) climatology. The purpose o f these data is to correct for increasing at­
mospheric absorption with deviation from true nadir (i.e. 0.0 °) towards the edges o f the
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Table 2.8. AATSR LST biomes derived from Dorman & Sellers (1989). See Figure 
2.8 for global distribution o f these biomes.

Biome Number Description
1 Broadleaf evergreen trees
2 Broadleaf deciduous trees
3 Broadleaf and needleleaf trees
4 Needleleaf-evergreen trees
5 Needleleaf-decidous trees
6 Broadleaf trees with groundcover
7 Groundcover
8 Broadleaf shrubs with groundcover
9 Broadleaf shrubs with bare soil
10 Dwarf trees, shrubs with groundcover
11 Bare Soil
12 Broadleaf-deciduous trees with winter wheat
13 Perenial land ice
14 Permanent lakes
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F igure  2.9. Global map showing the distribution o f AATSR LST fractional vege­
tation data for the month o f  June (data courtesy o f A. Birks o f RAL).
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F i g u r e  2.10. Global map showing the distribution o f AATSR LST auxiliary pre- 
cipitable water data for the month o f June (data courtesy o f  A. Birks o f RAL).

swath. From Equation 2.10, we see that this variable has no effect where 0 =0.0°, i.e. at 

the centre o f the swath. Figure 2.10 shows global data plotted for the month of June.

Additional auxiliary information regarding the confidence o f  the retrieved LST is 

presented in the form o f a topographic variance flag (TVF) dataset at 0.5° x 0.5° res­
olution (Figure 2.11), developed using a 30 arc second digital elevation model (DEM). 

LSTs derived in topographically variable regions may be subject to increased uncertain­
ties, largely due to the dependence o f surface emissivity on viewing angle (Chapter 1). 
Such regions are assigned a low confidence rating, conversely, LSTs derived over to­

pographically uniform regions are assigned a high confidence. Figure 2.11 shows the 

global variation o f  TVF; the values o f  the flags are shown in Table 2.9.

2.4.2.2 The AATSR LST Validation Programme

An AATSR LST validation programme, similar to that for SST validation, has been es­

tablished. As operational LST retrievals are new to the (A)ATSR mission, there are no 

previous results for validation o f LSTs from ATSR-1 and ATSR-2. A number o f exper­

iments comprise this programme. These include validation against LSTs derived from 

(i) in situ radiometers permanently deployed at designated validation sites, (ii) in situ
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F i g u r e  2.11. Global map showing the distribution o f topographic variance flag 
auxiliary data (data courtesy o f A. Birks o f RAL).

Table 2.9. Topographic variance flag definitions

Flag Topography Confidence
0 Extremely flat ground Very high
1 Some topographic variation Good
2 Significant topographic variation Low
3 Extreme topographic variation None

radiometers, where the measurements have been made during specific validation cam­

paigns and (iii) other LST, or proxy LST, data sets, such as sub-surface LST measure­

ments and near-surface air temperature data. The results o f one o f these experiments, 

which falls within category (ii) above, is presented in Chapter 5 o f this thesis. This ex­

periment also represents the first attempt at validation o f AATSR LSTs over a site that is 

heterogeneous on the scale o f an AATSR pixel.

Results from other validation experiments suggest that the performance o f the al­

gorithm varies with geographical location and biome. Coll et al. (2005) obtain a bias 

(AATSR-in situ) and standard deviation o f +3 .0  K and 0.9 K, respectively, over an agri­
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cultural field site in Spain (biome 6). For the Thangoo validation site in Australia, also 
of biome 6, a bias and standard deviation of —4.1 and 3.3 K is obtained. Over two other 
Australian validation sites, Amburla (biome 7) and Uardry (biome 9), better results are 
obtained. For Amburla, the results yield a bias and standard deviation of -1.1 K and
1.5 K. For Uardry, these figures are calculated to be —0.2 K and 0.9 K (results for all 
Australian validation sites obtained from F. Prata, personal communication). Excellent 
results are also obtained over the Lake Tahoe (USA) validation site (biome 14) yield a 
bias and standard deviation of +0.05 K and 0.37 K (S. Hook, personal communication).

The variability and magnitude of the observed biases reflect the difficulties in obtain­
ing accurate observations of LST from satellite data. As discussed in Chapter 1, accurate 
in situ observations of LST are also much more difficult to obtain due to the spatial and 
temporal variability of this parameter. The results also highlight the need for an extensive 
validation, over several sites within each biome, to fully characterise these biases.

2.5 Summary

The AATSR is the third instrument in the ATSR series, designed to provide accurate 
measurements of the Earth’s surface in the visible and infrared region of the electromag­
netic spectrum, at approximately 1 km spatial resolution. These measurements are used 
primarily to infer SST, LST and vegetation indices that can be used in many climato- 
logical applications. As the focus of this thesis is ST retrievals from the AATSR, the 
emphasis of this chapter and subsequent sections is on the measurements made in the 
infrared.

The AATSR instrument has a number of advantages over other instruments designed 
for similar applications, such as the AVHRR and MODIS sensors. Its design uses an ex­
ceptionally stable on-board calibration system for its infrared channels, which, together 
with actively cooled detectors, gives extremely high radiometric sensitivity and accuracy. 
Pre-launch calibration of these infrared channels, at 3.7, 11 and 12 (i m, demonstrated ac­
curacies of better than 30 mK. In addition, a conical scanning mechanism enables mea­
surements to be made both at nadir and in the along-track direction at approximately 55°, 
providing additional information about the intervening atmosphere.

For SSTs derived from AATSR data, four retrievals are performed operationally. 
These comprise: a three-channel, dual-view retrieval (D3), a two-channel, dual-view 
retrieval (D2), a three-channel, nadir-view retrieval (N3) and a two-channel, nadir-view 
retrieval (N2 - the traditional split-window retrieval). The target accuracy of these re­
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trievals is ±  0.3 K, la. The two-channel retrieval scheme is only implemented when 
data from the 3.7 /im channel are not available (e.g. during the day, when it is contami­
nated with solar radiation), as the coefficients are larger and therefore more susceptible to 
noise. Moreover, previous research and validation results indicate that the three-channel 
retrievals are superior to their two-channel counterparts. Validation results using ATSR-1 
and -2 SSTs indicate that the retrievals have the potential to meet the target 0.3 K accu­
racy, although biases of the order of several tenths of a degree have been observed in a 
number of cases.

For LST, an operational retrieval scheme has been developed for the first time during 
the (A)ATSR mission. The scheme, which became operational in March 2004, utilises 
a nadir-only, split-window algorithm with a target accuracy of 1.0 K at night, and 2.5 K 
during the day. Data from the forward view are not included due to the high dependence 
of land surface emissivity on viewing angle. In addition, the temporal separation between 
the forward and nadir-view measurements is 150s, during which time significant diurnal 
heating (of the order of several tenths of a degree) may have occurred.

A comprehensive programme for validation of both SSTs and LSTs derived from 
AATSR data has been established. This validation programme is vitally important to 
assess the accuracy of these data, and in the case of SST, to establish continuity with 
SSTs derived from ATSR-1 and -2. Early validation of SSTs derived from the AATSR 
data suggest that the D3, D2 and N3 retrievals are performing well within the target 0.3 K 
accuracy in most cases. Results for the N2 SSTs are biased by several tenths of a degree. 
Results from LST validation experiments (note the AATSR LST retrieval is also an N2 
retrieval) also yield significant biases; which, in some cases, amount to several K.

In Chapter 3, causes of biases in the AATSR retrievals are investigated by means of 
a simulation study. While this provides insight into the behaviour of the retrievals under 
various atmospheric and surface conditions, it is only through validation with equivalent 
in situ data that the true accuracy of the SSTs and LSTs can be assessed. The results 
of two such validation experiments are presented in Chapters 4 and 5. Both these ex­
periments form an integral part of the overall AATSR validation programme (for SST 
and LST, respectively) and have been instrumental in improving our understanding of 
sources of bias in the retrieval algorithms.
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Chapter 3 

The AATSR: A Sensitivity Study

Previous (A)ATSR validation results (Chapter 2) have shown that the performances of 
the four SST retrievals, N2, D2, N3 and D3, differ substantially. This is principally 
due to the differential dependence of the signals in each (A)ATSR thermal channel on 
atmospheric conditions prevalent at the time of the satellite overpass. As we have seen 
in Chapter 1, it is this differential dependence that forms the basis of the multi-window 
approach to SST and LST retrieval that has been adopted for spacebome sensors, such 
as the AVHRR and the (A)ATSR, in order to correct for the effects of the atmosphere. 
In this Chapter, the dependence of the measured AATSR TOA BTs, and retrieved SSTs 
and LSTs, on varying atmospheric and surface conditions is examined by simulating the 
TOA signal using an RT model for a given set of surface and atmospheric conditions, 
and then applying the operational retrieval algorithms to these data.

3.1 Forward Modelling of AATSR TOA BTs

3.1.1 The Oxford Reference Forward Model

Given a set of surface and atmospheric conditions, the TOA signal measured by a space­
bome sensor can be calculated using the RT equation, providing the view angle and 
instmment response are also known (Chapter 1). The Reference Forward Model (RFM), 
a line-by-line RT model, developed at the University of Oxford (UK), was employed for 
this purpose (see www-atm.physics.ox.ac.uk/RFM/). The model is based on GENLN2 
(Edwards 1992) and was specifically designed to provide reference spectral calculations 
for the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS), a high- 
spectral resolution limb-sounding instmment that is also on board the Envisat satellite.

52



Although originally designed for limb-sounding simulations, the model can also be run 
in nadir-sounding mode, where the zenith angle is specified. The model has some lim­
itations, including assuming a plane-parallel atmosphere for nadir sounding mode and 
ignoring the effects of scattering. Specular reflection at the surface is assumed for down- 
welling radiance.

The RFM can be operated for any spectral range between 0.001 cm-1 and 20,000 cm-1 
(10 m - 0.5 /zm) at a resolution of 0.0004 to 1.0 cm-1. The input spectral line data 
for atmospheric species in this work are taken from the HIgh-resolution TRANsmis- 
sion database (HITRAN) 2000 (Rothman et al. 2003). Due to this high spectral resolu­
tion, the RFM was employed for this study in preference to other available RT models 
commonly used for such purposes, for example, the MODerate spectral resolution at­
mospheric TRANSmittance algorithm and computer model (MODTRAN - see Kniezys 
et al. (1996) for details). Simulations using the RFM have shown that the spectral reso­
lution of a RT model is critical in terms of the accuracy of simulated AATSR TOA BTs. 
For example, by using a spectral resolution of 1 cm-1, which is the highest mode avail­
able using MODTRAN, the error on the simulated AATSR TOA BTs is estimated to be 
of the order of tenths of a K (e.g. > 0.4 K for the nadir 11 /zm channel for a tropical 
climatology).

Nadir-sounding mode was employed for both the nadir- and forward-view simula­
tions in this experiment. The zenith angles were varied according to the AATSR swath 
position (Figure 3.1), with angles of 0.000° and 55.345° corresponding to the nadir- and 
forward-views, respectively, at the centre of the swath, and 21.433° and 52.809°, for the 
swath edges. These view angles were calculated using the expressions derived by Mason 
(1991) for the orbit height and cone angle of the AATSR (see Chapter 2). For simu­
lations over land, only the nadir-view 11 and 12 /zm channels were considered as the 
current AATSR LST algorithm does not utilise data from either the forward view or the 
3.7 /zm channel. A spectral resolution of 0.01 cm-1 over the bandwidths of the AATSR 
thermal channels (Table 2.1) was used in this study, as this was found to be a reasonable 
compromise between computational time and accuracy (approximately 0.01-0.02 K for 
BTs).

To simulate the AATSR TOA BTs, the radiances output from the RFM were multi­
plied by the AATSR instrument response functions (Figure 2.4) and translated into BTs 
by comparing the integrated radiances with integrated Planck radiances, also multiplied 
by the AATSR instrument response functions. The BT is then the equivalent black body 
temperature that reproduces the integrated AATSR radiances.
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F ig u r e  3.1. Variation o f  AATSR view angle with swath position.

3.1.2 Model Inputs

3.1.2.1 Atmospheric Profiles

Reference atmospheres, specifically designed for use in infrared sounding, for MIPAS- 

related studies (Remedios 1999), were employed in this experiment. Five atmospheres 

corresponding to tropical, mid-latitude day/night and polar summer/winter atmospheric 

conditions are available. These profiles describe the concentrations o f  30 atmospheric 

species, including H20 ,  C 0 2 and 0 3, between the surface and a height o f 120 km with 

a vertical step size o f  1 km. Corresponding pressure and temperature profiles are also 

provided. Figure 3.2 shows the vertical distribution of temperature and water vapour 

profiles for the five reference atmospheres; it should be noted that the temperature and 

water vapour profiles are identical for the mid-latitude day/night reference atmospheres, 

and are thus represented by a single line in Figure 3.2.

Although water vapour is the principal atmospheric gas with absorption lines over 

the bandwidth o f the AATSR thermal channels, several other gases make a small contri­
bution to the total absorption at these wavelengths (determined from the HITRAN 2000 

database). A list o f  these gases, also included in the model for completeness, is given in 

Table 3.1. As the concentrations o f these species are identical in both the MIPAS mid-
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F igure  3.2. Temperature and water vapour profiles for the MIPAS reference at­
mospheres (Remedios 1999). ‘Mid-lat’ describes the temperature and water vapour 
profiles for both the day and night cases, which are identical for these reference

atmospheres.

Table 3.1. List o f  absorbing gases in the AATSR thermal channel bandwidths.

Channel Gases
3.7 fim C 0 2, CO, c h 4, c 2h 6, h 2o , n 2, n 2o , o 3
11 //m C 0 2, FI 1, FI2, F22, H20 , H N 03, 0 3
12 /im CCU, C 0 2, FI 1, F12, F22, H20 ,  H N 0 3, 0 3

latitude day and night atmospheres, all results presented in this study for the mid-latitude 

climatologies hereafter shall be referred to as ‘mid-latitude’. Continuum absorption for 
H20 , CO2 , 0 2 and N 2 was also included in the model calculations.

Only the mid-latitude and tropical atmospheres were included in the land component 
o f this study. The polar atmospheres are not considered, as the study focuses on biome 

12 (broadleaf deciduous trees with winter wheat), which extends over much of Europe, 
N. America, India and China (Figure 2.8). This biome was selected as in situ LST data 

from a site within this biome have been used to validate the AATSR LSTs in Chapter 5. 
However, the results for the BT simulations in this chapter are applicable to the other 13 

biomes used in the AATSR product; the subsequent LST retrievals are specific to biome 

12, as different coefficients are employed for each land type (Chapter 2).
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Table 3.2. Near-surface air temperatures, Tns, corresponding to each model at­
mosphere. Also shown are the central surface temperatures, T0, and range of 
SSTs/LSTs (7s) used in this study. No LST ranges are given for the polar atmo­
spheres, as these data have not been included in the land component of the study

(see text).

Atmosphere Tns
(K)

T0
(K)

SST Range (K) LST Range (K)

Tropical 300.93 301.00 299.00-303.00 291.00-311.00
Mid-Latitude 285.15 285.00 283.00-287.00 275.00-295.00
Polar-Summer 254.90 255.00 253.00-257.00 -

Polar-Winter 256.70 257.00 255.00-259.00 -

3.1.2.2 Surface Temperature

Ts data are not explicitly provided in the reference atmosphere profiles, therefore ap­
propriate values must be chosen independently as input into the RT model. As TOA 
radiances have some dependence on the magnitude of the difference between Ts and 
the near-surface air temperature (Tns), a range of values for Ts was chosen for each at­
mospheric profile. To ensure a physically realistic model, the central value, T0, within 
each range of temperatures was selected to be close to the value of Tns specified in the 
model atmospheres (Table 3.2). For the simulation of TOA BTs over the ocean, an SST 
range of T0 ±  2 K was utilised, which is a good approximation for the majority of air-sea 
temperature differences (e.g. Minnett 1986). For land, the wider range of T0 ±  10 K was 
chosen, as LST may differ by several K from the temperature of the near-surface air due 
to its stronger diurnal temperature range.

3.1.2.3 Surface Emissivity

A number of sources for infrared emissivity of sea water are available. Querry et al. 
(1977) report measured complex refractive indices of several natural waters, including 
the Pacific and Atlantic Oceans. Similarly, Friedman (1969) presents measured complex 
refractive indices of artificial ocean water and distilled water, deriving a small correction 
for the salinity effects of the former. In this study, the complex refractive indices derived 
by Bertie & Lan (1996) for pure water at 25°C have been used to estimate the sea surface 
emissivity for the AATSR thermal channels. Although the effects of salinity are consid­
ered by many to be negligible in terms of SST retrieval (e.g. Masuda et al. 1988), this

56



will be considered in Section 3.4 together with an investigation into the potential effects
of windspeed and surface temperature, which are also thought to affect the emissivity of 
the sea surface.

The equations described by Masuda et al. (1988) have been utilised to derive sea 
surface emissivity for the AATSR thermal channels in this study, as stated below. Given 
the zenith angle and the complex refractive indices of a sample corresponding to a given 
wavelength, the emissivity of that sample at that wavelength can be calculated from:

where e is the emissivity at zenith angle 9, and rj are the complex refractive indices, p is 
the reflectance, which is calculated according to the equation:

9) =  1 -  p(r], 9) (3.1)

(3.2)

The variables 7 || and 7 _l are obtained using Fresnel’s equations:

(?7 cos(0 ) — cos(0 ')) 
(77 cos (9) +  cos(0'))

(3.3)

_  (cos(0) — rjcos(9')) 
(cos(0) +  77COS(0;))

(3.4)

where 9' can be calculated using Snell’s law:

(3.5)

The emissivity for a given radiometer channel, for example, can then be calculated 
according to the following equation (e.g. Becker & Li 1990):
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F i g u r e  3.3. Variation o f the AATSR 11 /zm channel emissivity o f  water with view­
ing angle. The dotted line corresponds to an emissivity o f  one. Emissivities deter­

mined from refractive indices derived by Bertie & Lan (1996) for pure water.

J /i(A )f (A)dA

f i=  am(3-6)

where /  is the instrument response curve for channel i, and A is wavelength. Table 3.3 

gives the AATSR thermal channel emissivities o f water corresponding to the centre and 

edge-of swath, calculated using this methodology and the refractive indices o f Bertie &
Lan (1996). As the emissivity o f water diminishes with viewing angles over 30° (Figure 

3.3), the forward-view emissivities o f the AATSR are always significantly lower than the 

nadir-view emissivities.

Data from the ASTER Spectral Library (1999), which provides measured labora­
tory reflectances for almost 2000 natural and man-made materials, were used to obtain 

suitable land emissivities for input into the RT model. The library contains reflectances 

corresponding to 58 soil samples, 4 vegetation samples and 12 sandstone samples, for 

which the AATSR 11 and 12 //m channel emissivities are plotted in Figure 3.4. The 

corresponding mean and standard deviation o f  the AATSR split-window channel emis­
sivities, categorised by material type, are shown in Table 3.4. These emissivities are 

expected broadly to represent the majority o f  land surfaces on earth. As discussed in 

Chapter 1, the emissivity of land surfaces may vary with viewing angle. With only
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Table 3.3. AATSR nadir and forward triple-window channel emissivities used for 
ocean TOA BT simulations, derived using the refractive indices given by Bertie & 
Lan (1996). Emissivities corresponding to the centre and edge o f swath are shown.

Channel Swath Centre Swath Edge
Nadir Forward Nadir Forward

(0.000°) (55.345°) (21.433°) (52.809°)
3.7 /im 0.9755 0.9496 0.9752 0.9557
11 //m 0.9930 0.9788 0.9929 0.9825
12 /im 0.9850 0.9574 0.9848 0.9642
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F ig u re  3.4. AATSR split window emissivities for some natural land materials, cal­
culated using reflectance data sourced from ASTER Spectral Library (1999). Line 

o f equality (dashed line) is also shown.

the measured reflectances provided in the ASTER database, it is not possible to derive 

emissivity as a function o f viewing angle from these data. However, the variation with 

viewing angle is less severe than for water, and is negligible over the range o f AATSR 

nadir viewing angles (e.g. Sobrino & Cuenca 1999). Therefore it is not necessary to 
consider this effect in this experiment.

From Figure 3.4 and Table 3.4 we observe that, unlike for water, the 11 //m channel 
emissivities are generally lower than for the 12 /im channel. Most o f the materials have 

an emissivity o f approximately 0.97, although a number o f the samples have emissivities

59



Table 3.4. AATSR split window emissivities for some natural land materials, calcu­
lated using reflectance data sourced from ASTER Spectral Library (1999).

Material N Samples 11 /im Channel 12 /im Channel
Mean StDev Mean StDev

K K K K
green vegetation 3 0.9817 0.0079 0.9843 0.0095
dry grass 1 0.9093 - 0.9154 -
soils 58 0.9668 0.0133 0.9750 0.0070
sandstones (all) 12 0.9522 0.0298 0.9633 0.0199
sandstones (0-75 fim) 6 0.9380 0.0379 0.9491 0.0192
sandstones (500-1500 //m) 6 0.9665 0.0051 0.9775 0.0040

that are considerably lower. Green vegetation exhibits the highest emissivity, with simi­
lar values obtained for both AATSR channels; this is to be expected, as green vegetation 
generally shows very little spectral variation over the 8-14 /im waveband, demonstrating 
near grey-body behaviour (Sutherland 1986). For this study, an average of the emissivi­
ties for green vegetation and soils has been adopted, weighted according to the fractional 
vegetation proportion used in the model.

3.2 Methodology

In the following sections, the sensitivity of the TOA BTs measured by the AATSR ther­
mal channels is examined by perturbing the model inputs for each atmospheric scenario. 
For example, the sensitivity to changing surface temperature has been assessed by retain­
ing constant surface emissivities and atmospheric data, and varying the surface tempera­
tures input in the RT model within the ranges defined in Section 3.1.2.2. The BT deficit 
(i.e. how much the TOA BT is depressed compared to the underlying surface temper­
ature) and a response parameter, obtained by fitting either a linear regression line or a 
polynomial, depending on the variable in question, are then calculated from the modelled 
BTs.

The sensitivity to surface emissivity, atmospheric water vapour and temperature has 
also been investigated using this methodology; due to additional dependence of the RT 
equation on the surface-air temperature difference, these simulations have been carried 
out for both the central and extreme values of surface temperatures within the ranges de-
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Figure 3.5. AATSR auxiliary precipitable water variation over the WATERMED 
field site within biome 12; latitude=31.6563, longitude=—7.6058 (see Chapter 5).

fined in Section 3.1.2.2. Simulations have been carried out for both the centre and edge- 
of-swath scenarios, in each case, to characterise the change in sensitivity with across 
track position. Although the same atmospheric data sets are used for both the land and 
ocean components of the study, these results are presented separately in light of the dif­
ferent emissivities and surface temperatures used over the ocean and land.

By applying the operational SST and LST retrieval algorithms to the modelled BTs 
(Chapter 2), the BT responses have been translated into corresponding SST/LST re­
sponses. For the LST simulations, two sets of results have been simulated for the edge-of 
swath scenario, as the algorithm has some dependence on precipitable water for view­
ing angles greater than zero (Chapter 2). As precipitable water varies with season and 
geographical location, the minimum and maximum values corresponding to tropical and 
mid-latitude regions within biome 12, obtained from the AATSR LST product auxiliary 
precipitable water data, have been used in the algorithm and applied to the BTs simulated 
in Section 3.3.3. As an example, Figure 3.5 shows the variation of these data over the 
WATERMED field site (Chapter 5), which lies within biome 12 .

Although it is the response of the operational retrieval algorithms that are of primary 
interest in this study, the BT responses for each sensitivity test are also described within 
the following sections, as these are instrumental in our understanding of the behaviour 
of the AATSR SSTs/LSTs. Furthermore, these results are useful when considered in 
conjunction with TOA BTs that have been modelled in order to characterise anomalous 
matchups from the M-AERI validation campaign (Chapter 4).
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3.3 Model Results: Surface Temperature

3.3.1 Sensitivity of Ocean TOA BTs to SST

Figure 3.6 shows the variation of the AATSR TOA BTs with varying Ts at the centre of 
the AATSR swath. TOA BTs have been simulated for temperatures at intervals of 0.5 K 
within the range specified in Section 3.1.2.2. The BTs shown in Figure 3.6 are differ­
enced from the BT calculated for Ts =  T0 in each case, where T0 is the reference surface 
temperature corresponding to each atmosphere given in Table 3.2 (for each climatology, 
T0 is very close to the atmospheric temperature at a height of 0 km). The responses of 
the BTs, obtained by fitting linear regression lines, are given in Table 3.5.

Although the relationship between Ts and the radiance measured by the sensor is 
non-linear (Section 1.3.1.1), we see from these results that the response is approximately 
linear over the range of interest. The rate of change of BT with surface temperature for 
the 3.7 /xm channel nadir-view data is similar and close to unity for all atmospheres. 
Decreased sensitivity to Ts is observed where atmospheric water vapour attenuation is 
high, with the lowest effect obtained for the 12 /xm channel forward view data simulated 
using the tropical atmosphere. This result is expected as high levels of water vapour in 
the satellite FOV will attenuate any changes in surface-emitted radiance (Harris et al. 
1994); this effect is more profound in the 12 /xm channel where attenuation due to water 
vapour is strongest. In contrast, the highest sensitivity to Ts is observed for the polar 
winter atmosphere, the driest of the reference atmospheres, where the response of all the 
channels for both views is very similar.

Also shown in Table 3.5 is the BT deficit, reflecting the difference between the sim­
ulated TOA BT and the underlying SST (for TS=T0). For all scenarios, except for the 
tropical atmosphere, the BT deficit in the 11 /xm channel is the smallest, which is due to 
the comparatively high emissivity of the sea surface in this channel, compared with that 
of the 3.7 and 12 /xm channels. Results for the tropical atmosphere do not conform as the 
11 /xm channel BT deficit is dominated by the water vapour attenuation of the surface- 
emitted signal. Low atmospheric gaseous attenuation also explains the slightly elevated 
sensitivity of the 11 /xm channel for the polar winter atmosphere when compared to that 
of the 3.7 /xm channel.

The results for the edge-of-swath scenario, also shown in Table 3.5, are very similar. 
Decreased sensitivity together with an increase in the BT deficit is observed in the nadir- 
view data, which is consistent with the increase in viewing angle. The opposite effects 
are seen in the forward-view data, as the zenith angle is lower at the edges of the swath
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F i g u r e  3.6. Response of AATSR TOA BTs to changing surface temperature for the 
MIPAS reference atmospheres. Results are shown for the centre-of-swath scenario 

over the ocean for the temperature ranges given in Table 3.2.

than for the centre, thus the atmospheric pathlength is shorter and the surface emissivity 
higher.

3.3.2 Sensitivity of Retrieved SSTs to SST

Figure 3.7 shows the response of the operational SST algorithms to deviations of Ts from 
To for the centre-of-swath scenario. The quantities represented by the Y axis refer to the 
deviation of the retrieved SST from the true value of Ts input into the RT model (i.e. the 
estimated bias in the retrieval). The calculated SST offsets and responses are given in 
Table 3.6.

As we might expect, the gradients of the regression lines are all similar and close to 
unity, with the N2 SSTs exhibiting the strongest deviation from this ideal. Significant 
offsets (magnitude approximately 0.1 K or greater) are observed for all scenarios, with
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Table 3.5. The BT deficit for Ts = T0 (column A) and the AATSR TOA BT response 
to a change in Ts of 1.0 K for the MIPAS reference atmospheres over the ocean

(column B).

Channel Tropical Mid-Lat Polar Win Polar Sum
A B A B A B A B

(K) (K) (K) (K)
CENTRE OF SWATH

nad 3.7 3.490 0.843 2.290 0.900 1.420 0.950 1.100 0.878
nad 11 5.590 0.500 2.100 0.819 0.860 0.967 0.730 0.806
nad 12 8.450 0.335 3.560 0.707 1.400 0.940 1.230 0.698
fwd 3.7 5.440 0.765 3.770 0.843 2.420 0.918 1.850 0.808
fwd 11 8.500 0.300 3.680 0.705 1.880 0.940 1.360 0.682
fwd 12 11.870 0.157 5.710 0.558 3.110 0.897 2.060 0.537

EDGE OF SWATH
nad 3.7 3.660 0.834 2.410 0.896 1.480 0.948 1.150 0.870
nad 11 5.900 0.477 2.220 0.807 0.900 0.965 0.760 0.794
nad 12 8.830 0.313 3.720 0.692 1.450 0.940 1.270 0.681
fwd 3.7 5.150 0.778 3.530 0.851 2.250 0.921 1.720 0.819
fwd 11 8.140 0.323 3.430 0.720 1.660 0.943 1.240 0.700
fwd 12 11.470 0.175 5.380 0.578 2.740 0.903 1.910 0.559

the exception of the N3 and D2 retrievals for the tropical and mid-latitude atmospheres, 
and the dual-view retrievals for the polar summer. The largest-magnitude bias occurs 
for the N2 retrievals, which demonstrate a warm bias of approximately 0.7 K for both 
the tropical and mid-latitude atmospheres. This bias becomes negative (approximately 
—0.4 K) for the polar atmospheres. A warm bias is also observed for the D2 retrievals for 
the tropical and mid-latitude atmospheres, although the magnitude is significantly lower 
at 50 mK. This bias also becomes negative for the polar atmospheres: for the polar winter 
atmosphere, a bias of approximately —0.5 K is obtained for D2; for the polar summer 
atmosphere, the bias is negligible at approximately —10 mK.

In contrast, small negative biases are observed for both the N3 and D3 retrievals for 
the tropical and mid-latitude scenarios. This bias becomes positive for the N3 SSTs 
obtained using the polar atmospheres, where a more substantial offset of several tenths 
of a degree occurs. The D3 bias remains negative for the polar atmospheres, with a 
negligible bias of only —1 mK for the polar summer atmosphere. A bias of almost
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of-swath scenario over the ocean for the temperature ranges given in Table 3.2. The 

dotted lines indicate the target ±0.3 K accuracy of the AATSR SST retrievals.

—0.2 K is observed for the polar winter atmosphere.

Considering all SST retrievals, only the D3 SSTs fall within the ±0.3 K target accu­
racy zone for all four reference atmospheres. In theory, the bias for all the SST retrievals 
should be zero as the model parameters are ideal, and we have not included any at­
mospheric or surface anomalies. The observed biases may be due to several sources: 
differences in the RT model, surface emissivity, spectroscopy and/or continuum values 
used in this study and those used to generate the SST retrieval coefficients, and/or errors 
in the retrieval coefficients.

Comparing the two-channel (daytime) and three-channel (nighttime) SST retrievals, 
we find that the nadir SSTs are always higher than their dual-view counterparts, except 
for the two-channel polar-summer retrievals. This is particularly apparent for the two- 
channel SSTs, where the dual minus nadir difference (hereafter referred to as D-N) is
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Table 3.6. AATSR SST bias for Ts = T0 (column A) and response (column B) 
to a change in Ts of 1.0 K, for the MIPAS reference atmospheres over the ocean. 
Also shown are the dual-minus-nadir (D-N) SST differences for each atmospheric

scenario.

SST Tropical Mid-Lat Polar Win Polar Sum
A B A B A B A B

(K) (K) (K) (K)
CENTRE OF SWATH

N2 0.699 0.899 0.691 1.098 -0.382 1.030 -0.358 1.066
N3 -0.017 0.993 -0.079 0.988 0.109 0.966 0.417 0.960
D2 0.050 1.007 0.054 1.050 -0.479 0.986 -0.012 1.029
D3 -0.118 1.021 -0.096 1.005 -0.158 0.994 -0.001 0.994

Dual-Nadir SST Difference
D2-N2 -0.649 - -0.637 - -0.097 - 0.346 -

D3-N3 -0.101 _ -0.017 _ -0.267 _ -0.418 _

EDGE OF SWATH
N2 0.751 0.881 0.738 1.090 -0.581 1.036 -0.568 1.058
N3 -0.012 0.988 -0.083 0.987 0.126 0.962 0.454 0.959
D2 -0.003 1.000 -0.054 1.038 -0.649 0.980 -0.129 1.029
D3 -0.157 1.009 -0.141 1.001 -0.203 0.997 -0.053 0.989

Dual-Nadir SST Difference
D2--N2 -0.754 - -0.792 - -0.068 - 0.439
D3--N3 -0.144 - -0.058 - -0.329 - -0.508

approximately —0.65 K for the tropical and mid-latitude atmospheres. This near-global 
negative D-N is consistent with values obtained in recent studies of the variation of D-N 
in observed AATSR data (S. A. Good, 2004, personal communication). Further discus­
sions on the relevance of the D-N are included in Chapter 4.

Results for the edge-of-swath scenario are also shown in Table 3.6. The results are 
very similar to those for the centre of swath, although there are some noteworthy dif­
ferences in the biases between the two sets of results of the order of several tenths of a 
degree. For example, the D3 SSTs have become significantly cooler with changes in bias 
of approximately -0.05 K. The D2 SSTs are also more negatively biased, with the largest 
change (—0.17 K) occurring for the polar winter atmosphere.
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Table 3.7. The BT deficit for Ts = T0 (column A) and the AATSR TOA BT response 
to a change in Ts of 1.0 K for the MIPAS reference atmospheres over land (column

B).

Channel Tropical Mid--Lat
A B A B

(K) (K)
CENTRE OF SWATH

nad 11 5.940 0.492 2.890 0.809
nad 12 8.510 0.333 3.750 0.704

EDGE OF SWATH
nad 11 6.220 0.468 2.990 0.797
nad 12 8.880 0.310 3.900 0.689

3.3.3 Sensitivity of Land TOA BTs to LST

AATSR TOA BTs have been simulated for the mid-latitude and tropical reference at­
mospheres for surface temperatures within the temperature range given in Table 3.2 at 
intervals of 1.0 K. The emissivity used in the model corresponds to a fractional vegeta­
tion of 0.5 (Section 3.1.2.3).

As for the simulated TOA BTs over the ocean, linear regression lines have been 
fitted to the data, where the offsets and responses are given in Table 3.7. The numbers 
are similar to those derived for TOA BTs over ocean, as the BT response to changes 
in surface temperature is approximately linear over the range of interest. The small 
differences observed are due to the different emissivities used in the model for land and 
ocean surfaces.

Again, the results for the edge of swath are similar, with an increase in the BT deficit 
and slightly decreased sensitivity observed (approximately 0.02 and 0.01 for the tropical 
and mid-latitude atmospheres, respectively). This change in BT deficit and sensitivity is 
consistent with the increase in atmospheric path length as we move away from the centre 
of the nadir ground track.
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3.3.4 Sensitivity of Retrieved LSTs to LST

Figure 3.8 shows the response of the operational LST algorithm for biome 12 for pixels 
at the centre of the AATSR swath. The quantities represented by the Y axis refer to the 
deviation of the retrieved LST from the true value of Ts input into the RT model (i.e. the 
estimated bias in the retrieval). The calculated LST offsets and linear responses are given 
in Table 3.8. The results for the mid-latitude atmosphere are near-ideal, where we obtain 
0.05 K and 1.06 for the bias and response, respectively. For the tropical atmosphere, 
the results are comparatively poor, with the bias of 1.13 K and a response of 0.88. As 
the surface - near-surface air temperature difference can vary by several K over land, the 
non-unity of this response will result in a highly changeable bias. For example, at night, 
when the surface - near-surface air temperature difference might be 0 K, the tropical 
LST might be warm biased by approximately 1.13 K. However, during the day, when the 
surface - near-surface air temperature difference may approach 10 K, the retrieved LST 
is expected to be cold-biased from the true LST by only a few hundredths of a K.

From the results given in Table 3.8, we find that the LST response for the edge of the 
swath is very similar to that for the centre-of-swath, particularly in the case of the mid­
latitude climatology. However, the observed biases have increased by approximately 
0.2 K for the maximum value of precipitable water. This suggests that the magnitude 
of the precipitable water correction, which is weighted by the parameter, d, in the LST
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Table 3.8. AATSR LST bias for Ts = T0 (column A) and response (column B) to 
a change in Ts of 1.0 K, for the MIPAS reference atmospheres. Also shown are the 
minimum and maximum values of precipitable water (PW) corresponding to biome

12, used in the calculations.

Min/Max PW Tropical Mid-Lat
PW A B PW A B
(cm) (K) (cm) (K)

CENTRE OF SWATH
— 0.000 1.126 0.875 0.000 0.050 1.060

EDGE OF SWATH
Min 0.587 1.128 0.853 0.178 0.085 1.057
Max 6.764 1.312 0.853 5.646 0.248 1.057

retrieval algorithm, is too high in this instance. It should be noted that for the edge-of- 
swath scenario, no difference in response is observed by varying the value of precipitable 
water used in the LST retrievals, as this is just a constant term in the algorithm (Section 
2.4.2).

3.4 Model Results: Surface Emissivity

3.4.1 Sensitivity of Ocean TOA BTs to Surface Emissivity

To investigate the sensitivity of the AATSR BTs over the ocean to surface emissivity, 
the emissivity has been perturbed from those values defined in Table 3.3 by ±0.006 at 
increments of 0.002. Although the range is not critical as TOA BT varies linearly with 
surface emissivity (see Section 1.3.1.1), this range was chosen as it encompasses most 
of the expected variation of sea surface emissivity as a result of varying salinity and 
windspeed. These effects are discussed further below, together with the implications 
of the temperature dependence of emissivity, which has recently been investigated by 
Newman et al. (2005).

Figure 3.9 shows the response of the AATSR TOA BTs over the ocean at the centre- 
of-swath, for Ts = To; the BTs shown in the plot are differenced from the BT obtained 
for an emissivity deviation of zero in each case. The weak non-linearity observed in
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the modelled data is a result of the precision of the calculated RFM TOA BTs. The 
calculated response parameters, obtained by fitting a linear regression line to the data, 
are given in Table 3.9. Most notably, the forward-view BTs exhibit a lower response 
to changes in emissivity than their nadir-view counterparts, with the lowest response 
observed for the tropical atmosphere. As stated in Section 3.3, this is to be expected, as 
we would expect to see a lower response where the effects of water vapour are greatest. 
Conversely, the results for the drier atmospheres exhibit a higher sensitivity to changes 
in surface emissivity, with the most significant response observed for the polar winter 
atmosphere.

The results for the 3.7 f im  channel demonstrate little variation, varying between 0.012 
and 0.021 K per 0.001 change in emissivity, considering all scenarios for both the for­
ward and nadir view. This sensitivity is consistently less than for both the 11 and 12 f im  

channels, which vary typically between 0.024 and 0.064 K per 0.001 change in emissiv­
ity for all scenarios, except for the tropical climatology. This overall lower sensitivity in 
the 3.7 //m channel can be explained by considering the nature of the Planck function: 
for a given change in temperature, the change in flux at 3.7 /im is much larger than at 11 
and 12 /im. Therefore, for a given change in flux, for example, as a result of a change 
in emissivity of 0.001, at all wavelengths, the equivalent temperature change (which is 
really our BT) is much smaller at 3.7 f i m  than at 11 and 12 /im. Results for the tropical 
atmosphere do not conform, as the sensitivity of the 11 and 12 /im channels is affected 
strongly by the high amounts of water vapour in the satellite FOV.

These results can be put into context by considering factors that are known to af­
fect sea surface emissivity, namely windspeed, salinity and SST. Masuda et al. (1988) 
and Watts et al. (1996) estimate a decrease in emissivity in the forward view of ap­
proximately 0.006 for the effects of direct emission from a roughened sea surface in the 
presence of windspeeds of around 10 ms-1 (typical windspeeds over the ocean are in the 
range of 3-12 ms-1). However, it should be noted that Watts et al. (1996) estimate the ac­
tual emissivity deficit to be much smaller under conditions of high windspeed, when the 
emissivity-enhancing effects of surface-emitted surface-reflected radiation are also taken 
into account. In this instance, radiation emitted from a roughened sea surface at high 
zenith angles may then be reflected by an inclined facet into the satellite field of view, 
increasing the effective emissivity. More recently, experimental observations in the Pa­
cific Ocean of the dependence of infrared emissivity on windspeed, reported by Hanafin 
& Minnett (2005), suggest that the effects are much smaller than the models predict. In 
fact, the results of Hanafin & Minnett (2005) imply no change in sea water emissivity at 
9 and 11 fim for a zenith angle of 40° for windspeeds between 3 and 13 ms-1, and a mean
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shown are for Ts — T0.

increase in sea water emissivity of 0.004 at 55° from zenith for an increase in windspeed 
from 0 to 13 ms-1. The effect of increasing windspeed on nadir-view emissivities is 
estimated to be negligible.

Sea water has a slightly lower emissivity than pure water in the 3.7 and 11 /xm chan­
nels, but a slightly higher emissivity in the 12 /xm channel. For example, if the salinity 
correction derived by Friedman (1969) is applied to the Bertie & Lan (1996) refractive 
indices, changes in emissivity are -0.0007, -0.0004 and +0.0006, for the nadir-view 3.7, 
11 and 12 /xm channels, respectively. Similar results are obtained by comparing the cal­
culated emissivities for sea water and tap water from the ASTER Spectral Library (1999). 
The effects in the forward view are slightly larger, with the largest magnitude difference 
of 0.0017 observed for the 12 /xm channel. The results of Querry et al. (1977) suggest 
that the emissivity of the sea may be even more extreme when compared to the data of 
Bertie & Lan (1996), for example, a difference of +0.007 observed for the forward-view
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Table 3.9. AATSR TOA BT response to a change in surface emissivity of 0.001, for 
the MIPAS reference atmospheres. Results are shown for the centre of swath.

Channel T s -T o
K

Tropical
(K)

Mid-Lat
(K)

Polar Win 
(K)

Polar Sum 
(K)

nad 3.7 -2 0.018 0.018 0.016 0.013
nad 3.7 0 0.018 0.018 0.016 0.014
nad 3.7 +2 0.019 0.021 0.017 0.015
nad 11 -2 0.018 0.041 0.046 0.032
nad 11 0 0.019 0.042 0.047 0.032
nad 11 +2 0.019 0.059 0.048 0.033
nad 12 -2 0.010 0.036 0.049 0.027
nad 12 0 0.010 0.037 0.050 0.028
nad 12 +2 0.012 0.064 0.051 0.029
fwd 3.7 -2 0.016 0.017 0.016 0.012
fwd 3.7 0 0.017 0.017 0.016 0.012
fwd 3.7 +2 0.017 0.017 0.016 0.013
fwd 11 -2 0.007 0.032 0.045 0.023
fwd 11 0 0.007 0.033 0.046 0.024
fwd 11 +2 0.009 0.033 0.046 0.025
fwd 12 -2 0.003 0.024 0.047 0.017
fwd 12 0 0.003 0.025 0.048 0.018
fwd 12 +2 0.003 0.026 0.049 0.019

12 (im channel for the Atlantic Ocean water sample used in the study.

While the effects of windspeed and salinity have been under investigation for several 
years, recent work carried out by Newman et al. (2005) has identified some dependence 
of sea surface emissivity on SST. In this study, which used a combination of retrieved 
emissivities determined over a real and artificial ocean using the Airborne Research Inter­
ferometer Evaluation System (ARIES), the authors observe a marked decrease in emis­
sivity with decreasing SST over much of the thermal infrared. In particular, they note 
a strong feature between 760 and 830 cm-1, which coincides with much of the band­
width of the AATSR 12 fim channel (approximately 800-870 cm-1), obtaining a spread 
of 0.008 over a temperature range of 27 K. Relatively little effect is observed over the 
bandwidth of the 11 fim channel (approximately 881-966 cm-1). Using the tabulated 
complex refractive indices of Newman et al. (2005), which have been derived at temper­
atures of 279.0 K and 301.2 K, the estimated change in emissivity for the AATSR 11
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Table 3.10. Estimated change in sea surface emissivity corresponding to a change 
in SST from 301.2 K to 279.0 K, for the AATSR nadir and forward split-window 
channels, derived using the refractive indices given by (Newman et al. 2005). Emis- 

sivities corresponding to the centre and edge of swath are shown.

Channel Swath Centre Swath Edge
Nadir Forward Nadir Forward

(0.000°) (55.345°) (21.433°) (52.809°)
11 /zm —0.0005 -0.0013 -0.0005 -0.0011
12 /zm —0.0033 -0.0050 -0.0035 -0.0053

and 12 /zm channels between these temperatures is given in Table 3.10. Results for the 
AATSR 3.7 /zm channel are not shown, as the complex refractive indices given by New­
man et al. (2005) are restricted to the 770-1230 cm-1 (approximately 8-13 /zm) range.

The results given in Table 3.9 demonstrate that factors such as salinity, windspeed 
and temperature could potentially alter the measured TOA BT by several tenths of a 
degree, particularly for the drier atmospheres. From the general RT equation (Section 
1.3.1.1), an increase in TOA BT response with increasing SST is anticipated. Although 
of negligible magnitude, this is reflected in the results in Table 3.9. Virtually identical 
results are obtained for the edge-of-swath scenario, with a maximum difference in the 
BT response observed to be 0.002 K per 0.001 change in emissivity.

3.4.2 Sensitivity of Retrieved SSTs to Surface Emissivity

Figure 3.10 shows the variation of the four AATSR SSTs, N2, N3, D2 and D3 with 
decreasing emissivity in the forward view, consistent with increasing windspeed. The 
quantities represented by the Y axis refer to the deviation of the retrieved SST from 
the true value of Ts input into the RT model (i.e. the estimated bias in the retrieval). 
Although the gradients of the N2 and N3 SSTs are zero (the nadir-view emissivities are 
unchanged), these SSTs are included on the graphs for comparison.

The gradient of the D3 SSTs is observed to be much lower than that of the D2 SSTs 
due to the inclusion of data from 3.7 /zm channel, which, as we have seen from Section 
3.4.1, is much less sensitive to changes in surface emissivity. The exception is the tropical 
atmosphere, where this difference in sensitivity is masked by the high concentration of 
water vapour. Overall, the decrease in the forward-view emissivity has the effect of
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F i g u r e  3.10. Response of AATSR D2 and D3 SSTs to changing emissivity in the 
forward view for the MIPAS reference atmospheres for the centre-of-swath scenario 

over the ocean. Results shown are for Ts =  T0 +  2.

increasing the dual-view SSTs, which is consistent with the findings of Harris et al. 
(1994) for the ATSR-1 instrument, which has very similar specifications to that of the 
AATSR. This increase in SST is due to the weighting of the coefficients. For the dual­
view coefficients, the weighting of the forward-view 11 fim and forward-view 3.7 fim 
BTs are strongly negative for the two- and three-channel SST retrievals, respectively. 
Thus if these BTs are depressed, the resulting SSTs are higher.

The change in the forward-view emissivity has a significant effect on the relationship 
between the four SSTs. For the tropical and mid-latitude atmospheres, the N2 SSTs are 
consistently higher than the D2 SSTs, although the difference decreases with decreasing 
emissivity in the forward view. For the three-channel SSTs, the dual-view SST becomes 
increasingly higher than the nadir-view SST with decreasing emissivity in the forward- 
view. For the polar atmospheres, the N3, D2 and D3 SSTs approach the same value with 
decreasing emissivity in the forward view.
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Table 3.11 shows the simulated changes in SST corresponding to each MIPAS refer­
ence atmosphere, with respect to (i) a decrease in emissivity of 0.006 for all the AATSR 
thermal channels in the forward view (which approximates to the emissivity deficit es­
timated by Masuda et al. (1988) and Watts et al. (1996) for direct emission from a sea 
surface roughened by 10 ms-1 winds), (ii) the effects of the salinity correction for pure- 
water emissivity, derived by Friedman (1969), and (iii) a reduction in the AATSR chan­
nel emissivities consistent with that expected for decreasing SST (see Table 3.10). In the 
case of (iii), results for the three-channel retrievals (N3, D3) are omitted, since Newman 
et al. (2005) only present results for the long-wave infrared.

The results in Table 3.11 indicate that increasing windspeed and decreasing surface 
temperature have the potential effect of increasing the AATSR SSTs. This is in contrast 
to increasing salinity, which has the overall effect of decreasing the SSTs in most cases 
(the exception being the polar winter atmosphere). As stated previously, whether the 
retrieved SST increases or decreases depends on the change in BT and the weighting of 
the retrieval coefficients; for example, a decrease in the 12 //m channel will actually result 
in an increase in the retrieved N2 SST, as the coefficient for this channel is negative.

From the results presented in Table 3.11, it is clear that the potential effects of wind­
speed and the temperature dependence of emissivity could lead to errors in the retrieved 
SSTs of the order of a few tenths of a degree, particularly where the atmosphere is rel­
atively transparent. For salinity, the effects are less significant, with virtually negligible 
changes in SST observed for almost all scenarios, with the exception of the mid-latitude 
and polar-winter N2 retrievals, which exhibit changes of more than 0.1 K.

Similar results are obtained for the edge-of-swath nadir-view SSTs, which is largely 
due to the fact that the increase in the magnitude of the coefficients with increasing 
distance from the swath centre is only small (see Table 2.4). This is not the case for the 
dual-view coefficients, and the observed change in SST is typically 50% higher. These 
findings suggest that the the effects of salinity should be considered negligible for the 
N3, D2 and D3 SSTs, with potentially significant errors introduced into the N2 retrievals 
over mid- to high-latitudes. The effects of windspeed on sea surface emissivity are still 
under debate. However, these results strongly suggest that if increasing windspeed does 
cause significant change in the forward-view emissivities, this could be a large source of 
error in the AATSR SST retrievals at mid- and high-latitudes.
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Table 3.11. AATSR SST deficit as a result of a change in surface emissivity, for (i) a decrease in emissivity of 0.006 for all the 
thermal channels in the forward view (which approximates to the emissivity deficit estimated by Masuda et al. (1988) and Watts 
et al. (1996) for direct emission from a sea surface roughened by 10 ms-1 winds), (ii) the effects of the salinity correction, derived 
by Friedman (1969) and (iii) a reduction in emissivity consistent with decreasing SST (see Table 3.10 - estimated from the refractive 
indices provided by Newman et al. (2005), on the AATSR channel emissivities for the MIPAS reference atmospheres). Results are

shown for the centre-of swath scenario.

Channel T s - T 0 Tropical Mid-Lat Polar Win Polar Sum
K (K) (K) (K) (K)

(0 00 (iii) (i) (ii) (iii) (0 (ii) (iii) (i) (ii) (iii)
N2 -2 0.00 -0.04 0.05 0.00 -0.11 0.22 0.00 -0.12 0.28 0.00 -0.08 0.14
N2 0 0.00 -0.04 0.05 0.00 -0.11 0.22 0.00 -0.13 0.28 0.00 -0.08 0.15
N2 2 0.00 -0.04 0.06 0.00 -0.17 0.41 0.00 -0.13 0.29 0.00 -0.08 0.16
N3 -2 0.00 -0.02 — 0.00 -0.04 — 0.00 -0.04 — 0.00 -0.03 —
N3 0 0.00 -0.02 — 0.00 -0.04 — 0.00 -0.04 — 0.00 -0.03 —

N3 2 0.00 -0.02 — 0.00 -0.06 — 0.00 -0.04 — 0.00 -0.03 —
D2 -2 0.10 -0.03 0.05 0.35 0.00 0.15 0.34 0.07 0.10 0.25 -0.01 0.11
D2 0 0.10 -0.03 0.05 0.36 0.00 0.15 0.35 0.07 0.10 0.26 0.00 0.12
D2 2 0.14 -0.03 0.07 0.35 -0.08 0.37 0.34 0.07 0.10 0.27 0.00 0.12
D3 -2 0.15 -0.01 — 0.16 -0.01 — 0.12 0.01 — 0.11 -0.01 —
D3 0 0.16 -0.01 — 0.16 -0.01 — 0.12 0.01 — 0.11 -0.01 —
D3 2 0.16 -0.01 — 0.15 -0.03 — 0.12 0.00 — 0.12 -0.01 —



3.4.3 Sensitivity of Land TOA BTs to Surface Emissivity

We have seen from Sections 3.4.1 and 3.4.2 that sea surface emissivity can have a sub­
stantial effect on the observed TOA BTs and retrieved SSTs. Over land, the situation is 
very much more complicated not only because emissivity may depend on viewing angle, 
but also due to the variety of land surface materials that may be present in the satellite 
FOV (Chapter 1). Apart from variations in emissivity occuring as a result of topographi­
cal variation influencing the true zenith angle of the satellite measurements, the effect of 
the former is considered negligible for the AATSR nadir viewing angle range (Sobrino 
& Cuenca 1999).

A simplified model has been adopted in this instance to attempt to quantify the effects 
of changing surface emissivity, as a result of changing land surface composition, on the 
nadir AATSR TOA 11 and 12 jim BTs. AATSR TOA BTs have been simulated for the 
mid-latitude and tropical reference atmospheres for the given range of surface tempera­
tures. Emissivity has been determined for a fractional vegetation range between 0 and 1, 
in incremental steps of 0.25, using the vegetation and soil emissivities obtained in Sec­
tion 3.1.2.3. It should be noted that the BT responses per unit of emissivity given in Table 
3.9 are actually valid over both the land and the sea (for the given surface emissivities 
and surface-air temperature differences), as TOA BT varies linearly with surface emis­
sivity (Section 1.3.1.1). However, the response per unit change in emissivity is slightly 
higher over the oceans due to the higher emissivity of the sea, when compared to that of 
a typical land surface. These numbers may be translated into the TOA BT response per 
unit of fractional vegetation, / ,  using the following equation:

dTAf) „ Ae dTAe)
- r - = m  a 7 -5 r  (3 -7)

where Ae is defined as:

Ae €i,veg £i,soil (3-8)

and A/  =  1.0. dTi(f)/df is the change in BT of channel i for a change in fractional 
vegetation (units of 0.1), ATj(e) is the change in channel BT for an emissivity change 
(i.e. the values given in Table 3.9 - units of 0.001), and t^veg and ti,SOii are the channel 
emissivities of vegetation and soil, respectively. Figure 3.11 shows the BT response for
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F i g u r e  3.11. Response of AATSR 11 and 12 fim channels to varying fractional 
vegetation for the MIPAS tropical and mid-latitude atmospheres. Results shown are 
for the centre of swath for Ts = T0. The reference value of fractional vegetation is

0.5.

Table 3.12. AATSR TOA BT response to change in fractional vegetation of 0.1, 
for the MIPAS reference atmospheres. Results are shown for the centre-of-swath

scenario.

Channel T s -T o Tropical Mid-Lat
(K) (K) (K)

nad 11 -10 0.022 0.056
nad 11 0 0.029 0.063
nad 11 + 10 0.035 0.071
nad 12 -10 0.008 0.030
nad 12 0 0.010 0.035
nad 12 + 10 0.013 0.040

Ts = T0, where the BTs shown in the plot are differenced from the BT calculated for a 
deviation in fractional vegetation of zero in each case. The results for the full range of 
surface-air temperature differences are given in Table 3.12.

Both the 11 and 12 fim channels for both reference atmospheres show an increase in 
BT with fractional vegetation; this is expected as the emissivity of vegetation is generally 
higher that that of soil. Similar conclusions, to those for BTs over the oceans, are drawn 
from the results: i) the response of the BTs for the tropical atmosphere is lower than 
that for the mid-latitude atmosphere, ii) the 12 fim channel has a lower response than the 
11 fim channel, and iii) an increase in sensitivity is observed with increasing surface-air
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Figure 3.12. Response of AATSR LST to changing fractional vegetation for the 
MIPAS tropical and mid-latitude reference atmospheres for the centre-of-swath sce­
nario. Results shown are for Ts =  T0, where the dotted lines indicate the ±2.5  K tar­
get day time accuracy of the retrievals and the dotted/dashed line, the target ±  1.0 K 

night time accuracy. The reference value for fractional vegetation is 0.5.

temperature difference.

Results for the edge of the swath are not significantly different from those for the 
centre of the swath, with a maximum difference of 0.003 K per 0.1 fractional vegetation 
observed between the centre- and edge-of-swath scenarios.

3.4.4 Sensitivity of Retrieved LST to Surface Emissivity

Figure 3.12 shows the response of the AATSR LST to changes in fractional vegetation 
for both the tropical and mid-latitude reference atmospheres for Ts = T0. The quantities 
represented by the Y axis refer to the deviation of the retrieved LST from the true value 
of Ts input into the RT model (i.e. the estimated bias in the retrieval). The response for 
all LST-air temperature ranges are given in Table 3.13.

As anticipated from the results presented in Table 3.12, the response of the LSTs 
increases with increasing LST-air temperature difference, with significantly higher sen­
sitivity observed for the mid-latitude atmosphere than for the tropical atmosphere. The 
results suggest that errors of the order of several tenths of a degree may be introduced into 
the LST retrieval where an inappropriate surface emissivity is assumed in the retrieval 
algorithm. This effect will be amplified where the surface-air temperature difference is 
large and positive (e.g. typical of much of the globe during the day). For several of the
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Table 3.13. AATSR LST response to change in fractional vegetation of 0.1, for the 
MIPAS reference atmospheres. Results are shown for the centre of swath.

LST T s -T o Tropical Mid-Lat
(K) (K) (K)

N2 -5 0.055 0.119
N2 0 0.076 0.145
N2 +5 0.087 0.138

LST product biomes, this problem is overcome to some extent by the inclusion of the 
fractional vegetation term in the retrieval algorithm (see Chapter 2). However, as the 
algorithm for biome 12 is actually independent of this parameter, a constant value for 
surface emissivity is effectively assumed for locations within this biome.

Again, the results for the edge of the swath are almost identical to those given in 
Table 3.12, differing by only a few thousandths of a K. As we have seen previously, the 
response is slightly reduced due to the increase in atmospheric pathlength in the nadir 
view.

3.5 Model Results: Atmospheric Water Vapour

3.5.1 Height Sensitivity to Atmospheric Water Vapour

Sections 3.5.2 - 3.5.5 describe the results of experiments investigating the sensitivity 
of the AATSR TOA BTs and retrieved SST/LSTs to changes in the total column water 
vapour. However, the TOA BTs are also sensitive to the height of the water vapour in the 
atmosphere. This height-dependent sensitivity is described here, using results obtained 
from the mid-latitude and tropical MIPAS reference atmosphere over the ocean as an 
example.

Due to the highly variable concentration of water vapour with height in the atmo­
sphere, this experiment utilises two methodologies. Firstly, the concentration of water 
vapour has been varied by a fixed amount at each height level (1 km intervals) and sec­
ondly, by a percentage at each height level. For the first methodology, the water vapour 
was varied by 1897 ppmv, which is the largest possible absolute concentration by which 
the profile below 6 km can be varied, without generating negative concentrations (1897
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F i g u r e  3.13. AATSR TOA BT response to change in atmospheric water vapour 
over the ocean as a function o f height, (a) shows the variation o f  TOA BT where the 
water vapour is changed by a fixed amount (1897 ppmv - see text for explanation) 
at each height level for the MIPAS mid-latitude reference atmosphere and (b) shows 
the variation o f TOA BT where the water vapour is changed by 10% at each height 
level for the MIPAS tropical reference atmosphere. Results are shown for the centre

o f swath for Ts =  T0.

ppmv is the concentration o f water vapour at 5 km). The second method was included 

due to the fact that the concentration o f water vapour becomes very small above about 
6 km, and little change in BT is observed for fixed changes in the concentration o f water 

vapour o f this magnitude, thus only limited results can be obtained. However, interpre­

tation o f the results using the second method may be subjective as water vapour varies 

strongly with height (see Figure 3.2).

From the results shown in Figure 3.13, it is clear that each channel has a different 

sensitivity to water vapour. Both sets o f results (Figure 3.13a and b) indicate that the 

influence o f the near-surface water vapour concentration on the TOA BTs is secondary to 

the concentration within the middle- and upper-troposphere. This result is in agreement 
with the conclusions o f Minnett (1986), who finds that water vapour below a pressure 

level o f 850 mbar (approximately 1 km height) has a much smaller effect on the observed 

TOA BT than water vapour above this pressure level over the AVHRR/2 split-window 

channels, which operate over similar bandwidths to those o f  the AATSR. Figure 3.13a 

suggests that the water vapour concentration between heights o f  1.5 and 4.5 km has the 

strongest effect on the TOA BTs; the results in Figure 3 .13b are misleading with respect 

to this point as water vapour decreases sharply with height in the troposphere, thus the 

absolute concentration o f a percentage change is obviously larger nearer the surface. 

However, Figure 3.13b does suggest that the effect of water vapour is negligible above
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~10 km. This is also the conclusion of Barton (2004) who has derived water vapour 
weighting functions for each of the ATSR-2 infrared channels, which are close to zero 
above a height of 8 km.

3.5.2 Sensitivity of Ocean TOA BTs to Atmospheric Water Vapour

The sensitivity of the AATSR TOA BTs to changing total column water vapour has been 
examined in this study by perturbing the water vapour profiles in the MIPAS reference 
atmospheres between —50 and +50%, at intervals of 10%, at all height levels. A 50% 
limit was chosen as this was considered a reasonable approximation of the change in 
water vapour for the reference atmospheres based on the companion one-sigma profiles. 
Although perhaps conservative for mid/upper tropospheric water vapour concentration, 
which may differ by more than 100%, the near surface water vapour one-sigma deviation 
is of the order o f20-30%. As previously, BTs have been simulated for a range of Ts — T0 
between —2 and +2 K.

From Figure 3.14, which shows results for the centre-of-swath scenario for Ts — T0, 
we observe that the response is almost linear over the range of interest, particularly for 
the tropical climatology. Note that the BTs shown in this plot are differenced from the BT 
obtained for the unperturbed atmospheric water vapour profile in each case. To obtain 
a measure of the response of the BTs, second-degree polynomials have been fitted to 
the data, where the x and x2 terms are given in Table 3.14. The intercomparison of 
results for the different atmospheres may be subjective, as the water vapour is varied by 
a percentage of the profile in question and not by an absolute amount.

For all profiles, with the exception of the polar summer atmosphere, the TOA BTs 
always decrease with increasing water vapour. The results for the polar atmospheres 
demonstrate low sensitivity to water vapour, with a change in BT of only approximately 
0.3 K for a 50% change in total column water vapour. The increase in the 11 and 12 fim 
TOA BTs using the polar summer atmosphere where Ts = T0—2 K, can be attributed to 
the fact that a significant proportion of the thermal radiation measured by the sensor is 
emitted from the water vapour molecules themselves where the SST used in the model is 
at its lowest (i.e. 253 K). This is a particularly interesting observation, as the shape of the 
water vapour profiles for the mid-latitude and polar summer atmospheres are very sim­
ilar in the troposphere (Figure 3.2), where the effects of the atmosphere on the AATSR 
channels are more profound.

Results for tropical and mid-latitude atmospheres vary significantly between the dif­
ferent channels, and for the nadir and forward views. For both atmospheres, the nadir
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Table 3.14. AATSR TOA BT response to 10% increase in atmospheric water vapour, x, for the MIPAS reference atmospheres over
the ocean. The x  and x 2 terms of the second-degree polynomials fitted to the data are shown for the centre of swath.

Channel T s - T 0 Tropical Mid-Lat Polar Win Polar Sum
(K) X x2 X x2 X x2 X X 2

nad 3.7 -2 -0.118 0.002 -0.053 0.001 -0.013 0.000 -0.007 0.000
nad 3.7 0 -0.136 0.002 -0.063 0.001 -0.016 0.000 -0.018 0.000
nad 3.7 2 -0.153 0.002 -0.073 0.001 -0.020 0.000 -0.030 0.000
nad 11 -2 -0.535 -0.013 -0.132 -0.005 -0.013 0.000 0.019 0.000
nad 11 0 -0.650 -0.011 -0.182 -0.006 -0.019 -0.001 -0.039 -0.002
nad 11 2 -0.765 -0.010 -0.232 -0.008 -0.024 -0.001 -0.096 -0.003
nad 12 -2 -0.687 -0.010 -0.195 -0.005 -0.025 0.000 0.034 -0.001
nad 12 0 -0.804 -0.005 -0.263 -0.006 -0.035 -0.001 -0.044 -0.002
nad 12 2 -0.921 0.000 -0.331 -0.007 -0.045 -0.001 -0.121 -0.004
fwd 3.7 -2 -0.155 0.003 -0.073 0.001 -0.019 0.000 -0.008 0.000
fwd 3.7 0 -0.179 0.003 -0.088 0.002 -0.025 0.000 -0.024 0.000
fwd 3.7 2 -0.202 0.004 -0.102 0.002 -0.030 0.000 -0.039 0.001
fwd 11 -2 -0.722 -0.014 -0.172 -0.008 -0.017 -0.001 0.057 -0.002
fwd 11 0 -0.844 -0.007 -0.247 -0.009 -0.026 -0.001 -0.027 -0.004
fwd 11 2 -0.967 -0.001 -0.321 -0.010 -0.035 -0.001 -0.111 -0.005
fwd 12 -2 -0.860 -0.009 -0.210 -0.012 -0.020 0.000 0.106 -0.009
fwd 12 0 -0.960 0.001 -0.300 -0.012 -0.037 -0.001 0.005 -0.008
fwd 12 2 -1.061 0.011 -0.390 -0.012 -0.053 -0.001 -0.097 -0.008
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Figure 3.14. AATSR TOA BT response to change in atmospheric water vapour for 
the MIPAS reference atmospheres over the ocean. % change in water vapour refers 
to perturbation of the entire profile by that amount. Results are shown for the centre 
of swath for Ts = T0. NOTE: an expanded scale for the tropical atmosphere has

been used.

3.7 fim channel demonstrates the lowest response, with the forward 12 //m channel the 
highest, results which are consistent with the findings of other researchers, such as Bar­
ton (2004). A higher response is observed for the 12 tim channel as the attenuation 
due to water vapour is stronger in this region; with the longer atmospheric pathlength, 
these effects are exaggerated further in the forward view. An overall increase in sensitiv­
ity is observed with increasing surface-air temperature difference, where the polynomial 
coefficients become more negative.

The results for the edge-of-swath do not vary significantly (a few hundredths or thou­
sandths of a K) from those given in Table 3.14, with a small increase in the nadir-view 
x term due to the longer atmospheric pathlength (and thus more water vapour in the 
AATSR FOV); the small value of x2 remains virtually unchanged for all scenarios.
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Figure 3.15. AATSR SST response to change in atmospheric water vapour for the 
MIPAS reference atmospheres over the ocean. % change in water vapour refers to 
perturbation of the entire profile by that amount. Results are shown for the centre of

swath for Ts — T0.

3.5.3 Sensitivity of Retrieved SSTs to Atmospheric Water Vapour

The variation of the four AATSR SST retrievals with % change in column water vapour 
for Ts = T0 is shown in Figure 3.15. The quantities represented by the Y axis refer 
to the deviation of the retrieved SST from the true value of Ts input into the RT model 
(i.e. the estimated bias in the retrieval). Table 3.15 shows the x and x2 coefficients of 
second-degree polynomials fitted to the SST data for the full range of SST-air tempera­
ture differences employed in the study.

The most notable feature of these data is the stability of the three-channel retrievals 
when compared to their two-channel counterparts for the tropical and mid-latitude at­
mospheres. This highlights clearly the benefits of including the 3.7 /xm channel in the 
SST algorithm for these latitudes. The advantages of utilising the dual-view feature of 
the AATSR are also very apparent when comparing the D2 and N2 retrievals; the for-
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Table 3.15. AATSR SST response to 10% increase in atmospheric water vapour, x, for the MIPAS reference atmospheres over the
ocean. The x  and x 2 terms of the second-degree polynomials fitted to the data are shown for the centre of swath.

Channel T s -T o Tropical Mid-Lat Polar Win Polar Sum
(K) X X 2 X x2 X x2 X

‘2
X

N2 -2 -0.166 -0.019 0.016 -0.003 0.014 0.000 -0.012 0.003
N2 0 -0.274 -0.028 0.010 -0.006 0.017 0.000 -0.030 -0.001
N2 +2 -0.389 -0.034 0.001 -0.009 0.022 0.000 -0.043 -0.003
N3 -2 0.024 0.001 0.000 0.002 -0.005 0.000 -0.020 0.001
N3 0 0.016 -0.002 0.006 0.002 -0.004 0.000 -0.012 0.001
N3 +2 0.007 -0.004 0.012 0.002 -0.005 0.000 -0.004 0.001
D2 -2 -0.062 -0.010 0.047 -0.005 0.025 0.000 0.011 -0.006
D2 0 -0.114 -0.023 0.066 -0.006 0.022 0.000 0.017 -0.007
D2 +2 -0.178 -0.031 0.067 -0.007 0.022 0.001 0.028 -0.006
D3 -2 -0.003 0.002 0.010 -0.001 0.003 0.000 0.006 -0.002
D3 0 0.004 0.000 0.013 0.000 0.004 0.000 0.009 -0.002
D3 +2 0.009 -0.001 0.014 0.000 0.005 0.000 0.010 -0.001



mer provides a significantly more stable SST under the test conditions. The results for 
the polar atmospheres reflect the stability of the BTs with changing total column water 
vapour over the ranges of interest (Section 3.5.2).

An interesting feature in these data is the relationship between the dual and nadir 
SSTs. In Section 3.3.2, we saw how the D-N was negative for all scenarios with the 
exception of the two-channel polar summer SSTs. However, this relationship becomes 
increasingly positive for the tropical atmosphere two-channel SSTs (N2, D2) with in­
creasing water vapour. The magnitude of the D-N also varies with water vapour loading 
for all other scenarios. For example, the two-channel D-N becomes more positive for the 
polar summer atmosphere with increasing water vapour. As seen in Section 3.5.2, we see 
a general increase in sensitivity with increasing SST-air temperature difference for most 
scenarios.

The edge of swath results are not significantly different (of the order of thousandths 
of a K) for almost all scenarios. The exception is the sensitivity of the tropical N2 SSTs, 
which differ by a few hundredths of a degree.

3.5.4 Sensitivity of Land TOA BTs to Atmospheric Water Vapour

Using the same methodology as that adopted in Section 3.5.2, the sensitivity of the 
AATSR TOA BTs to atmospheric water vapour over land has been investigated. Ta­
ble 3.16 shows the response of the nadir 11 and 12 fim, where the results exhibit similar 
characteristics to those observed for the ocean TOA BT simulations - a general increase 
in senility is observed with increasing surface-air temperature difference and the effects 
of attenuation due to water vapour are much more profound on the 12 fim channel. How­
ever, the magnitude of the responses are slightly reduced due to the lower emissivity of 
the land surface than that of the ocean. The results also highlight the role of the surface- 
air temperature difference. For example, increasing the amount of water vapour in the 
atmosphere by just 10% depresses the observed BT by 1.4 K in the 12 fim channel for 
Ts — To =  +10 K, compared to just 0.8 K for Ts — To =0 K. This is an important factor 
to consider over land, where the surface-air temperature difference may be several K.

Results for the edge of swath share the same characteristics as those for the ocean 
nadir TOA BT simulations, with increases in the magnitude of the x term of the poly­
nomial of the order of a few hundredths of a degree. Again, the x2 terms remain largely 
unchanged.
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Table 3.16. AATSR TOA BT response to 10% increase in atmospheric water vapour, 
x, for the MIPAS reference atmospheres over the land. The x  and x 2 terms of the 

second degree polynomial fitted to the data, are shown for the centre of swath.

Channel T s -T o Tropical Mid-Lat
(K) X x 2 X x 2

nad 11 -10 0.000 -0.025 0.121 0.001
nad 11 0 -0.573 -0.016 -0.137 -0.005
nad 11 +10 -1.142 -0.010 -0.381 -0.013
nad 12 -10 -0.210 -0.032 0.096 -0.002
nad 12 0 -0.784 -0.007 -0.246 -0.006
nad 12 +10 -1.366 0.016 -0.578 -0.012

3.5.5 Sensitivity of Retrieved LSTs to Atmospheric Water Vapour

Figure 3.16 shows the response of the AATSR LST retrieval for the tropical and mid­
latitude atmospheres as a function of varying atmospheric water vapour. The quantities 
represented by the Y axis refer to the deviation of the retrieved LST from the true value 
of Ts input into the RT model (i.e. the estimated bias in the retrieval). Notably, all the 
LST retrievals are well within the target ±2.5 K day time accuracy, and most are within 
the target ±1.0 K night time accuracy of the product for both atmospheres for the water 
vapour range used for this study. The parabolic shape of the response for the tropical 
atmosphere bears significant resemblance to the AATSR SST N2 retrieval, which is also 
a split-window algorithm. However, unlike the SST N2 retrievals, the response for the 
mid-latitude atmosphere appears linear. Although the simulated TOA BTs decrease in 
magnitude with increasing water vapour, the retrieved LSTs can increase. This is due an 
increasing difference between the 11 and 12 fim channels, the latter of which decreases 
at a faster rate than the former. The effect therefore increases the retrieved LST as a 
result of the negative sign of the 12 fim channel coefficient.

Table 3.17 gives the x  and x 2 coefficients of second-degree polynomials fitted to the 
data. As suggested by the results in Section 3.5.4, the figures indicate that the response 
of the AATSR LSTs has a strong dependence on surface-air temperature difference. In 
this instance, an increase in response with increasing surface-air temperature difference 
is observed for the tropical atmosphere, with the opposite results obtained for the mid­
latitude atmosphere.

The results for the edge of the AATSR swath demonstrate a slight increase in re-
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F i g u r e  3.16. AATSR LST response to change in atmospheric water vapour for 
the MIPAS reference atmospheres. % change in water vapour refers to perturbation 
of the entire profile by that amount. Results shown are for Ts = T0, where the 
dotted lines indicate the ±2.5 K target day time accuracy of the retrievals and the 

dotted/dashed line, the target ±1.0 K night time accuracy.

Table 3.17. AATSR LST response to 10% increase in atmospheric water vapour, x, 
for the MIPAS reference atmospheres over the land. Results are shown for the centre

of the swath.

Channel T s -T o Tropical Mid--Lat
(K) X x2 X x2

N2 -10 0.506 -0.008 0.008 0.008
N2 0 -0.061 -0.038 0.129 -0.003
N2 + 10 -0.599 -0.073 0.095 -0.015

sponse with respect to the centre of the swath, with changes in both the x and x2 coeffi­
cients of the order of hundredths of a degree. This culminates in changes in LST which 
may amount to several tenths of a degree. Using the tropical atmosphere results for 
Ts — T0 =  OK as an example, increasing the atmospheric water vapour by 50% causes 
a change in the retrieved LST of -1.26 and -1.48 K, for the centre and edge-of-swath, 
respectively, with respect to the bias observed for the nominal water vapour profile (i.e. 
0% deviation in water vapour), given in Table 3.8.
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3.6 Model Results: Atmospheric Temperature

3.6.1 Height Sensitivity to Atmospheric Temperature

Sections 3.6.2 - 3.6.5 describe the results of experiments investigating the sensitivity of 
the AATSR TOA BTs and retrieved SST/LSTs to changes in the atmospheric tempera­
ture. However, the TOA BTs are also sensitive to the vertical distribution of temperatures 
in the atmosphere. This height-dependent sensitivity is described here, using results ob­
tained the mid-latitude MIPAS reference atmosphere over the ocean as an example.

Figure 3.17 shows the sensitivity of the TOA BTs to atmospheric temperature as 
a function of height, where the temperature has been perturbed at each height level by
6.0 K (6.0 K is within the one-sigma variation limit for the mid-latitude MIPAS reference 
atmosphere). As for the water vapour, the sensitivity is highest to the temperature in the 
lower to middle troposphere, with little sensitivity observed above a height of about 
7 km. However, the greatest sensitivity to atmospheric temperature is between 1-2 km, 
which is at lower elevation than that for water vapour, which peaks between 2-4 km. 
Again, these results are similar to those of Minnett (1986), who finds that the AVHRR/2 
split window BTs are more sensitive to temperature changes in the atmosphere at heights 
below approximately 850 mbar (~2 km). As for water vapour, the individual AATSR 
channels show quite different sensitivities to atmospheric temperature. These differences 
will be explored further below.

3.6.2 Sensitivity of Ocean TOA BTs to Atmospheric Temperature

Using the same methodology to that adopted in Section 3.5.2, the sensitivity to atmo­
spheric temperature has been examined by perturbing the temperature at each height 
level within the reference atmospheres between —2% and +2%, in increments of 0.5%. 
The 2% limits were chosen by examination of the one-sigma reference atmosphere pro­
files. As for the water vapour sensitivity study, the intercomparison of results for the 
different atmospheres may be subjective, as the temperature is varied by a percentage of 
the profile in question and not an absolute amount.

From the results shown in Figure 3.18, we observe that the response is almost linear 
over the range of interest. Note that the BTs shown in this plot are differenced from 
the BT obtained for the unperturbed atmospheric temperature profile in each case. The 
data have several features in common with those produced for varying water vapour: the 
forward-view BTs are more sensitive to atmospheric temperature than their nadir-view
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the ocean as a function o f  height. Atmospheric temperature has been varied by 6.0 K 
at each height level for the MIPAS mid-latitude reference atmosphere. Results are 

shown for the centre o f swath for Ts =  T0.

counterparts and 12 /im channel has a higher response than the 11 and 3.7 fim channels, 

with the latter demonstrating the lowest response. For the polar winter atmosphere, the 

data have a very low gradient, with similar results obtained for all channels. For all 

scenarios, the BTs increase with respect to increasing atmospheric temperature.

Table 3.18 shows the x and x 2 coefficients for the second degree polynomials fitted to 

the data. As we have seen previously, the surface-air temperature difference has consid­
erable effect on the sensitivity o f the TOA BTs. For both the nadir and forward 3.7 fim 

channel BTs, the response appears to diminish with increasing surface-air temperature 

difference. The opposite effect is observed for the 11 and 12 fim channels, with the 

exception o f the polar winter atmosphere, where small decreases occur for these chan­
nels. These coincide with instances where the atmosphere is most transparent, and can 

be attributed to the signal emanating from the underlying surface dominating the signal 
measured by the sensor.

Results for the edge o f swath demonstrate a small increase in sensitivity for the nadir- 

view BTs and a small decrease in sensitivity in the forward view, consistent with the 

increase and decrease in the atmospheric pathlengths, respectively. For the x2 term of  

the polynomials, these changes are negligible; for the x term the changes are o f the order 

of hundredths o f a degree for all atmospheres, with results for the polar atmosphere 

exhibiting the smallest change.
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Table 3.18. AATSR TOA BT response to 1% change in atmospheric temperature, x, for the MIPAS reference atmospheres over the
ocean. The x  and x 2 terms of the second-degree polynomials fitted to the data are shown for the centre of swath.

Channel T s - T 0 Tropical Mid-Lat Polar Winter Polar Summer
(K) X 9X X z 2 X x 2 X x 2

nad 3.7 -2 0.47 0.02 0.28 0.01 0.12 0.01 0.33 0.02
nad 3.7 0 0.45 0.02 0.27 0.01 0.11 0.01 0.30 0.01
nad 3.7 +2 0.43 0.02 0.25 0.01 0.11 0.01 0.28 0.01
nad 11 -2 1.61 -0.06 0.52 -0.02 0.07 0.00 0.49 -0.02
nad 11 0 1.64 -0.06 0.53 -0.02 0.07 0.00 0.49 -0.02
nad 11 +2 1.67 -0.06 0.54 -0.02 0.07 0.00 0.50 -0.02
nad 12 -2 2.09 -0.06 0.81 -0.02 0.13 0.00 0.74 -0.02
nad 12 0 2.13 -0.07 0.82 -0.02 0.12 0.00 0.75 -0.02
nad 12 +2 2.16 -0.07 0.83 -0.02 0.12 0.00 0.77 -0.02
fwd 3.7 -2 0.69 0.02 0.44 0.02 0.21 0.01 0.50 0.02
fwd 3.7 0 0.66 0.02 0.41 0.02 0.19 0.01 0.47 0.02
fwd 3.7 +2 0.63 0.02 0.39 0.02 0.18 0.01 0.43 0.02
fwd 11 -2 2.24 -0.07 0.83 -0.03 0.13 0.00 0.78 -0.03
fwd 11 0 2.27 -0.07 0.85 -0.03 0.12 0.00 0.79 -0.03
fwd 11 +2 2.31 -0.07 0.86 -0.03 0.12 0.00 0.80 -0.03
fwd 12 -2 2.65 -0.06 1.20 -0.04 0.21 0.00 1.11 -0.03
fwd 12 0 2.68 -0.06 1.22 -0.04 0.20 0.00 1.13 -0.04
fwd 12 +2 2.71 -0.06 1.23 -0.04 0.20 0.00 1.15 -0.04



Tropicol Atmosphere: TS=T0 K Mid-Lotitude Atmosphere: TS=T0 K

LEGEND 
_0 . Nod 3.7

Nod 11

.g. Nod 12

.<>. Fwd 3.7

A. Fwd 11

Q. Fwd 12

- 2 - 1 0  1 2 
Atmospheric Temperature Deviation (X)

Polor S um m er A tm osphere: TS=T0 K

LEGEND 
Nod 3.7

2

1
_A. Nad 11

0 Nad 12

.. Fwd 3.71

2

-3
-2 0 2- 1 1

Atmospheric Temperature Oeviotion (X)

co0
1
&
o3
£in -2

-3
2-2 0 1

LEGEND 
Nod 3.7

-a- Nod 11

-Q- Nad 12

..0 ,. Fwd 3.7

,.A. Fwd 11

.Q. Fwd 12

Atmospheric Temperature Oeviotion (X) 

Polor Winter A tm osphere: TS=T0 K

co

I—
CD
T3«

- 2

-3
- 2 20- 1 1

LEGEND 
_0 _ Nod 3.7

_A. Nod 11

.0 . Nod 12

..0 . Fwd 3.7

,.A. Fwd 11

.0 . Fwd 12

Atmospheric Temperature Deviation (X)

Figure 3.18. AATSR TOA BT response to change in atmospheric temperature for 
the MIPAS reference atmospheres over the ocean. % change in temperature refers 
to perturbation of the entire profile by that amount. Results are shown for the centre 
of swath for Ts = T0. NOTE: an expanded scale has been used for the tropical

atmosphere.

3.6.3 Sensitivity of Retrieved SSTs to Atmospheric Temperature

Figure 3.19 shows the response of the four AATSR SST retrievals, N2, N3, D2 and D3, 
as a function of atmospheric temperature. The quantities represented by the Y axis refer 
to the deviation of the retrieved SST from the true value of Ts input into the RT model 
(i.e. the estimated bias in the retrieval). As for the water vapour sensitivity study, the in­
clusion of data from the 3.7 fim channel and/or data from the forward view in the retrieval 
clearly improves the stability of the SSTs. For the tropical and mid-latitude atmospheres, 
the N2 retrieval is affected strongly by the change in atmospheric temperature, such that 
changes of more than 1.5 K are evident in the case of the former for the study condi­
tions. Interestingly, the N2 SSTs increase with increasing atmospheric temperature for 
the tropical atmosphere, whilst the opposite effect occurs for the mid-latitude retrievals.
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This difference is, at least in part, due to the fact that the N2 coefficients are dependent 
on latitude, thus different coefficients are used for each atmosphere. The weighting of 
the coefficients, together with the rate of change of the difference between the 11 and 
12 fim BTs with respect to the increase in the 11 fim BT with atmospheric tempera­
ture, determines whether the retrieved SST increases or decreases. Notably, the three 
other SST retrievals all remain within the target 0.3 K accuracy zone for both the tropical 
and mid-latitude atmospheres. Results for the polar atmospheres show a high degree of 
stability, but are subject to strong biases, as discussed in Section 3.3.2.

As for the response for deviation of atmospheric water vapour, the D-N also appears 
to be affected by the change in atmospheric temperature. Considering the tropical two- 
channel retrievals as an example, the relationship becomes increasingly negative as the 
temperature of the atmosphere increases, such that for an overall 2% rise in temperature, 
the D-N is almost -1.5 K. For the opposite extreme, the D-N approaches +0.5 K for a 
decrease in atmospheric temperature of 2%. Contrary to the results for varying water 
vapour presented in Section 3.5.3, the three-channel D-N appears to be quite sensitive 
to changes in atmospheric temperature. Using the tropical atmosphere as an example, 
the D-N decreases from approximately -0.1 K to almost -0.3 K for an 2% increase in 
atmospheric temperature. Similarly, a change in the three-channel D-N of approximately 
—0.2 K is observed for the mid-latitude and polar atmospheres when the temperature of 
the atmosphere is increased by 2%.

Table 3.19 shows the x and x2 coefficients of the polynomials fitted to the results 
for all SST-air temperature differences. The response of the SSTs demonstrates a small 
dependence on the surface-air temperature difference, with changes of only a few hun­
dredths of a K in all cases.

For the edge of the swath, a decrease in sensitivity is observed for the N2 and N3 
SSTs. Conversely, a slight increase is observed for the dual-view SSTs in all cases, with 
the exception of the tropical D3 retrieval. These differences between the centre and edge 
of the swath are small, and of the order of hundredths of a degree.

3.6.4 Sensitivity of Land TOA BTs to Atmospheric Temperature

Table 3.20 shows the x and x2 coefficients for the second degree polynomials fitted to the 
simulated TOA BTs over land for the tropical and mid-latitude reference atmospheres. 
The results are very similar to the simulated ocean TOA BTs, with a small reduction 
in the sensitivity due to the differences in the ocean and land emissivities used in the
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Table 3.19. AATSR SST response to change in atmospheric temperature, x, for the MIPAS reference atmospheres over the ocean.
The x  and x 2 terms of the second-degree polynomials fitted to the data are shown for the centre of swath.

Channel T s -T o Tropical Mid-Lat Polar Winter Polar Summer
(K) X x 2 X x 2 X x 2 X X2

N2 -2 0.442 -0.054 -0.160 0 .0 0 0 -0.039 -0.002 -0.066 -0.007
N2 0 0.464 -0.053 -0.157 -0.007 -0.036 -0.002 -0.065 -0.006
N2 +2 0.481 -0.055 -0.159 -0.002 -0.025 0 .0 0 0 -0.060 0 .0 0 0

N3 -2 0.031 0.025 0.052 0.018 0.096 0.005 0.130 0.024
N3 0 0.004 0.025 0.034 0.016 0.087 0.007 0.099 0.024
N3 +2 -0.026 0.023 0.014 0.016 0.081 0.005 0.066 0.021
D2 -2 0.013 -0.018 -0.131 0.007 -0.015 0.001 -0.093 0 .0 0 0

D2 0 0.027 -0.014 -0.120 -0.007 -0.009 -0.003 -0.098 0.003
D2 +2 0.009 -0.022 -0.123 0.009 0.006 0.007 -0.085 0.007
D3 -2 -0.055 0.020 -0.008 0.002 0.001 -0.002 0.022 0.008
D3 0 -0.068 0.022 -0.004 0.002 0.001 0.003 0.009 0.006
D3 +2 -0.087 0.019 -0.009 0.002 0.010 0 .0 0 0 -0.005 0.005
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Figure 3.19. AATSR SST response to change in atmospheric temperature for the 
MIPAS reference atmospheres over the ocean. % change in temperature refers to 
perturbation of the entire profile by that amount. Results are shown for the centre of

swath for Ts — T0.

model. As for the model results over the ocean, a small increase in sensitivity of the 
order of hundredths of a degree is observed for the edge-of-swath results.

3.6.5 Sensitivity of Retrieved LSTs to Atmospheric Temperature

Figure 3.20 shows the response of the AATSR LST retrieval to atmospheric temperature, 
for biome 12. The quantities represented by the Y axis refer to the deviation of the 
retrieved LST from the true value of Ts input into the RT model (i.e. the estimated 
bias in the retrieval). As for atmospheric water vapour, the response of the retrieval is 
very different for the tropical and mid-latitude atmospheres, with the former showing 
an overall increase in LST with increasing atmospheric temperature, and the latter a 
decrease. This relationship is very similar to that observed for the N2 SST in Section 
3.6.3. As for water vapour, both curves fall well within the 2.5 K target accuracy zone.

96



Table 3.20. AATSR TOA BT response to change in atmospheric temperature, x, 
for the MIPAS reference atmospheres over the land. The x and x2 terms of the 

second-degree polynomials fitted to the data are shown for the centre of swath.

Channel T s -T o Tropical Mid-Lat
(K) X x2 X x2

nad 11 -10 1.483 -0.057 0.495 -0.014
nad 11 0 1.629 -0.061 0.526 -0.017
nad 11 + 10 1.778 -0.067 0.561 -0.020
nad 12 -5 1.960 -0.061 0.776 -0.021
nad 12 0 2.124 -0.066 0.821 -0.021
nad 12 + 10 2.293 -0.067 0.868 -0.025

LEGEND
Tropicol
Mid-Lot

- 2 - 1 0  1 2 
Atmospheric Tem perature Deviation (%)

F i g u r e  3.20. AATSR LST response to change in atmospheric temperature for the 
MIPAS reference atmospheres. % change in temperature refers to perturbation of the 
entire profile by that amount. Results shown are for Ts =  T0, where the dotted lines 
indicate the ±2.5 K target day time accuracy of the retrievals and the dotted/dashed 

line, the target ±  1.0 K night time accuracy.

The mid-latitude LSTs retrievals also fall within the target 1.0 K night time accuracy; 
for high atmospheric temperatures, the tropical LST retrievals are warm-biased by more 
than 1.0 K.

Table 3.21 shows the response for each surface-air temperature difference used within 
the study. A general increase in sensitivity is observed with increasing surface-air tem­
perature difference for both the tropical and mid-latitude atmospheres, although in the
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Table 3.21. AATSR LST response to change in atmospheric temperature, x, for the 
MIPAS reference atmospheres. The x  and x2 terms of the second-degree polynomi­

als fitted to the data are shown for the centre of swath.

Channel T s - T 0 Tropical Mid-•Lat
(K) X X2 X X2

N2 -10 0.327 -0.046 -0.184 -0.004
N2 0 0.429 -0.048 -0.188 -0.002
N2 + 10 0.528 -0.060 -0.183 -0.008

case of the latter, the increase is negligible (thousandths of a K). As for the N2 SST re­
trievals, the change in sensitivity of the LST retrievals with surface-air temperature dif­
ference is higher for the tropical atmosphere than for the mid-latitude. However, while 
this change is still negligible for tropical SST because of the relatively small range of 
surface-air temperature differences, the equivalent increases are significant (tenths of a 
K) over land due to the wide range of surface-air temperature differences.

For the edge of the swath, the sensitivity is slightly enhanced for the tropical atmo­
sphere and diminished for the mid-latitude atmosphere. As for the SSTs, the differences 
are of the order of a few hundredths of a degree.

3.7 Model Results: Other Atmospheric Constituents

3.7.1 Gaseous Species

In addition to water vapour, a number of other gases have absorption and emission lines 
within the bandwidths of the AATSR thermal channels, the most important being carbon 
dioxide. Zavody et al. (1995) estimate that by using a mixing ratio of 330 ppmv for 
CO2 compared to a mixing ratio of 355 ppmv, the effect on the ATSR-1 TO A BTs is an 
overestimate in the forward-view BTs of between 0.03-0.06 K. The figure of 330 ppmv 
is appropriate to the 1970s; the larger concentration of C02 is more appropriate for 1991, 
when the study of Zavody et al. (1995) was carried out. They estimate the corresponding 
nadir-view BT excess to be approximately half this amount, with the largest effect oc­
curring in the 3.7 /im channel due to a strong absorption band at approximately 4.3 //m.

C02 levels in the MIPAS reference atmospheres used in this study are the same for 
all profiles. For the troposphere, the concentration is given as 368.5 ppmv, decreasing
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by less than 6 ppmv up to about 70 km. Above this height, the values decline more 
rapidly to approximately 5 ppmv at 120 km. The companion minimum and maximum 
profiles only deviate from these values by about 1.5% in the troposphere, where most of 
the sensitivity of the AATSR thermal channels lies. Even by deviating the profiles by 
an extreme 5%, the maximum change in BT is only found to be 0.02 K for the forward- 
view. This figure is slightly lower than the results obtained by Zavody et al. (1995), and is 
probably due to the different radiative transfer models, updated spectroscopy (this study 
uses the HITRAN 2000 database) and different test atmospheres used in the studies.

Changing the concentration of the other atmospheric species that contribute to the 
signal measured by the AATSR thermal channels (see Table 3.1), is found to have almost 
no effect on the simulated BTs. A quantitative discussion of the sensitivity to these 
atmospheric species has therefore not been included in this work.

3.7.2 Aerosols

3.7.2.1 Effects of Aerosols on (A)ATSR Thermal Channel BTs

The effects of atmospheric aerosol on satellite measurements has become a hot topic 
in recent years. The general term ‘aerosol’ may refer to a variety of airborne parti­
cles with radii ranging between 0.0001 fim and 100 /im. There are several types of 
aerosols: primary aerosols, emitted directly into the atmosphere as a result of natural 
and anthropogenic processes, which include sea salt, mineral dust and soot, and sec­
ondary aerosols, formed by gas to particle conversion processes, which include sulphate 
aerosols from volcanic, biological and anthropogenic sources. Aerosols may occur in 
both the troposphere and the stratosphere, where the latter tend to be more homogeneous 
in terms of composition, and spatial and temporal distribution. Aerosols both absorb and 
scatter radiation, where the type of scattering depends on the size of the particle and the 
wavelength in question. Where the particle size is less than ~  1/10th of the wavelength, 
the scattering is predominantly Rayleigh scattering; for larger particles, Mie scattering 
occurs.

Limited information is available on the effects of aerosols in the thermal infrared, 
with the majority of the research being carried out in the visible region of the electro­
magnetic spectrum. For the thermal channels of the (A)ATSR, soot, sea salt, volcanic 
and transported mineral dust are considered to be the most important. Table 3.22 shows 
the particle size distribution for these aerosols, as reported by Hess et al. (1998).
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Table 3.22. Distribution of aerosol particle size. Reproduced from Hess et al. (1998). 
< 7  denotes the width of the lognormal distribution, rmodN and rmodv the mode by 
number and the mode by volume and rm*n and rmox, the minimum and maximum

radii of the particles.

Aerosol a YmodN YmodV rmin Ymax

(/im) (/im) (/im) (/im) (/im)
Soot 2.00 0.0118 0.05 0.005 20.0
Sea salt (accumulated) 2.03 0.209 0.94 0.005 20.0
Sea salt (coagulated) 2.03 1.75 7.90 0.005 60.0
Mineral (transported) 2.20 0.50 3.00 0.02 5.0
Sulphate droplets 2.03 0.0695 0.31 0.005 20.0

Previous studies have shown that these aerosols depress the signal in the thermal in­
frared. For example, Pierangelo et al. (2004) have used the results of Hess et al. (1998) 
for transported mineral dust to simulate the effects on the BTs measured by the Aqua- 
Advanced Infrared Radiation Sounder (AIRS). For the (A)ATSR thermal channel wave­
lengths, they find that the effects are highest at 11 /im and lowest at 3.7 /im. The same 
conclusions are reported by Dundas (1991), who has simulated the effects of desert and 
volcanic aerosols on the ATSR-1/2 BTs (Table 3.23). Although these data have been sim­
ulated for the ATSR-1/2 instrument specifications, these will be comparable to the BT 
deficits for the AATSR (within ~0.1 K), as the differences between the filter functions 
are only small (Nightingale & Birks 2004).

Zavody et al. (1995) also simulate deficits in the ATSR-1 BTs in the presence of 
marine aerosols, which they found to be largest in the 3.7 /im channel. For a change in 
visibility from 100 km to 23 km, they simulate a decrease in the TOA BT that ranges 
between —0.577 K and —0.690 K for the 3.7 /im channel, compared with -0.150 K to 
—0.226 K, and —0.127 K to —0.233 K for the 11 and 12 /im channels, respectively. As 
seen with the water vapour and atmospheric temperature sensitivity analyses carried out 
in this study, Zavody et al. (1995) also found the effects to be more pronounced with 
increasing surface-air temperature difference.

3.1.2.2 Effects of Aerosols on (A)ATSR SSTs and LSTs

Since aerosols affect observed thermal channel BTs, it might be expected that aerosol 
effects are also present in the corresponding retrieved SSTs and LSTs. Indeed, aerosols
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Table 3.23. Simulated BT depressions for different aerosol types. These data have 
been reproduced from Dundas (1991).

View Nadir Forward
Wavelength (/im) 3.7 11 12 3.7 11 12

(K) (K) (K) (K) (K) (K)
New volcanic1 0.53 0.83 0.60 0.91 1.43 1.04
Old volcanic1 0.41 0.83 0.64 0.71 1.43 1.10
Background volcanic1 0.48 0.83 0.52 0.84 1.43 0.88
Desert1 0.51 0.83 0.80 0.90 1.43 1.37
New volcanic2 0.40 0.62 0.45 0.69 1.07 0.78
1 results normalised to produce same BT deficit at 11 jim 
in each view
2 true simulated BT depressions for tropical atmosphere 
at the centre of the swath

have been observed to affect SSTs retrieved from the thermal infrared satellite observa­
tions in a number of studies. For example, Vazquez-Cuervo et al. (2004) report effects 
of aerosols on AVHRR and ATSR-2 SSTs. Diaz et al. (2001) have noted deficits of as 
much as 1.74 K in the AVHRR Pathfinder SST dataset, which coincide with high values 
of aerosol optical depth inferred using data from the Total Ozone Mapping Spectrometer 
(TOMS). Donlon & Robinson (1998) attribute biases in SSTs retrieved from ATSR-1 
data to aerosol ejected into the stratosphere during the Mount Pinatubo eruption in 1991. 
As a result, the (A)ATSR dual-view SST retrievals have been made robust to strato­
spheric aerosol (see Chapter 2). Little information is available on the effects of aerosol 
on LST retrieval. However, based on the results obtained within this study for other at­
mospheric constituents, we can infer that the effects are probably similar to the effects 
observed for the N2 SST retrievals.

Calculated depressions in the TOA BTs can be translated to errors in the retrieved 
surface temperatures by applying the SST/LST retrieval coefficients given in Chapter 2. 
The BT deficits given in Table 3.23 are multiplied by the coefficient for each channel 
(excluding the a0 term, which is just an offset that cancels out). Table 3.24 shows the 
calculated change in bias (from the clear-sky, non-aerosol biases shown in Tables 3.6 
and 3.8), using the results of Dundas (1991) for new volcanic aerosols: these have not 
been normalised at 11 /im. The SST retrieval coefficients have not been applied to the 
simulated BT depressions for old and background volcanic, and desert aerosols, as these
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Table 3.24. Simulated changes in SST and LST for new volcanic aerosols (Dundas 
1991). The tropical AATSR coefficients have been used for the retrievals of SST, 
and the biome 12 coefficients for the retrievals of LST. The results are applicable to

the centre of the AATSR swath.

Aerosol Type SST N2 SST N3 SST D2 SST D3 LST N2
(K) (K) (K) (K) (K)

New volcanic -1.02 -0.50 0.02 0.01 -1.02

results have been normalised for the nadir and forward views separately at 11 (im. The 
tropical coefficients corresponding to the centre of the swath have been used for the SST 
retrieval, which are consistent with the simulation conditions. For the LST retrieval, the 
coefficients corresponding to biome 12 have been applied to the simulated BTs.

The results in Table 3.24 demonstrate that the net effect of new volcanic aerosol is 
a decrease in the nadir SSTs. As anticipated, the results for the LST N2 retrieval are 
comparable to the SST N2 retrieval. The dual-view SSTs are essentially unchanged, 
with only a very small increase in the dual-view SSTs; this result is expected, as the 
retrieval coefficients used here should be robust to stratospheric aerosols (see Chapter 
2). If we consider the biases calculated for each SST retrieval in Section 3.3, this results 
in an overall bias of -0.32 K, -0.52 K, 0.07 and -0.12 K K, for N2, N3, D2 and D3, 
respectively, for new volcanic aerosol. What is most interesting about these results, is 
that the dual SSTs are now warmer than their nadir counterparts and the D-N has moved 
from being negative for clear-sky, non-aerosol conditions to positive (~0.4 K in for both 
two- and three-channel SSTs), in the presence of aerosol.

This result is consistent with the findings of Zavody et al. (1994) and Dundas (1991), 
and more recently others working in the AATSR field, who have used D-N as a tracer 
for the transport of mineral dust from the Saharan desert across the Atlantic the Indian 
Oceans (S. A. Good, 2005, personal communication). This latter study has also included 
radiative transfer simulations of the effects of dust aerosols on AATSR SSTs; the prelim­
inary results also indicate a decrease in the nadir-view SSTs together with an increase 
in the dual-view SSTs, which appears to be of larger magnitude than simulated using 
the results of Dundas (1991) for new volcanic aerosol. This behaviour of the dual-view 
SSTs might be construed as counter intuitive. However, although aerosols will depress 
both the nadir and forward TOA BTs, it is the relative weighting of the dual-view re­
trieval coefficients that can result in an increase in the calculated SST - a similar effect 
has been noted (by Merchant & Harris (1999)) for dual-view SSTs contaminated with
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Table 3.25. Standard deviation of the errors in the operational gridded SST retrievals 
as a result of radiometric noise. Data reproduced from Good (2004).

Location SST N2 SST N3 SST D2 SST D3
(K) (K) (K) (K)

Tropics, centre of swath 0.042 0.015 0.072 0.031
Tropics, edge of swath 0.043 0.015 0.094 0.040
Poles, centre of swath 0.039 0.014 0.073 0.031
Poles, edge of swath 0.039 0.014 0.094 0.040

clouds. These findings suggest that, while the current dual-view AATSR SST coeffi­
cients are sufficiently robust to stratospheric volcanic aerosols, the SSTs may still be 
biased in the presence of desert aerosols. The effects of desert aerosols on the current 
AATSR SST retrievals will be investigated further in Chapter 4 within the context of a 
validation experiment over the Caribbean sea.

3.8 Effects of Radiometric Noise on the AATSR SST/LST 
Retrievals

In addition to the surface and atmospheric characteristics in the satellite FOV, radiometric 
noise in the AATSR thermal channels will affect the retrievals of SST and LST. For the 
AATSR, the NEAT is approximately 30 mK for the infrared channels (slightly higher 
for the 3.7 fim channel at colder temperatures - see Chapter 2). However, because the 
retrieval coefficients are greater than unity in several cases, the resulting error on the 
SST/LST retrievals may be larger than this figure.

A study to investigate these effects has been carried out by Good (2004), a summary 
of which is given here. A random number generator was used to create a gaussian distri­
bution of errors with a standard deviation of 0.01 K (chosen to ensure greater than 99% 
of the BT errors are within 0.03 K). The operational gridded SST retrieval coefficients 
were then applied to these errors for 100,000 such simulations. The results of the study 
are summarised in Table 3.25.

The N2 and D2 retrievals have much wider distributions due to the magnitude of the 
coefficients being much higher than unity (Chapter 2); in the case of the D2 distribution, 
the extremes of SST deviations are as high as 0.2 K. These results demonstrate that for
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the majority of SSTs, the estimated uncertainty as a result of radiometric noise will be 
less than 0.1 K.

Good (2004) show that these results improve further when the effects of operational 
smoothing of the atmospheric correction are taken into consideration. Operationally, the 
retrieved SSTs are smoothed by calculating the mean difference between the retrieved 
cloud-free SSTs and the corresponding 11 /un BTs over a 3x3 block of pixels, and 
then adding that difference on to the central 11 /im BT. This procedure smoothes the 
atmospheric correction applied to the retrieved SSTs. The effect of the averaging is to 
reduce the overall noise, resulting in a narrowing of the distributions. In this case, the 
standard deviation of the D2 SSTs reduces to approximately 0.03 K (maximum 0.1 K) 
where the 3 x3 block is completely cloud-free. For the other SST retrievals, the standard 
deviations fall to approximately 0.017 K for N2,0.011 K for N3 and 0.015 K for D3.

In conclusion, the random noise present in the AATSR channels may be significant 
(~0.1 K) for all SST retrievals where no operational smoothing has been performed (e.g. 
due to cloud-cover), with the exception of perhaps the N3 SSTs. Where operational 
smoothing has been implemented, the effect of the noise on the SST retrievals is di­
minished and becomes negligible in all cases where the entire 3x3 pixel block is cloud 
free. For the operational LST retrievals, it is anticipated that the results will be identical 
to those obtained for the SST N2 retrievals, although the implications are much less, 
considering the accuracy requirements of these data.

3.9 Conclusions

A detailed sensitivity study has been carried out investigating the effects of surface tem­
perature and emissivity, and atmospheric water vapour and temperature on the AATSR 
thermal channel BTs. These results have been translated into the effects on the retrieved 
1 km SSTs and LSTs, using the operational algorithms and coefficients detailed in Chap­
ter 2. The effects of other atmospheric constituents, such as carbon dioxide and aerosol, 
and the effects of random noise in the AATSR thermal channels, have also been discussed 
quantitatively.

The results of this study demonstrate that the four operational SST retrievals (D3, 
N3, D2, N2) have very different sensitivities to surface and atmospheric conditions. This 
is a direct result of the differing responses of each of the AATSR channels to these 
parameters, and the weighting of the retrieval coefficients.
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As one would expect, the response of the SST retrievals to a change in the true SST is 
close to unity in all cases, except for that of the N2 retrievals. However, all the retrievals, 
except perhaps D2 and N3 are subject to significant biases for the tropical and mid­
latitude atmospheres. For D3, this bias ranges between —0.10 and —0.16 K. For N2, 
the bias is between +0.70 and +0.75 K. In comparison, the D2 and N3 retrievals are 
biased by approximately 50-80 mK for these atmospheres. The results for the polar 
atmospheres are erratic and of the order of several tenths of a K for all scenarios except 
for the dual-view polar summer retrievals. The observed biases, for all retrievals, may 
be due to several sources: differences in the RT model, surface emissivity, spectroscopy 
and/or continuum values used in this study and those used to generate the SST retrieval 
coefficients, and/or errors in the weighting of the retrieval coefficients.

Both the D3 and N3 retrievals provide the most consistently accurate results allowing 
for changing surface emissivity, atmospheric water vapour and temperature. This is due 
to the inclusion of the 3.7 fim channel in the retrieval, which is the least sensitive of the 
thermal channels to these parameters. Both retrievals deviate by approximately 0.1-0.2 K 
for a change in total column water vapour of 50% for all atmospheric scenarios. Similar 
results are obtained for the tropical and mid-latitude atmospheres, and for D3 with the 
polar atmospheres, for a deviation in atmospheric temperature of up to 2%. The N3 polar 
retrievals do not perform so well for changes in atmospheric temperature and may reflect 
a problem with the weighting of the retrieval coefficients at high latitudes.

For the two-channel SSTs (N2 and D2), the sensitivity of the retrievals to atmo­
spheric water vapour and temperature is very high, as both the 11 and 12 /im channels 
are affected strongly by the atmosphere. However, the benefits of including data from 
the forward view are very apparent, particularly when considering the extremes of the 
tropical atmosphere simulations. For example, an increase in total column water vapour 
of 50% results in a decrease in the retrieved N2 SST of approximately 2.1 K, but only 
1.3 K in the corresponding D2 SSTs. The two-channel retrievals also demonstrate a 
higher sensitivity to changing surface emissivity than do the three-channel retrievals (the
3.7 jLim channel is much less sensitive to surface emissivity than the longer wavelength 
thermal channels). Except for the effects of windspeed on sea surface emissivity, which 
are thought to be negligible for nadir viewing angles, the N2 retrievals are more sensitive 
than the corresponding D2 retrievals to emissivity changes that may occur as a result of 
varying salinity and SST. The results of this study suggest that biases in the two-channel 
retrievals of up to 0.3 K may occur as a result of assuming a constant emissivity for the 
sea surface in the current operational retrieval coefficients. For the tropical atmosphere, 
the effects of changing surface emissivity are negligible.
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The AATSR TOA BTs show negligible dependence on other atmospheric gaseous 
species. Aerosol, on the other hand, can depress the observed BTs by several tenths of 
a degree, causing biases in the retrieved SSTs of a similar magnitude. The net effect is 
found to be a decrease in the nadir SSTs and a small increase in the dual-view SSTs, 
resulting in the dual-view SSTs being warmer than their nadir-view equivalents. This is 
a particularly interesting result, as the dual-nadir SST difference (D-N) is found to be 
largely negative for most simulated clear-sky, non-aerosol scenarios, although extremes 
of atmospheric temperature and water vapour may also cause the D-N to become posi­
tive.

The response of the retrieved LSTs for biome 12, strongly resembles that of the N2 
retrievals, as both algorithms use only the nadir split window channels. Considering the 
relative performance of the four operational SST algorithms to changing emissivity, at­
mospheric water vapour and temperature, the results of this study suggest strongly that 
the performance of the operational LST algorithm could be improved by using data from 
the forward view and/or the 3.7 //m channel. The current LST algorithm has a strong de­
pendence on surface emissivity, increasing by almost 2.0 K for an unaccounted change 
in fractional vegetation of zero to one for the mid-latitude atmosphere scenario. The de­
pendence is less severe for the wetter tropical atmosphere, where changes in the surface 
emissivity are more attenuated by the overlying atmosphere. At present, the operational 
retrieval coefficients for biome 12 do not take into account any annual variation in surface 
emissivity. The results of this study suggest that the current algorithm could be improved 
by incorporating some dependence on fractional vegetation as a proxy for the emissivity, 
as is practice for the majority of the other land biomes. With such a strong variation 
in emissivity over land, the use of the 3.7 fim channel, which is much less sensitive to 
this parameter, could offer further improvements to the algorithm for dealing with this 
problem.

The results of this sensitivity study also suggest that the performance of the LST 
algorithm is compromised by using the same retrieval coefficients for different latitudes. 
The algorithm for biome 12 demonstrates the ideal near-zero bias and a response of
1.0 for a change in the true LST, for the mid-latitude climatology. However, for the 
tropical atmosphere, a bias of approximately 1.0 K and a response of 0.9 is observed. 
The biases at the edge-of-swath, in conditions of high water vapour, are also found to 
differ from those at the centre by approximately 0.2 K, suggesting that algorithm may 
not be correcting sufficiently for the increased path length as the view angle departs from 
true nadir.

All the SST and LST retrievals are found to be affected by the surface-air temperature
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difference; in most cases, an increased surface-air temperature difference results in an 
increase in sensitivity. Any increases in sensitivity will culminate in a much wider range 
in the bias of the retrievals, with respect to changing water vapour, emissivity, etc. This 
has particularly strong implications for LST retrieval, as the surface temperature may 
differ by several degrees from the near-surface air temperature. These results suggest 
that current LST algorithm would benefit from utilising separate coefficients for day and 
night, as recommended by Prata (2002a), to reduce these biases.

It is estimated that random noise in the AATSR thermal channels will result in a 
typical error of less than 0.1 K in the retrieved SSTs and LSTs, with the largest error 
occurring for the D2 retrievals. For SSTs or LSTs that have undergone operational at­
mospheric smoothing, this error will be reduced to only a few hundredths of a K. This 
demonstrates the potential of the AATSR retrievals to obtain the high accuracy and pre­
cision required for the climatological applications for which they were intended.

The results presented in this chapter provide a basis for understanding the relative 
behaviour of the SST and LST retrievals under different surface and atmospheric condi­
tions. Such understanding can aid interpretation of the results of comparisons between 
the operational SST/LST retrievals and other SST/LST data sets, such as in situ data 
collected during validation experiments. Chapters 4 and 5 describe two such validation 
experiments (SST and LST, respectively), where the results of this chapter have been 
used as an aid to identify or exclude sources of bias in the results.
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Chapter 4

The Accuracy of AATSR SSTs in the 
Caribbean

The results of the sensitivity analysis presented in Chapter 3 can provide us with an 
invaluable insight into both the relative and absolute performance of the operational SST 
algorithms. However, as these investigations are theoretical, only a comparison of the 
satellite SSTs with equivalent in situ data can provide a true assessment of the accuracy 
of the product.

This chapter focuses on the results of a comparison between 1 km-resolution SSTs 
derived from the AATSR and co-located in situ measurements obtained from the Marine- 
Atmospheric Emitted Radiance Interferometer, or M-AERI (Minnett et al. 2001), over 
the Caribbean Sea during 2003. The M-AERI, which is permanently deployed on board 
the Explorer of the Seas that sails continuously around the Caribbean, provides an un­
precedented opportunity to perform a long-term validation of AATSR SSTs over this 
area. Furthermore, the atmospheric conditions in this area are challenging in terms of 
satellite retrieval of SST since this region is affected by high atmospheric water vapour 
and aerosol (e.g. Carlson & Prospero 1972), providing a stringent test of the performance 
of the (A)ATSR instrument and the accuracy of the SST retrieval methodology.

4.1 In Situ Measurements: The M-AERI

The M-AERI is a sea-going Fourier-transform interferometric infrared spectroradiome- 
ter that provides the means to make precise measurements of SSTskin (better than 0.1 K 
accuracy). The instrument measures interferograms in the time domain that are trans-
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F ig ure  4.1. M-AERI viewing geometry. Figure supplied by P. J. Minnet, Univer­
sity o f Miami.

formed into spectra between 3 and 18 //m wavelength with a resolution o f approximately 

0.5 cm-1 . The half angle o f the beam width is 1.3°. The M-AERI is internally calibrated 

using two black-bodies (at temperatures o f 60 °C and ambient), which are traceable to 

the National Institute o f Standards and Technology (NIST); the residual uncertainties are 

less than 0.05 K (Minnett et al. 2001), based on laboratory measurements o f a NIST- 

designed calibration target (Fowler 1995) characterised by the NIST Transfer Standard 

Radiometer TXR (Rice & Johnson 1998, Rice et al. 2004).

The viewing geometry o f the M-AERI is shown in Figure 4.1. A measurement o f  

the sea surface emission (Rsea) is made at an angle 9 from the nadir, with a further mea­

surement made at 9 from zenith, to correct for the effects o f downwelling sky irradiance 

(Rs/cy)- A measurement is also made at zenith for atmospheric profile retrievals. The 

correction for the effects o f the atmosphere between the instrument and the sea surface is 

achieved by a parameterisation, previously derived using radiative transfer simulations, 
dependent on air temperature, humidity, height o f the instrument above sea level (h) and 

9 (Smith et al. 1996). When the measurements are being made in the presence o f Saharan 

dust (see Section 4.4), the uncorrected effects o f the aerosols between the height o f  the 
M-AERI and the sea surface is estimated to be less than 0.005 K.

A number o f independent interferograms are averaged over a predetermined time 

interval in order to improve the signal to noise ratio. Typically, this time period is set 
to 90 seconds; for a ship travelling at 22 knots (11 ms-1) this is equivalent to 1.0 km. 

This measurement sequence is bracketed by the black body calibration. The entire se­
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quence takes approximately 11 minutes. The SST itself is derived from 10 spectral points 
around 7.7 /zm, which are averaged to provide a single value, with an associated un­
certainty. This wavelength was selected to reduce the effect of imperfectly corrected 
reflected cloud radiances on the SST retrieval as the atmospheric path length at this 
wavelength is relatively short (Smith et al. 1996). Results from the Miami2001 infrared 
radiometer calibration and intercomparison workshop indicate that the M-AERI com­
pares extremely well (typically within 0.05 K) with other precise sea-borne radiometers 
used for satellite SST validation, for example the Scanning Infrared Sea-surface Temper­
ature Radiometer (SISTeR) designed at Rutherford Appleton Laboratories, UK, and the 
ISAR of the National Oceanography Centre, UK (Barton et al. 2004).

An M-AERI is permanently deployed on the Explorer of the Seas cruise ship, which 
sails around the Caribbean Sea. The ship has two cruise tracks, the western and eastern 
cruise tracks, each of which takes one week to complete. On the Explorer of the Seas, the 
instrument is secured at a height of approximately 39 m above sea level and 9 is set to 55° 
to view beyond the ship’s bow wave. The location of the resulting SSTs is determined 
using the Global Positioning System (GPS) data stream. Gaps in this near-continuous 
SST dataset are usually due to the mirror being put into ‘safe-mode’ when the M-AERI’s 
onboard rain sensor detects water droplets close to the M-AERI aperture.

In this study, SSTs have been excluded where the standard deviation of the 10 SSTs 
(obtained from 10 spectral points around 7.7 //m), averaged to obtain the in situ SSTs, is 
above 0.1 K. This is similar to the threshold of 0.09 K employed by Kearns et al. (2000). 
Possible reasons for high values that justify the exclusion of such data points, include: 
temperature transients inside the instruments caused by sunlight entering the aperture, 
either directly or reflected off the sea surface; temperature transients in the black bodies 
(e.g. caused by wind entering the aperture); interference from the ship’s radios; and 
increase in strays from scattering elements on the scan mirror (e.g. salt crystals from 
spray).

4.2 Validation Methodology

Comparisons between M-AERI and AATSR SSTS were made between co-located mea­
surements for l x l  and 3x3 blocks of AATSR pixels, centred on the pixel containing 
the latitude and longitude of an M-AERI SST (determined at the mid-point of the sea- 
viewing measurement). Validation using the 3x3 block was carried out as a secondary 
experiment in order to verify that potential sources of errors linked to the movement
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of the ship (e.g. spatial variation of SST) and AATSR geolocation (particularly in the 
forward view) were not affecting the results. In this instance, an average value was 
calculated where at least three valid SSTs occurred within the pixel block. All spatially- 
coincident matchups occurring within 60 minutes of the AATSR overpass were included 
in the analysis, which is within the temporal criteria recommended by Minnett (1991).

Undetected cloud-contamination is a major contributor to bias errors in SSTs derived 
from infrared radiometer data (e.g. Jones et al. 1996). In this study, SSTs were rejected 
where either the nadir- or forward-view pixels were flagged as cloudy, as defined by the 
operational AATSR cloud screening algorithms (see Section 2.3.3). Additional cloud 
screening was carried out by eye, to ensure that only clear-sky pixels were included in 
the final data set. This was performed by examining the AATSR BT and SST scenes 
corresponding to each matchup deemed cloud free by the operational processor for signs 
of potential cloud (e.g. unrealistic ‘streaks’ of abnormally cold BTs or matchups sur­
rounded by several cloud-flagged pixels - see Figure 4.2 for an example). Pixels occur­
ring within 3 km of land or within 6 pixels of the edges of the swath were also excluded 
from the analysis, the former largely because of potential geolocation errors (particularly 
in the forward view) and the latter because unrealistic or absent values in the pixels at 
the extreme margins of the swath were found to occur frequently (possibly as a result of 
process of regridding the curved swath of the AATSR onto a regular 1-km grid).

No auxiliary windspeed data have been included in this analysis (for example, to 
screen out data obtained during periods of high windspeed). Although some authors have 
suggested that windspeed may affect the emissivity of sea water at high zenith angles 
(e.g. >50°), the results presented in Chapter 3 have demonstrated that any effects on the 
AATSR data will be very small at tropical latitudes due to high levels of water vapour. 
Furthermore, Hanafin & Minnett (2005) have demonstrated that at-sea measurements of 
the wind-speed dependence of the surface emissivity is smaller than predicted previously, 
for example, using the models of Watts et al. (1996) and Masuda et al. (1988).

4.3 Results

Of the 384 coincident M-AERI and AATSR ( lxl )  measurements, 201 were rejected 
after cloud screening (approximately 20 of these 201 data points were as a result of the 
visual inspection of the imagery). A further 84 matchups were discarded on the basis of 
the standard deviation of the M-AERI SST being above 0.1 K. Of the remainder, 25 of 
the AATSR SSTs were obtained during the day (using the two-channel SST algorithm)
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F igure  4.2. Example of an AATSR 11 fim BT image contaminated with cloud (21 
August 2003 - orbit 07701). The cloud is represented by the relatively cold BTs 
(typically <290 K) in the image. The M-AERI matchups for this orbit is shown by 
series o f black crosses running NW-SE. In this case, the most easterly and two most 
westerly matchups have been rejected from the analysis due to possible cloud con­
tamination (not identified by the AATSR processor - all these matchups are flagged

cloud-free in the operational data).

and 74 during the night (using the three-channel AATSR SST algorithm); the locations 

o f these matchups are shown in Figure 4.3.

Figure 4.4 shows both the AATSR nadir and dual-view SSTs comparisons with M- 

AERI data for these data points. From these data, we observe that the correlation is high 
(>  0.9) and the slope is very close to unity for the D2, N3 and D3 retrievals. The perfor­

mance o f the N2 SSTs is comparatively poor, with a correlation o f only 0.41 and a slope 

of 0.86. Figure 4.5 shows the distribution o f AATSR minus M-AERI SST differences for 

both daytime and nighttime, two- and three-channel matchups. These data show the dis­
tribution o f nighttime data is approximately Gaussian, with bias and standard deviation 

of 0.10 K and 0.27 K, respectively, forN3 SSTs, and 0.06 K and 0.28 K for D3 SSTs (see 

Table 4.1). These results are extremely encouraging and suggest that the three-channel
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(crosses) M-AERI/AATSR matchups for the 1 x  1 pixel block size.

nighttime AATSR SST retrievals are o f very high quality over the Caribbean region, 
although the apparent bias in the N3 retrievals is o f some concern.

The distribution o f the two-channel daytime SSTs is much more difficult to interpret 

as the distributions are not obviously Gaussian, which may, o f course, be an artefact 
o f the limited number o f data points. This is particularly apparent in the case o f the N2 
SSTs, which has a strong peak at approximately —2 K in addition to the main distribution 

that occurs between -0 .5  K and 1.5 K. Interestingly, this negatively-biased distribution 

is due to seven matchups that occur from the same two-hour temporal window on 30 

June 2003 (Orbit 06956). These matchups, together with one matchup occurring on 12 

October 2003, are also responsible for the secondary peak that occurs at approximately 

+0.6 K in the D2 distribution. For the D2 SSTs, the bias and standard deviation o f the 

distribution are calculated to be 0.16 K and 0.38 K, respectively, which suggests that 

considering all 25 daytime matchups, the AATSR D2 SST retrieval is performing below  

specification over this geographical region. In this instance, an overall bias and standard
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Figure 4.4. Comparisons between AATSR SSTs (y-axis) and in situ SSTs from the 
M-AERI (x-axis) for (a) nadir two-channel, (b) dual two-channel, (c) nadir three- 
channel and (d) dual three-channel matchups occurring within ±  60 minutes from 
the time of the AATSR overpass for the lx l  pixel block size. Linear regression 
lines (solid), lines of equality (dashed) and the AATSR ±  0.3 K target accuracy

lines (dotted) are also shown.

deviation calculation for the N2 retrievals is probably inappropriate due to the apparent 
multi-modal distribution of data. Considering the two principal distributions separately, 
a bias and standard deviation of 0.56 K and 0.47 K, respectively, are obtained for the 
main distribution (18 data points) and -1.98 K and 0.07 K for the second distribution (7 
data points). The overall mean of these data is calculated to be —0.15 K.

The outlying data points may be due to residual cloud contamination, which should 
always be considered as a possible source of error when using satellite data to obtain 
measurements of SST. Although the presence of cloud in the instrument FOV may de­
press the observed TOA BTs, the resulting AATSR SST may be positively or negatively 
biased due to the weighting of the retrieval coefficients and the varying effect of various 
cloud types on the radiances at different wavelengths (Merchant & Harris 1999). How-
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dotted) and dual-view (dashed) SSTs are shown.

ever, as the data have been screened for cloud by eye, in addition to the operational cloud 
detection algorithms, it is more likely that the observed outliers are a result of another 
source of error. An alternative source will be explored in Section 4.4.

The results for the 3x3 block (Table 4.2) closely mirror those for the l x l  block. 
When considering all matchups, no major differences in the statistics are found, except 
for the increase in the number of matchups. This suggests that no additional errors are 
introduced into the validation dataset as a result of any spatial variation of SST, the 
movement of the ship and any errors in the AATSR geolocation.

Analysis of the results for both the l x l  and 3x3 blocks show that the accuracy of 
the AATSR SSTs with respect to the in situ SSTs exhibits no correlation with (i) SST, (ii) 
heterogeneity of the surrounding SST (assessed by calculating the standard deviation of 
the corresponding 3x3 pixel block), (iii) latitude of matchup (iv) longitude of matchup 
(v) temporal offset from the time of the AATSR overpass and (vi) the swath position 
of the AATSR pixel. However, these results are limited by the number of data points 
available and the small magnitude of these effects (e.g. the range of SSTs is only a few 
K). The lack of correlation with the latter two points is consistent with the findings of 
Donlon & Robinson (1998), although it should be noted that they were validating the 
ATSR-1 spatially averaged product (generated by applying SST retrieval coefficients to 
cloud-free TOA BTs averaged over 10 arcminute cells).

Overall, the N2 SSTs compare least well with the in situ measurements. By using 
the additional data from the forward view during the day (D2 SSTs), when the 3.7 jam
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Table 4.1. Summary of AATSR/M-AERI matchup statistics for the 1 x 1 pixel block. Statistics are shown separately for two-channel 
(day) and three-channel (night) SST retrievals, considering all matchups, and cases where the AATSR dual- minus nadir-view SST 
(D-N) is ‘normal’ and abnormally high (see Section 4.4.1 for explanation). In the case of ‘all matchups’ for the N2 retrievals, the 
bias and standard deviation are presented separately for the two distributions (labelled ‘1’ and ‘2’); the mean for the full data set is 
also given (denoted by *). Bias is defined as AATSR - M-AERI, such that a positive value indicates that AATSR is measuring warm.

For each scenario, the proportion of matchups falling within the ±0.3 K target accuracy is also shown.

Nadir Dual
Matchups No. Matchups Bias 

(K)
StDev % within ±0.3 K. 
(K)

Bias
(K)

StDev % within ±0.3 K 
(K)

all matchups 2ch 25 -0.15* - 16.0 0.16 0.38 60.0
all matchups 2ch (1) 18 0.56 0.47 22.2 - - -

all matchups 2ch (2) 7 -1.98 0.07 0.0 - - -
all matchups 3ch 74 0.10 0.27 68.9 0.06 0.28 81.1
‘normal’ D-N 2ch 17 0.57 0.48 23.5 -0.05 0.26 88.2
‘normal’ D-N 3ch 65 0.14 0.24 72.3 0.02 0.25 84.6
high D-N 2ch 8 -1.68 0.85 0.0 0.60 0.10 0.0
high D-N 3ch 9 -0.16 0.31 44.4 0.32 0.36 55.6



Table 4.2. Summary of AATSR/M-AERI matchup statistics for the 3 x3 pixel block. Statistics are shown separately for two-channel 
(day) and three-channel (night) SST retrievals, considering all matchups, and cases where the AATSR dual- minus nadir-view SST 
(D-N) is ‘normal’ and abnormally high (see Section 4.4.1 for explanation). In the case of ‘all matchups’ for the N2 retrievals, the 
bias and standard deviation are presented separately for the two distributions (labelled ‘1* and ‘2’); the mean for the full data set is 
also given (denoted by *). Bias is defined as AATSR - M-AERI, such that a positive value indicates that AATSR is measuring warm.

For each scenario, the proportion of matchups falling within the ±0.3 K target accuracy is also shown.

Nadir Dual
Matchups No. Matchups Bias 

(K)
StDev
(K)

% within ±0.3 K. No. Matchups Bias
(K)

StDev % within ±0.3 K. 
(K)

all matchups 2ch 32 -0.17* - 15.6 0.16 0.36 62.5
all matchups 2ch (1) 23 0.53 0.43 21.7 - - -
all matchups 2ch (2) 9 -1.96 0.07 0.0 - - -
all matchups 3ch 84 0.07 0.27 66.7 0.04 0.26 81.0
‘normal’ D-N 2ch 22 0.54 0.44 22.7 -0.04 0.21 90.9
‘normal’ D-N 3ch 71 0.13 0.22 70.4 0.01 0.23 87.3
high D-N 2ch 10 -1.73 0.75 0.0 0.62 0.10 0.0
high D-N 3ch 13 -0.23 0.32 46.2 0.24 0.34 46.2



channel is not available, the quality of the SSTs, in terms of both bias and standard devi­
ation, is significantly improved. This highlights clearly the advantages of using a sensor 
with dual-viewing capabilities to obtain a better atmospheric correction when retrieving 
SSTs. The results presented suggest that the most accurate SSTs are obtained when the
3.7 /im channel data are used, with similar results achieved using both the nadir- and 
dual-view data, although the former exhibits a significant warm bias. However, it should 
be noted that these results are specific to the Caribbean and may not be representative of 
the global performance of the AATSR SST retrieval algorithms.

4.4 Dual-Nadir SST Difference

Figure 4.6 shows the AATSR/M-AERI SST difference plotted as a function of date, 
where the points are coloured according to the corresponding D-N (dual minus nadir 
SST difference - see Chapter 3).

From this figure, it can be seen that AATSR SSTs showing comparatively poor agree­
ment with co-located M-AERI SSTs (e.g. > 0.3 K) occur throughout the year, and are not 
confined to one particular season. Excluding cloud contamination (Section 4.3), a pos­
sible explanation for non-zero bias errors stems from the regional nature of this study. 
Through the choice of the distribution of atmospheric profiles used in the radiative trans­
fer simulations, the coefficients for the AATSR atmospheric correction algorithm are 
optimised for the global range of atmospheric variability, and applications of the algo­
rithm to correct a limited subset of atmospheric conditions could potentially lead to bias 
errors of several tenths of a degree in a particular location (Minnett 1990).

A likely explanation, however, concerns the effect of mineral dust aerosols, which 
may also affect satellite SST retrievals (e.g. Vazquez-Cuervo et al. 2004). The effects 
of aerosols on (A)ATSR data have been explored within Section 3.7.2.2 of this thesis, 
where it was shown that the nadir-view SSTs are depressed and the dual-view SSTs, if 
anything, increase under these conditions. This relative behaviour of the SST retrievals 
results in an increase in the D-N.

As noted in Section 3.7.2.2, this effect has been observed in real (A)ATSR data, 
where the D-N has been used to track the transport of Saharan dust across the Atlantic 
(Dundas 1991). This well-documented natural phenomenon occurs throughout the year, 
transporting mineral aerosol particles from North West Africa as far as the Eastern United 
States and the Caribbean (e.g. Carlson & Prospero 1972). The concentration of Saha­
ran dust generally peaks in the Northern Hemisphere summer months, but can vary on
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filled squares. The AATSR ±  0.3 K target accuracy lines (dotted) are also shown.
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the scale of days, as events are typically sporadic and plume transport has a strong me­
teorological dependence (e.g. Arimoto et al. 1995). Saharan dust aerosol particles are 
relative large (e.g. several /im) and transported in the troposphere, typically at heights of 
1.5 - 4.5 km (Prospero & Carlson 1972, Dunion & Veldon 2003). The transport of the 
dust can also be associated with unusually high atmospheric temperature and low rela­
tive humidity, which have been traced as far as the Caribbean (Carlson & Prospero 1972). 
Therefore, the effects on (A)ATSR SSTs may be two-fold: the direct effect of the dust on 
infrared measurements, due to strong absorption features in the 11 and 12 fim channels 
(e.g. Dundas 1991) and the additional effects of the accompanying extreme atmospheric 
conditions.

To investigate the effects of the aerosol phenomenon on AATSR data over the Caribbe­
an, variations of D-N with aerosol optical depth (AOD) derived from MODIS observa­
tions at 550 nm (see Kaufman & Tanre (1998) for further details) have been examined. 
A global analysis of this relationship is currently being conducted at the University of 
Leicester (S. A. Good, personal communication). The data shown in Figure 4.7 is for the 
month of July 2003, which is at the peak of Saharan dust transport. From this plot, we 
see that these two data sets are well correlated for both day (two-channel D-N) and night 
(three-channel D-N) AATSR data, where the gradients reflect the differing sensitivities 
of the AATSR SST algorithms to aerosol. The apparent lower sensitivity of the three- 
channel (nighttime) D-N is due to the fact that the retrieval is dominated by the 3.7 fim 
channel, which is less affected by desert aerosol than the 11 and 12 fim channels (Dun­
das 1991). Some degree of scatter is observed, which may, at least in part, be a result of 
different types of aerosol and varying height distribution having different effects on the 
satellite SSTs.

The monthly averages of D-N and MODIS AOD over the Caribbean, shown in Figure
4.8, also suggest a relationship between these two parameters. The primary feature in all 
three data sets is the maximum that occurs in July 2003, which corresponds to the peak 
of the Saharan dust transport. Other features can be attributed to the effects resulting 
from differences between the times of observation (the AATSR three-channel data are 
obtained at night, whilst the AATSR two-channel and MODIS data are obtained during 
the day), the limited coverage of the AATSR swath, and variability of atmospheric water 
vapour and temperature.

From Figure 4.6, we see that a number of positively-biased outliers are characterised 
by a high positive D-N, with the largest number of these data occurring through June - 
August 2003, consistent with the peak of the observations of the Saharan dust event as 
noted previously. The comparatively poor agreement between the AATSR and M-AERI
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Figure 4.7. Correlation between AATSR dual- minus nadir-view SST difference 
(D-N) and daytime MODIS aerosol optical depth at 550 nm (both data sets averaged 
over the month of July) for (a) two-channel (daytime) and (b) three-channel (night­
time) AATSR data. Both the MODIS and AATSR data have been averaged onto a 1 
degree resolution grid between 16 - 28° N, and 60 - 88° W. Plots produced by S. A.

Good, University of Leicester.

SSTs for these matchups suggests that the AATSR may not be correcting accurately for 
the atmosphere under these conditions. The variable nature of Saharan dust concentra­
tions, even during the peak months, may explain the variability in the M-AERI AATSR 
SST comparisons and the occurrence of some matchups with low D-N at that time.
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aerosol-free conditions (see Section 4.4.1). Plot produced by S. A. Good, University

of Leicester.

4.4.1 Effect of Filtering Matchups based on Dual-Nadir SST Differ­
ence

In order to separate the effects of aerosol, separate threshold D-N values for both two- 
and three-channel SSTs for ‘normal’ conditions have been determined by considering 
the distribution of D-N for months relatively unaffected by Saharan dust aerosol. The 
AATSR 1 km SST data over the Caribbean region from January to April, and November 
and December 2003 have been plotted as a histogram showing the distribution of D-N 
in Figure 4.9. Unlike the two-channel histogram, the three-channel D-N distribution is 
asymmetrical with a positive ‘tail’, a feature that is not seen in the two-channel (daytime 
data). Interestingly, this ‘tail’ also does not appear in the equivalent plots for the AATSR 
spatially averaged data (not shown), suggesting that it is not related to the 3.7 /im chan­
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nel. The most likely cause of the these anomalous data points is undetected cloud, as the 
effects of individual cloudy pixels are likely to be less significant in the spatially aver­
aged data as a result of the averaging process (Good et al. 2006). For the two-channel 
(daytime) retrieval, data from a designated cloud-screening channel at 1.6 fim are em­
ployed that are not available at night, possibly explaining the absence of this ‘tail* in 
these data.

The differences in mode and standard deviation are principally due to the differential 
dependence of the four AATSR SST retrievals on atmospheric water vapour and tem­
perature. Considering limits of three standard deviations (99.7% of the data) around the 
mode of the Gaussian curve fitted to the data, upper D-N thresholds of +0.25 K and 
+0.26 for two- and three-channel SSTs, respectively, are obtained (S. A. Good, 2005, 
personal communication). For matchups with D-Ns above the given thresholds, it is 
considered likely that these data are affected by Saharan dust aerosol. The mode of the 
Gaussian curves, —0.59 K and —0.13 K for two- and three-channel D-N, respectively, 
agree well with the expected D-N of —0.75 K and —0.14 K for an aerosol-free tropical 
atmosphere, simulated in Chapter 3.

To exclude the possibility that matchups with high, positive D-N are caused by the 
atmospheric state (excluding the effects of aerosols), NWP data and a radiative trans­
fer model have been used to simulate the AATSR TOA BTs. The modelled BTs are 
then converted into SST using the operational, gridded retrieval coefficients (Chapter 2). 
As no aerosol is included in the model, these simulated D-Ns should reflect the range 
expected for an aerosol-free atmosphere.

The model used in this study was the Oxford RFM, which was described in Chapter 3 
of this thesis. For the input surface parameters, SSTs from the M-AERI have been used, 
with the sea surface emissivities corresponding to the AATSR thermal channels given 
in Table 3.3. For the atmospheric data, profiles from 1.125° gridded European Centre 
for Medium-Range Weather Forecasts (ECMWF 1995) have been employed, using a 
weighted average (by distance) of the four profiles geographically and temporally clos­
est to the location of each M-AERI SST. Concentrations for atmospheric species other 
than water vapour, which are provided by ECMWF, were obtained from the tropical 
atmospheric profile given by Remedios (1999) (see Chapter 3).

AATSR TOA BTs have been simulated for all 183 cloud-free coincident AATSR and 
M-AERI measurements. The M-AERI SSTs with standard deviation above 0.10 K have 
been included in the simulations, as the exercise is theoretical and the accuracy of the in 
situ SSTs is not critical. The two-channel SSTs have also been derived for the nighttime 
overpasses in order to increase the number of D-N data points for these retrievals. An
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Figure 4.10. Simulated D-N for (a) two-channel and (b) three-channel data, using 
ECMWF atmospheric data together with (model input) SST data obtained from the 

M-AERI. The dashed line indicates the upper D-N (aerosol) threshold.

average value of the D-N for all matchups within an orbit has been used, as there is 
almost no variation in the D-N for matchups originating from the same orbit due to the 
coarse spatial resolution of the ECMWF atmospheric data.

Figure 4.10 shows the variation of simulated D-N as a function of date. From the 
results, a bias and standard deviation of —0.34 K and 0.28 K, respectively, are calculated 
for the two-channel D-N, and —0.01 K and 0.06 K for the three-channel D-N. These 
numbers are comparable to the mode and standard deviation obtained for the D-N data 
plotted in Figure 4.9, with the differences arising from the fact that we are only consid­
ering a small subset of the data in this instance. In contrast to the D-Ns shown in Figure
4.8, no seasonal cycle is evident in the data. With the exception of one matchup in the 
two-channel D-N results (Figure 4.10), all the simulated D-Ns fall below the aerosol 
thresholds (indicated by the dashed lines in the plots). This suggests that the cause of the 
high D-Ns in our validation data set is unlikely to be due to atmospheric water vapour 
and/or temperature.

Figure 4.11 shows the histograms of the AATSR minus M-AERI SST differences 
for (a) N2, (b) D2, (c) N3 and (b) D3 matchups, for all data, and as classified by the 
magnitude of the D-N. The secondary peaks centred about —2 K and +0.6 K in the N2 
and D2 distributions, respectively, correspond to matchups with D-Ns > 0.25 K. For the 
three-channel matchups, no obvious separation is observed, although the small positive 
tail in the D3 distribution and some of the more negatively-biased matchups in the N3 
distribution can be explained by matchups with D-Ns > 0.26 K.

The statistics for the ‘filtered’ 1 x 1 matchup distributions are given in Table 4.1. In
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Saharan dust aerosol.

the case o f the D2 matchups, the bias and standard deviation o f the distributions with 

D-N < 0.25 are —0.05 K and 0.26 K. For the high D-N distribution, these figures are 

0.60 K and 0.10 K. For the N2 matchups the bias and standard deviation are + 0 .57  K 

and 0.48 K for D-N <  0.25, and —1.68 K and 0.85 K for matchups with D-N greater 

than this threshold.

For the D3 SSTs, the bias and standard deviation are +0.02 K and 0.25 K, respec­
tively, for D-N <  0.26, and +0.32 K and 0.36 K for the high D-N distribution. For N3, 
the bias and standard deviation are +0.14 K and 0.24 K for D-N <  0.26, and —0.16 K 
and 0.31 K for high D-N.

The non-aerosol, clear-sky SST biases obtained in this experiment are comparable
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with the theoretical biases for the tropical atmosphere (+0.70 K, —0.02 K, +0.05 K and 
-0.12 K for N2, N3, D2 and D3, respectively) obtained in Chapter 3 of this thesis. The 
theoretical biases differ by between 0.10 K and 0.16 K from the observed biases, with no 
systematic sign of the differences. These differences are probably due to a combination 
of the regional nature of this validation experiment, and the fact that only a single, ideal 
tropical atmosphere has been considered for the theoretical study. For the N2 SSTs, the 
observed large, warm bias confirms the model-predicted warm bias of several tenths of 
a degree, indicating that the current N2 retrieval is not achieving the high accuracy SSTs 
required for many climate-related studies. Of the four AATSR SST retrievals, the N2 
SSTs also exhibit the largest standard deviation in the agreement between the in situ and 
satellite SSTs. This feature is also predicted by the model results presented in Chapter 
3, which demonstrate that the N2 results have a relatively unstable response to changing 
atmospheric water vapour and temperature, compared with the D2, N3 and D3 retrievals.

4.4.2 The Effect of Saharan Dust on TOA BTs

Overall, a pattern of the behaviour of the four AATSR SSTs (N2, N3, D2, D3) has 
emerged under conditions of high positive D-N. For the dual-view SSTs, the retrieval 
algorithms appear to be overcompensating for the effects of the atmosphere and the re­
sulting SST is too warm. For the nadir-view SSTs, the effect is the opposite, resulting in 
an overall increase in the D-N. These observations are consistent with the model predic­
tions discussed in Chapter 3.

Through radiative transfer modelling, it is also possible to obtain an estimate of the 
effects on the TOA BTs corresponding to the AATSR SSTs used in this study. To do this, 
the AATSR TOA BTs simulated in Section 4.4.1 have been compared to the correspond­
ing observed AATSR TOA BTs for each valid SST matchup. The comparisons have 
then been classified into those matchups where the retrieved D-N is below the thresholds 
calculated in Section 4.4.1, and those matchups where the D-N is high. As the modelled 
BTs assume an aerosol-free atmosphere, the relative agreement between the modelled 
and observed BTs, for the situations with low and high D-N, should provide us with an 
estimate of the effect of any aerosol on the BTs corresponding to matchups with high 
D-N.

In this case, matchups where the standard deviation of the M-AERI SST is above 
0.10 K have been excluded (unlike in Section 4.4.1), as this experiment involves compar­
ing the modelled data with real data, thus the accuracy of the M-AERI SSTs is important. 
Figures 4.12 and 4.13 show the results for the daytime and nighttime BT data, respec-
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squares, respectively.

tively. Table 4.3 gives the calculated biases and standard deviations of the differences 
between the simulated and observed BTs.

Considering all the data, the best agreement between any of the comparisions is ob­
tained for the nadir 3.7 fxm channel, with a bias and standard deviation of —0.07 K and 
0.24 K, respectively. Results for the forward 3.7 fim BTs also show good agreement (bias 
and standard deviation of —0.02 and 0.34 K). The results for the 11 and 12 /im channels 
are comparatively poor, where the mean difference between the modelled and observed 
BTs ranges between 0.2 K and 0.98 K and the standard deviations, between 0.47 K and 
0.94 K. Overall, the results for the forward-view simulations are significantly worse than 
those for the nadir view. The daytime simulations also appear to show relatively poor 
agreement with the observed AATSR BTs with respect to the nighttime comparisons.
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Table 4.3. Statistics of the comparison between the simulated and observed AATSR 
TOA BTs. The bias (simulated-observed) and standard deviation (StDev) are shown 
for all data points, data points with D-N below the ‘normal’ threshold and data points 
with D-N above the ‘normal’ threshold. ABias refers to the additional BT deficit 
apparent in the observed BTs due to aerosol contamination that is not simulated by 
the model - this is effectively the mean effect of Saharan dust on the AATSR TOA

BTs over the Caribbean.

Day/Ngt Channel Nad All Data Points Low D-N HighD-N ABias
(//m) / Bias StDev Bias StDev Bias StDev (K)

Fwd (K) (K) (K) (K) (K) (K)
day 11 nad 0.60 0.47 0.41 0.44 1.00 0.19 -0.59
day 12 nad 0.60 0.54 0.63 0.61 0.53 0.34 0.10
day 11 fwd 0.98 0.88 0.48 0.52 2.05 0.37 -1.57
day 12 fwd 0.90 0.65 0.75 0.67 1.21 0.52 -0.46
ngt 37 nad -0.07 0.24 -0.09 0.23 0.10 0.26 -0.18
ngt 11 nad 0.20 0.58 0.14 0.55 0.59 0.69 -0.45
ngt 12 nad 0.33 0.72 0.30 0.73 0.57 0.61 -0.27
ngt 37 fwd -0.02 0.34 -0.09 0.26 0.51 0.37 -0.60
ngt 11 fwd 0.24 0.81 0.12 0.72 1.11 0.94 -1.00
ngt 12 fwd 0.45 0.93 0.36 0.92 1.06 0.85 -0.70

However, this is an artefact of the limited number of data points (and the scales used in 
the plots), a high proportion of which are aerosol-affected.

The disagreement between the simulated and modelled BTs is almost entirely due to 
inaccuracies within the atmospheric profiles used in the simulations. The uncertainties 
in the M-AERI SSTs data are very small (<< 0.1 K, although this is the accuracy of 
the point measurement, so over 1 km2, the spatial variation of SST may increase this 
error); simulations for a tropical atmosphere carried out in Chapter 3 suggest that for 
this level of uncertainty, the corresponding error in the simulated BTs will be much less 
than 0.1 K and will be most apparent in the results for the 3.7 fim channel. Similarly, 
uncertainties in the sea surface emissivity will result in errors in the simulated BTs of this 
magnitude, at worst, because of the high levels of atmospheric water vapour attenuating 
changes in the signal originating from the surface. Errors in the atmospheric profiles, 
namely atmospheric water vapour, temperature and aerosol, will manifest themselves 
predominantly in the 11 and 12 /im channel BTs, and more so in the forward view. As
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the overall disagreement between the simulated and observed BTs is worse for the 12 fim 
channel, and generally in the forward view compared to the nadir view, we can conclude 
that the water vapour and temperature profiles are probably not a completely accurate 
representation of the state of the atmosphere at the time of the AATSR overpasses. The 
overall high bias in the simulated BTs, compared with the observed BTs in the 11 and 
12 fim channels, suggests that the transmission in the model atmospheres is too high. 
This could be caused by the water vapour profiles being too dry, for example.

Considering the BT comparisons corresponding to SST matchups where the D-N is 
high (i.e. where there is aerosol contamination), we find that the model BTs are generally 
warmer-biased with respect to the AATSR observations than the model BTs correspond­
ing to situations with low D-N. Referencing these biases to those obtained for matchups 
with low D-N, we obtain the estimation of the effect on the TOA BTs due to aerosol. 
These figures are given in the last column of Table 4.3. Except for the daytime 12 fim 
results, the changes are negative (i.e. aerosols are depressing the observed BTs). The 
11 /im channel appears to be the most affected by the Saharan dust aerosol, with the
3.7 fim channel being the least affected. This agrees with the results of Zavody et al. 
(1994) and Dundas (1991), discussed in Chapter 3.

The relative magnitude of these depressions also supports the conclusion that the 
matchups with high D-N are indeed contaminated by aerosols. Of all the factors that have 
a significant effect on the AATSR thermal channels (surface temperature, emissivity, 
water vapour, atmospheric temperature and aerosol), the results presented in Chapter 3 
have shown that only aerosol affects the 11 fim channel more than the 3.7 fim or 12 fim 
channels.

The BT deficits due to aerosol, shown in Table 4.3, can be translated into changes in 
SST by applying the operational coefficients, as was performed in Section 3.7.2.2 for the 
results of Dundas (1991). Table 4.4 shows the estimated changes in SST using these data. 
Not surprisingly, these data agree quite well with the observed SST biases of — 1.68 K, 
—0.16 K, +0.60 K and +0.32 K, for the N2, N3, D2 and D3 retrievals, respectively. 
The differing results between the day and night two-channel retrievals are probably an 
artefact of the limited number of data available for the daytime overpasses. Nevertheless, 
these results show clearly that, for the relative channel/view BT depressions caused in 
the presence of aerosol, the nadir-view SSTs will decrease and the dual-view SSTs will 
increase.
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Table 4.4. Change in retrieved SST due to aerosol using the simulation results given
in the last column of Table 4.3

SST Day
(K)

Night
(K)

N2 -2.28 -0.89
N3 - -0.29
D2 +0.64 +0.29
D3 - +0.39

4.5 Conclusions

Accurate in situ measurements of SST have been obtained from the M-AERI, deployed 
on the Explorer of the Seas cruise ship in the Caribbean Sea, and used to validate the 
AATSR 1 km gridded SST retrievals during the year 2003.

Daytime and nighttime comparisons were considered separately as the AATSR SST 
retrieval algorithm includes data from the 3.7 fim channel at night. The final validation 
dataset consisted of 25 daytime and 74 nighttime cloud-free matchups, with AATSR 
SSTs obtained from both nadir-only and dual-view measurements. Comparisons were 
made between the SST obtained from the M-AERI and the closest, single AATSR pixel 
to that geographical location within an hour of the Envisat overpasses; similar results are 
obtained using an SST averaged over a 3 x3 pixel block centred on this pixel.

From these data, the biases (AATSR minus M-AERI SST) and standard deviations 
are calculated to be 0.06 K and 0.28 K for the three-channel (nighttime) dual-view SSTs 
(D3), 0.10 K and 0.27 K for the three-channel (nighttime) nadir-view SSTs (N3), and 
0.16 K and 0.38 K for the two-channel (daytime), dual-view SSTs (D2). For the two- 
channel, nadir-view (N2) SSTs, calculation of an overall bias and standard deviation is 
inappropriate as the distribution is multi-modal. The mean of these data is —0.15 K.

The secondary distributions in the two-channel SSTs can be attributed to situations 
influenced by Saharan dust aerosol, which causes a warm bias in the dual-view SSTs 
and a cold bias in the nadir-view SSTs. The effect is observed to be less profound for 
the three-channel retrievals; this is due to the fact that the retrieval is dominated by 
the 3.7 fim channel, which is not as sensitive to desert aerosol as the 11 and 12 fim 
channels. In addition, the three-channel retrieval is less sensitive to the radiative effects 
of the anomalously dry Saharan air layer that often accompanies the dust outflows across
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the Atlantic. As discussed both here, and in Chapter 3, this warming/cooling of the 
retrieved SSTs causes the difference between the dual- and nadir-view SSTs (D-N) to 
increase. Upper threshold D-N values for ‘normal’ conditions have been derived from 
AATSR observations of SST over the Caribbean. These values are +0.25 K and +0.26 K 
for two- (daytime) and three-channel (nighttime) SSTs, respectively.

By classifying the matchups using these D-N threshold values, this study has pro­
vided empirical evidence that the AATSR dual-view SSTs retrievals are providing an 
extremely high-quality SST when the D-N is below these thresholds over this geograph­
ical area. Under these conditions, the bias and standard deviation are 0.02 K and 0.25 K 
for D3, and —0.05 K and 0.26 K for D2. For matchups with D-N above the thresholds, 
the bias and standard deviation are observed to be 0.32 K and 0.36 K for D3, and 0.60 K 
and 0.10 K for D2.

For the N3 retrievals the bias and standard deviation for matchups with low D-N are 
calculated to be 0.14 K and 0.24 K, compared with -0.16 K and 0.31 K, for pixels with 
D-N > 0.25 K. Although it appears that the N3 SST retrievals are actually performing 
best in terms of bias for higher D-N, this may be an artefact of the conditions prevalent 
in the Caribbean region, with the presence of Saharan dust simply causing a change in 
bias of —0.30 from the ‘normal’ conditions. For the N2 matchups, figures of 0.57 K and 
0.48 K for the bias and standard deviation for matchups with low D-N are obtained, and 
-1.68 K and 0.85 K for matchups with high D-N.

The effect of Saharan dust aerosol on the AATSR BTs has also been verified ex­
perimentally in this study, by comparing TOA BTs simulated using a radiative transfer 
model (without aerosol) with the observed data. The results agree well with the simula­
tions carried out by other researchers at the wavelengths of the AATSR thermal channels, 
and demonstrate that the 11 fim channel is most affected by dust aerosol. The 3.7 fim 
channel is the least-affected AATSR channel.

The results of this study have provided experimental evidence of some of the con­
clusions presented in Chapter 3, such as the advantages of using a dual-viewing sensor 
like the AATSR, over the traditional linear-scan sensors to obtain accurate measure­
ments of SST that can be used for climatological studies. The benefits of including the
3.7 fim channel in the retrievals is also apparent in these observational results, as the 
three-channel retrievals have been shown to provide a very stable SST under varying 
atmospheric conditions.
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Chapter 5

The WATERMED Field Campaign

As for SST validation, the results of the sensitivity analysis presented in Chapter 3 can 
provide us with an extremely useful insight into the performance of the operational LST 
algorithm. However, as we saw in Chapter 4, only validation using equivalent in situ 
data will yield a true assessment of the accuracy of the retrievals under real atmo­
spheric/surface conditions. An experiment to assess the accuracy of the AATSR LST 
product was carried out over a field site in Morocco in March 2003. LSTs retrieved from 
AATSR observations have been compared with in situ LST data, derived from at-surface 
BTs and emissivity data obtained over the site. This experiment was carried out in con­
junction with a group of researchers from the University of Valencia, Spain. These data 
were collected as part of the WATERMED (WATer use Efficiency in natural vegetation 
and agricultural areas by Remote sensing in the MEDiterranean basin) project. This 
chapter will focus on the measurement techniques employed during the campaign, the 
derivation of LST from ground-based radiometric measurements coincident with satel­
lite overpasses, and finally, the results of the comparison between these results and LSTs 
obtained from the AATSR LST product (Chapter 2).

5.1 The WATERMED Project

The WATERMED project is a multi-institutional venture funded by the European Union 
(INCO-med projects) and coordinated by Dr. Jose Sobrino, of the Global Change Unit, 
University of Valencia, Spain. The principal objective of the project is to analyse wa­
ter use efficiency in the Mediterranean basin region by means of simulation models, for 
which the inputs are estimated using a combination of multi-spectral and multi-spatial

134



NDV7

F i g u r e  5.1. Normalised Differential Vegetation Index (NDVI) map, generated us­
ing a Pathfinder Advance Very high Resolution Radiometer (AVHRR) dataset, show­
ing the four WATERMED field sites (black squares). Figure taken from Sobrino

et al. (2001).

satellite data from a variety o f sensors, in situ and historic data sets. Four field sites, (Fig­

ure 5.1) were selected as suitable locations to carry out preliminary studies (validation 

of algorithms, etc) at a local scale, before eventually up-scaling to a regional level; these 

sites are: the Guadalentin basin in SE Spain, the Tensift Al Haouz region o f Morocco, the 

lower Rhone valley in SE France (Alpilles-RESeDA test site), and the northern region of  

the Sinai Peninsula in Egypt (Sobrino et al. 2001). As part o f  the project, an intensive se­

ries o f field measurements was carried out at the beginning o f  2003, at the WATERMED 

field site near Marrakech, Morocco (the most Eastern location WATERMED field site 

in Figure 5.1). Several different groups o f researchers participated in the campaign, 
each focusing on a particular component o f the fieldwork depending on their expertise. 
Areas o f study included: evapotranspiration, Leaf Area Index (LAI), and LST, with mea­

surements o f the latter being carried out by a combined group from the Universities o f 

Leicester and Valencia between 0 4 - 1 6  March 2003.

The principal objective o f this element o f the WATERMED campaign was to obtain 

ground-based radiometric measurements in the thermal infrared over the site in order 

to validate LSTs obtained using data from the AATSR (including LSTs derived using 

the operational algorithm), the Landsat Enhanced Thematic Mapper + (ETM+) and the 

MODIS sensors. This chapter focuses on the results of the validation o f the operational 

AATSR LST algorithm. In addition, measurements of surface emissivity (required for 

LST retrieval), the variation in apparent emissivity with zenith angle o f observation,
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and the thermal inertia of the soil at the site were made. Instruments to measure water 
vapour, optical aerosol thickness and total column ozone were also deployed on the roof 
of a farmhouse near the centre of the site, by members of the Solar Radiation Unit from 
the University of Valencia.

5.2 Experimental Procedure: In Situ Measurements

5.2.1 Instrumentation

Table 5.1 shows the instrumentation used for this element of the campaign. Three pre­
cision radiometers (CIMEL, EVEREST and RAYTEK MID radiometers, denoted by * 
in Table 5.1), were used for measurements of at-surface BT (including those used to de­
rive emissivity). Calibration of the radiometers was carried out in two stages: an initial 
laboratory calibration of the instruments was carried out experimentally prior to the field 
campaign by making a series of measurements of a black body at known temperatures 
and inferring a relationship between the signal output by the radiometers and that from 
the black body. This known relationship is then used to correct for any instrumental bias 
in subsequent readings made by the radiometers. Secondary calibration of all three ra­
diometers was also carried out at the WATERMED field site during the campaign itself, 
using the portable EVEREST black body calibration source (Table 5.1), where readings 
were made at the start and end of each set of in situ measurements.

5.2.2 Description of Field Site and Basis for Measurements

The WATERMED field site is located in a large, relatively flat, irrigated agricultural 
area in the Marrakech region of Morocco, where the principal crops grown are wheat, 
alfalfa, barley and olives. GPS readings made during the campaign indicate the site to 
be at approximately 600 m above sea level. The field site is composed almost entirely 
of rectangular fields that are typically 400 x 100 m in size, where the majority of the 
fields contain wheat at various different stages of cultivation. A significant proportion 
of the area is also reserved for animal grazing, where this latter classification of ground 
type can generally be considered as bare soil with sparse vegetation (<10%). The soil 
type over the site is predominantly clay-rich, with a deep red-brown colour indicative 
of high iron content. Small loose, quartz-rich rocks were found at all measurement 
locations, and were particularly evident in areas of bare soil with sparse vegetation where 
they contributed to approximately 1% of the surface material. Although the main land

136



Table 5.1. Instrumentation used for ground-based radiometric measurements.

Instrument Spectral Bands 
(range//xm)

BT Scale Range 
(K)

Resolution
(K)

Accuracy
(K)

Field of View 
(°)

CIMEL CE 312 
Radiometer1’*

1)8.0-13.0
2) 11.5-12.5
3) 10.5-11.5
4) 8.2-9.2

193.15 -323.15 1) 8 x 10"3
2) 50 x 10"3
3) 50 x 10-3
4) 50 x 10"3

±0.1 10

EVEREST 3000.4ZLC 
Radiometer2’*

8.0-14.0 193.15 -373.15 0.1 ±0.5 4

RAYTEK Thermalert 
MID Radiometer3’*

8.0-14.0 233.15 -873.15 0.1 ±0.5 20

RAYTEK ST6 
Radiometer3

8.0-14.0 241.15-773.15 0.1 ±1.0 8

EVEREST 1000 
Calibration Black Body2

N/A 273.15 -333.15 0.1 ±0.3 N/A

1 Information obtained from CIMEL Electronique (2001)
2 Information obtained from http//www.everestinterscience.com/
3 Information obtained from G. Soria (personal communication) 
* Instruments used for at-surface BT measurements.

http://www.everestinterscience.com/
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F i g u r e  5.2. Landsat ETM+ blue channel image o f the WATERMED site. Mea­
surement locations B27 (red), B123 (yellow) and B131 (cyan) are also shown (see 
text and Table 5.2 for explanation). The white lines indicate the area covered by 
twelve AATSR pixels considered in this experiment (see Section 5.5). Landsat data 

courtesy o f the WATERMED project.

cover type is wheat, adjacent fields may be at different stages within the growth cycle, 
where the proportion of vegetation may range between 30-100%. As a result, the area is 

heterogeneous, in terms o f land cover type, on the scale o f an AATSR pixel ( lx l  km). 

Figure 5.2, a LANDSAT ETM+ blue channel image o f the site obtained during the field 

campaign, shows the visible heterogeneity o f the site. This Landsat channel is useful for 

distinguising between soil and vegetation, and shows clearly the ‘patchwork’ o f  fields 

over the site, where darker colours represent areas with high proportion o f vegetation.

In light o f the heterogeneous nature o f the site on the scale o f  a satellite pixel, the 

approach adopted for the campaign was to make radiometric measurements over the prin­
cipal surface types, with in situ values o f LST (and emissivity) derived for each measure­

ment location. These LSTs could then be upscaled to the resolution o f the 1 km satellite 

pixels (see Section 5.4.2 for a detailed description of this methodology). Limited by
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\ B131

N

F i g u r e  5.3. Photograph o f B 131 - bare soil with sparse vegetation. Insert courtesy 
of the Global Change Unit, University o f Valencia. Date acquired: 05 March 2003

the number o f precise radiometers available, three surface types, which were considered 

most representative o f the site as a whole, were selected for the experiment. These sur­

face types were categorised as: bare soil with sparse vegetation, young wheat crop (with 

a mixture o f bare soil vegetation) and fully-grown wheat crop (fully vegetated). Table 

5.2 summarises the characteristics o f the three measurement locations, hereafter referred 

to as B 131, B123 and B27, respectively, within the WATERMED field site that were se­
lected for this experiment. The geographical location o f the three measurement surfaces 

within the WATERMED site is indicated on Figure 5.2; photographs o f the surfaces are 

also given in Figures 5.3, 5.4 and 5.5.

5.2.3 Measurements of At-Surface BTs

As we have seen in Chapter 1, the BT measured by a sensor channel at any height above 

the Earth’s surface can be described by Equations 1.1-1.4. For measurements made at 
the surface o f the earth, the effects o f  the intervening atmosphere are generally ignored 

and RT equation can be redefined in terms o f Ts to give:

Bi(Ts) =  — (1 ^  (5.1)

where is the Planck function for channel i, e* is the channel emissivity o f the Earth’s 
surface and L\  is the down-welling radiance emitted by the atmosphere reflected off the 

Earth’s surface. From Equation 5.1 it can be seen that to retrieve LSTs (Ts) from the BTs 

measured by a radiometer at the Earth’s surface, the downwelling atmospheric radiance
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Table 5.2. Summary description of measurement locations: B131, B123 and B27

Location Surface Description Radiometer Measurement 
Interval (m)

Measurement Transects

B131 (bare soil) >90% bare soil with sparse wild vegetation 
typically 0.01-0.5 m high.

One field adjacent to dirt road on three sides. 
Fourth side adjacent to a field of young culti­
vated wheat

CIMEL 5-10 Two lines of measurements in the shape of a 
lower-case *t* at the North end of the field

B123 (mixed) 20-30% young cultivated wheat typically 
0.1 m high

6 fields (adjacent by long sides). Fields sepa­
rated by a low, rubbly bare soil mound 5-10 m 
wide with <30% wild vegetation

EVEREST 10 Two lines of measurements running parallel 
with the short axes of the 6 fields

B27 (vegetation) 90%+ mature cultivated wheat typically 0.4- 
0.5 m high

6 fields (adjacent by long sides). Fields sepa­
rated by a low, rubbly bare soil mound 5-10 m 
wide with <30% wild vegetation

RAYTEK MID 10 As for B123



F ig u r e  5.4. Photograph o f B 123 - bare soil with young cultivated wheat. Date
acquired: 10 March 2003

F i g u r e  5.5. Photograph of B27 - cultivated wheat. Date acquired: 11 March 2003
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and surface emissivity over the bandwidth of the channel i must also be known. The 
methodologies used to obtain these parameters will be described in Sections 5.2.4 and 
5.2.5, respectively; the acquisition of at-surface BTs is described below.

Due to the strong spatial and temporal variation of LST, measurements of at-surface 
BTs should ideally be made at every point over the surface of interest at the exact time of 
the satellite overpass. Practically, of course, this is impossible, and the most common ap­
proximation is to make as many measurements as possible over the measurement surface 
within a reasonable time period, centred about the time of the satellite overpass (e.g Coll 
et al. 2005). For this experiment, the time period adopted was 30 minutes (±15 minutes 
from die time of the satellite overpass), where measurements were made every 5-10 m 
along marked transects (Table 5.2). No fixed supports for the radiometers were used: 
the readings were made by holding the sensor vertically at arms length, and pointing the 
aperture towards the surface in question. Care was taken not to make measurements over 
the operator’s shadow or feet, or any other abnormal feature of this surface, such as the 
transect marker.

5.2.4 Downwelling Atmospheric Radiance

An stimulation of the downwelling sky irradiance is required to perform corrections for 
this variable when calculating LST from at-surface BT data (Equation 5.1), due to the 
non-unity of the surface emissivity. This is commonly obtained by making a radiometric 
measurement whilst the radiometer is pointing at the sky. For clear skies, a measurement 
made at 53° from zenith is an approximation for the hemispherical downward sky irra­
diance (K. Y. Kondratyev 1969). In this experiment, sky measurements Ttsky, were made 
at zenith and then converted to V'\ using the following relationship:

L\ «  aB(Ttsky) (5.2)

where a is a correctional coefficient to account for the fact that the measurement of 
T"ky was made at zenith and not 53° from zenith, and B  is the planck function. The 
value of this coefficient depends on the sensor bandwidth and the atmospheric conditions 
prevalent at the time of the measurement; typical values are between 1.32-1.59 in the 
11.5-12.5 fim bandwidth and 1.47-1.68 in the 10.5-11.5 fim bandwidth (C. Coll & R. 
Niclos, personal communication). In practise, this value has a very small effect on the 
retrieved LST as the emissivity of the Earth’s surface is close to unity. Nevertheless,
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coefficients appropriate for the radiometers used in this experiment and the atmospheric 
conditions at the WATERMED site have been used in this study for completeness (see 
Table 5.4).

Making regular measurements of T*ky is especially important if the sky is not per­
fectly homogeneous (e.g. if there are small amounts of very thin cirrus cloud present). 
During the WATERMED campaign, measurements of downwelling sky irradiance were 
made at the beginning and end of each measurement period and at the inter-field bound­
aries along the marked transects in B27 and B123. For B131, additional measurements 
were made at the end of each marked transect line. In this instance, the measurements 
were also used to indicate when an inter-field boundary had been crossed, or the direc­
tion of the marked transect had changed, as these readings should be markedly lower 
than those made over the land surface (e.g. typically 218 K).

5.2.5 Surface Emissivity

Values of surface emissivity were obtained using the two-lid box method, where a num­
ber of locations in B27, B123 and B26 (a barley field to the South of B27) were selected 
that typically represented each of the three surface types, such that an average value for 
each surface type could be determined. A summary of the method, based on a publica­
tion by Rubio et al. (1997) and references therein, is given below; a full description and 
background can also be found in Sobrino & Caselles (1993).

The method utilises a cuboid-shaped box (Figure 5.6) with open ends, where the 
four walls of the box are lined with highly polished aluminium with an emissivity as 
close to zero as possible. The box has two lids: i) a cold reflective lid, made from the 
same material as the sides of the box, and ii) a hot ‘black-body lid’, where the emissivity 
should be close to unity. Both lids have apertures at the centre just large enough to enable 
a reading to be made inside the box using a radiometer: a series of three measurements 
are made as described below (also illustrated in Figure 5.7):

1. The box is placed over the surface to be measured with the cold lid and left for a 
few minutes to allow the temperature of the measurement surface and aluminium 
sides to stabilise.

2. Using a radiometer that operates over same bandwidth as the required emissivity 
value, a measurement (Ml) is made through the aperture (Figure 5.7)
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F ig u r e  5.6. Collection o f radiometric data in field B123 from which surface emis- 
sivities are derived using the emissivity box.

RADIOMETER

COLD LID

M1
SAMPLE

A 
/  \

/  \
I \
I \I \

/ \/ V 
/ VI \

J

HOT LID
\

M2 COLD LID

K o T LID
' ........ A........... i

/ \
/ \
/ \
/ \
/ \
/ \
l \
/ \
1 v
/ \

/ M3 \

F i g u r e  5.7. Diagrammatic representation of the two-lid box method where the 
sequence o f measurements is carried from left to right. Figure adapted from Rubio

et al. (1997).
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3. The cold lid is replaced by the heated lid, and a second radiometric measurement 
(M2) is made. This step should be carried out as quickly as possible to avoid 
increasing the temperature of the sample significantly as a result of the heated lid.

4. The cold lid is then placed over the base of the box (with the heated lid still in 
place) and a third measurement (M3) is made.

The equation used for determining surface emissivity using the box method is based 
on the radiative transfer equation. In this case, Equation 5.1 is rearranged for e* to give:

(5 3 )

which can be redefined in the context of the experiment to be:

M3 -  M2
e' =  m ^ M l  (5'4)

In reality, this equation is only valid for a box whose sides and reflective lid are 
perfect reflectors (i.e. e =  0), and where the heated lid is a perfect black body (i.e. 
e = 1) (Conaway & van Bavel 1967, Dana 1969). For example, Rubio et al. (1997) have 
shown that for a surface emissivity of 0.907, the measured emissivity can be as low as 
0.898 in the case of a box whose reflective sides and lid have an emissivity of 0.03. They 
also show that the measured emissivity using an imperfect black-body lid will be slightly 
higher than the true emissivity of the surface. In addition, they found that the size of the 
box has an effect on the retrieved emissivity such that a correction factor must be applied 
to Equation 5.4 that takes into account both the interior composition and geometry of 
the box. As highlighted in Chapter 3, accurate values of emissivity are required for LST 
retrieval, as an error of 0.01 in the emissivity used to retrieve LST from radiometric 
satellite data can typically result in errors in the retrieved LST of around 0.4 K. Equation
5.4 can therefore be rewritten more practically in terms of radiometric temperature, with 
the aforementioned correction factor as (G. Soria, personal communication):

(Tbb)a — (Tsbb)a 
CT bb) a -  { T Scc) a

(5.5)
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where Tbb is the radiometric temperature of the black body cover; T sbb is the radiometric 
temperature of the ground surface in the box with the hot black body cover; Tscc is the 
radiometric temperature of the ground surface in the box with the cold cover and a is the 
correction factor which must be determined for each individual box.

For this field campaign, our measurement procedure deviated slightly from that de­
scribed above. The black-body lid was heated to 95°C using a generator and three mea­
surement cycles were performed at each location in order to obtain an average value, 
with the heated lid at three different temperatures as the lid cooled. All three precise 
radiometers (Table 5.1) were used during the experiment to achieve a broad spectrum of 
measurements. Measurement 3 (M3) was obtained using the RAYTEK ST6 Radiometer 
to take an average measurement of the temperature of the black-body lid without using 
the box itself. This was largely due to the fact that the measurements were being repeated 
three times at each location and the downward pressure that would have been exerted by 
the cold lid on the measurement sample may have changed the nature of the surface (e.g. 
by compressing the vegetation), thus affecting the results.

5.3 Results: In Situ Data

5.3.1 Surface Emissivity

A total of 63 emissivity data points were collected at 21 different locations over the WA­
TERMED field site, which can be classified broadly into the three land surface classes: 
bare soil (i.e. <10% vegetation), mixed vegetation and bare soil (i.e. ~30-70% bare soil) 
and vegetation (i.e. <10% bare soil). Calibration and conversion to emissivity for each 
of the 63 measurements (Equation 5.5), was carried out by the team from the University 
of Valencia.

From Equation 5.5, we see that the accuracy of the box method is largely dependent 
upon being able to determine accurately the temperature of the hot black body lid. By 
heating the black body lid to very high temperatures, this accuracy becomes much less 
critical. During the experiment, it was found that the radiometric temperature of the lid 
varied by several degrees over the surface, generating errors not only in determining an 
accurate ‘hot-lid’ temperature (M3 - Section 5.2.5), but also by irradiating the ground 
heterogeneously. Unfortunately, these errors are impossible to quantify, as the experi­
mental procedure must be carried out very quickly (Section 5.2.5) and it is not possible 
to assess the temperature distribution over the lid. In light of this, emissivity data were
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Table 5.3. Summary of in situ emissivity data. Values are absent over bare soil for the RAYTEK and EVEREST instruments due to
lack of reliable data.

Emissivity ±  a
Surface RAYTEK 

(8-14 /xm)
EVEREST 
(8-14 jrni)

CIMEL1 
(8-13 /xm)

CIMEL2 
(11.5-12.5/xm)

CIMEL3 
(10.5-11.5 fan)

CIMEL4 
(8.2-9.2 /xm)

Bare Soil (B131) - - 0.957 ±  0.003 0.979 ±  0.002 0.964 ±  0.003 0.916 ±  0.007

Mixed (B123) 0.953 ±  0.015 0.951 ±  0.002 0.974 ±  0.009 0.979 ±  0.006 0.968 ±  0.008 0.952 ±0.015

Vegetation (B27) 0.965 ±  0.007 0.976 ±  0.005 0.982 ±  0.004 0.983 ±  0.003 0.975 ±  0.004 0.963 ±  0.007



rejected where the temperature of the black body lid was found to be below 343.15 K, 
or increased between the first and second measurements at any one location (i.e. the 
temperature of the black body lid had not stabilised). Measurement locations where the 
standard deviation of the three measurements made at that location was more than 0.008, 
were also discarded.

From the remaining measurements, a representative emissivity was calculated for 
each of the three surface regimes for each instrument. The results, given in Table 5.3, 
agree well with those published by other researchers and values calculated from the 
ASTER Spectral Library (1999). For example, Rubio et al. (1997) and Sutherland (1986) 
report values of 0.957 ±  0.005 and 0.958 ±  0.020, respectively, for clayey soils in the 
8-14 /lvll waveband, which compares well to the value of 0.957 ±  0.003 obtained over 
bare soil surfaces for the CIMEL channel 1 in this experiment. Data from the ASTER 
spectral library for eight specimens that resemble the soil over the WATERMED site 
have been used to calculate narrow-band emissivities, using the filter functions for the 
AATSR 12 and 11 /im channels. The emissivities for these channels, which operate 
over similar wavelengths to the CIMEL channels 2 and 3, yield results of 0.976-0.982 
and 0.965-0.976, respectively, which are comparable to the figures of 0.979 ±  0.003 
and 0.964 ±  0.003 obtained in this experiment. Snyder et al. (1998) report values of 
0.972 and 0.966 over arid bare soil for the MODIS bands 32 and 31, respectively, also 
comparable to the CIMEL channels 2 and 3, which agree well with the results of this 
experiment.

Vegetation generally shows very little spectral variation over the 8-14 /im wave­
band, demonstrating near grey-body behaviour (Sutherland 1986). This characteristic 
is reflected in the results of this experiment, particularly for the EVEREST and CIMEL 
channels 1, 2 and 3. Rubio et al. (1997) report a value of 0.976 ±  0.008 in the 8-14 /im 
waveband for green grass, which may be considered a comparable surface to a field of 
mature wheat. This figure agrees well with the result obtained using the Everest instru­
ment, but is slightly higher than that obtained for the Raytek, and slightly lower that that 
obtained for the Cimel channel 1 (8-13 /im). From the ASTER spectral library, figures of
0.989 and 0.983 are obtained for the AATSR 12 and 11 jim channels, respectively, which 
are slightly higher than those obtained over the WATERMED field site (0.983 ±  0.003 
and 0.975 ±  0.004). These differences may, at least in part, be due to i) the differences 
between the instrumental response curves, ii) some soil contamination in the samples 
during the field measurement process (the cultivated wheat surfaces are not truly 100% 
vegetation), as the measurements over the WATERMED site were true in situ measure­
ments and/or iii) the fact that different specimens have been used to obtain these values.
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As the emissivity of the soil is lower that that of vegetation, (ii) would have the effect 
of lowering the overall emissivity of the measurement surface. We see this effect very 
clearly over B123, where the surface is a mixture of bare soil and wheat, and as ex­
pected, the measured emissivities over this surface regime are observed to be between 
the extremes of bare soil and fully vegetated surfaces.

Overall, the results over B123 (mixed) are much less stable. This is undoubtedly be­
cause of the highly variable nature of this surface. B131 (bare soil) and B27 (vegetation) 
are relatively homogeneous surfaces, a fact that is reflected clearly in the emissivity data 
collected during this campaign.

5.3.2 LST and Downwelling Sky Irradiance

Coincident measurements of ground-based radiometric temperature were carried out dur­
ing the day-time overpasses for the AATSR sensor during the campaign, where the satel­
lite overpass times were predicted using the AATSR Overpass Tool (ESA 2002a) at the 
University of Leicester, prior to the field campaign. Only two day-time AATSR over­
passes occurred during the campaign: 05 March 2003 at 10:53 and 08 March at 10:59; 
of these, only the 05 March 2003 was cloud free. Measurements of radiometric temper­
ature were made simultaneously over all three surface regimes over a 30 minute period, 
centred about the time of the Envisat overpass, as described in Section 5.2.3. The calibra­
tion and conversion of the digital counts/volts output by the radiometers to radiometric 
temperature was carried out the team from the University of Valencia.

Figure 5.8 shows the fully-calibrated radiometric data recorded over the measurement 
locations B131, B123 and B27 over this 30 minute period on 05 March 2003. These data 
show clearly the different radiometric characteristics of the three surface regimes. As ex­
pected, the radiometric temperature over B27 is substantially lower than for either B131 
or B123, as the dense wheat plants are actively transpiring and keeping themselves cool. 
B131, and to a certain extent B27, appear radiometrically quite stable, as indicated by 
the comparatively low standard deviations of the measurements. In contrast, the mea­
surements over B123 are extremely erratic, which is to be expected as the radiometric 
temperature depends strongly on the proportion of vegetation with the radiometer IFOV. 
All the locations show a general increase in temperature with time due to increasing 
surface temperature as solar heating increases. The mean temperature increases over the 
30-minute period are calculated to be 2.64±0.71 K for bare soil (B131 - CIMEL Channel 
3), 1.59rt 1.90 K for mixed (B123) and 3.69±1.33 K for vegetation (B27). Differences 
in the observed warming between each of these locations is expected due to the differ-
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Figure 5.8. Calibrated at-surface BTs for measurements coincident with the 
AATSR daytime overpass on 05 March 2003 over (a) B131 (bare soil - CIMEL 
Channel 3), (b) B123 (mixed) and (c) B27 (vegetation). The errors for the slopes of 
each regression line are the one-sigma uncertainty, considering the standard devia­

tion of the measurements.
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ent thermal inertia of the surfaces, which depends on a number of properties that differ 
between each of the measurement surfaces, such as composition, cementation of grains 
and particle size.

The data shown in Figure 5.8 include measurements made over the inter-field bound­
aries (<30% vegetation - Section 5.2) in B123 and B27. In the case of the former, 
the conditions over these inter-field boundaries are very similar to the conditions within 
the fields in B123 themselves and have therefore been included in the final radiomet­
ric dataset. For B27, the conditions over the inter-field boundaries do not resemble the 
conditions within the B27 fields themselves, and have therefore been excluded from the 
analysis. Despite this, there appear to be a number of erratic and unrealistic data points 
within the datasets obtained over B123 and B27 (e.g. a value of < 10°C at approximately 
-10  minutes over B123). In light of this, 1-sigma limits have also been imposed upon 
the data collected over these surface regimes in the final radiometric datasets in order to 
stabilise the mean radiometric temperature obtained for these sites. With these 1-sigma 
limits imposed, an average radiometric temperature for each measurement surface has 
been determined, and the standard deviations of the final data set are reduced to 2.57 K 
and 1.24 K, respectively (Table 5.4).

For the measurements of down-welling sky radiance, 7JsAy, an average of all mea­
surements made around the overpass time was used (see Table 5.4 for the mean). The 
down-welling radiometric temperature of the atmosphere was typically 223.15 K (in the 
8-14 nm band), which is below the operating range of the RAYTEK instrument. To 
overcome this problem, the measurements made using the EVEREST were also used 
in the calculation of LST for the RAYTEK, as the operational bandwidths of the two 
instruments are the same.

The final in situ LSTs for each surface regime are shown in Table 5.4. These values 
have been calculated using the in situ emissivities described in Section 5.3.1 appropriate 
for each radiometer and the surface over which it was employed, and averaged radiomet­
ric temperature and downwelling sky radiance measurements, as described above. The 
errors calculated for each of the final LSTs have been calculated from the quadrature sum 
of the calibration and distribution errors (standard deviation) on each measurement. As 
for the at-surface BTs corresponding to each measurement surface, the LSTs and their 
associated uncertainties reflect strongly the proportion of vegetation over the measure­
ment surface, with the LST over B27 being noteably cooler than B123 and B131, which 
have very similar LSTs.
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Table 5.4. Summary of LST calculations over surfaces B131, B123 and B27. Hie T?ky coefficients were provided by Guillem Soria
of the University of Valencia.

Radiometer Surface Ti ±  a
(K)

Cj± o j m ±(T

(K)
T*ky Coef. T$ ±  cr 

(K)
Ts-Ti
(K)

CIMEL 1 Bare Soil (B131) 305.08 ±  1.25 0.957 ±  0.003 215.64 ±0.96 1.17 307.54 ±  1.29 2.46

CIMEL2 Bare Soil (B131) 307.67 ±  1.48 0.979 ±  0.002 205.62 ±  1.58 1.29 309.02 ±  1.50 1.35

CIMEL3 Bare Soil (B131) 306.83 ±  1.44 0.964 ±  0.003 194.82 ±  1.57 1.50 309.10 ±  1.49 2.27

CIMEL4 Bare Soil (B131) 301.78 ±1.33 0.916 ±  0.007 222.21 ±  0.99 1.06 306.00 ±  1.05 4.22

EVEREST Mixed (B123) 304.74 ±  2.57 0.951 ±  0.002 221.55 ±  5.37 1.50 307.25 ±  2.66 2.51

RAYTEK MID Vegetation (B27) 294.12 ±  1.24 0.965 ±  0.007 221.55 ±5.37 1.50 295.64 ±  1.37 1.52



5.4 Comparison of In Situ LSTs with AATSR data

5.4.1 AATSR Data

The AATSR LST data used in this study were from the prototype LST product, which 
was processed from LIB BTs to LST at the Rutherford Appleton Laboratory, UK. The 
prototype product, which was distributed prior to the production of the operational prod­
uct for validation purposes only, is essentially the same as the operational product de­
scribed in Chapter 2. The AATSR LST data used in this experiment were derived from 
the AATSR overpass that occurred at 10:53 am (GMT) on 05 March 2004.

5.4.2 Calculation of In Situ LSTs Over the AATSR Pixels

As described in Section 5.3.2, LST has been determined over the three principal surface 
regimes at the Marrakech WATERMED site. Practically, the next stage in the validation 
process is to determine in situ LSTs that are equivalent to the AATSR LSTs for pixels 
over the site, using the in situ data. As validation of satellite LSTs is traditionally carried 
out over homogeneous sites (see Chapter 1), an innovative approach was required for 
this study in order to derive these data.

To characterise the heterogeneity of the field site, the Landsat ETM+ image from the 
overpass occurring at 10:52 am on 15 March 2003 was utilised (Figure 5.2). Landsat 
ETM+ has eight channels, which comprise six visible channels with a spatial resolution 
of 30 m, one panchromatic band with a spatial resolution of 15 m and one thermal in­
frared channel with a spatial resolution of 60 m. Unfortunately, the spatial resolution 
of the thermal Landsat band, which would have been ideal for this task, was found to 
be too low, with the individual fields (100x400 m) not being resolved very clearly in 
these data. Instead, data from Landsat channel 1 (A =0.45-0.52 fim) was used as a proxy 
for Ipie thermal distribution over the site. This channel was chosen as it covers the blue 
regibn of the electromagnetic spectrum, which is very sensitive to the differing reflective
properties of soil and vegetation; as we have seen from the in situ measurements over the

/

site, the LSTs demonstrate a dependence on the amount of vegetation in the instrument 
IFOV. Moreover, regression of the Landsat Thermal Infrared (TIR) channel data with 
data from the blue channel (rescaled to the spatial resolution of the thermal channel) is 
sufficiently well correlated (0.49 for some 13446 data points over the field site) to indi­
cate a relationship between these two data sets (Figure 5.9). Although uncorrected for 
the effects of the atmosphere and surface emissivity, the Landsat BTs can be considered
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F i g u r e  5.9. Correlation between Landsat visible (blue) reflectances and thermal 
(TIR) channel BTs data. The data have been binned into 0.2% bins for reflectances

and 0.4 K bins for TIR BTs.

a proxy for LST on this occasion due to the homogeneity o f the site in terms o f infrared 

emissivity (less than 1% - see Table 5.3), and likelihood that the atmosphere does not 
vary significantly over the 4 x 3  km site.

5.4.2.1 Upscaling of In Situ LSTs

From Figure 5.2, it is clear that the visible properties in the blue region o f the electromag­

netic spectrum o f the three measurement surfaces are very different. These differences 

have been exploited in order to determine in situ LSTs on the scale o f an AATSR pixel. 

Two methods o f  upscaling these data have been utilised in this study. Firstly, the range 

o f blue-visible reflectances over each o f  the three measurement locations has been iden­
tified and used to categorise every Landsat channel 1 pixel over the site as one o f these 
three surface regimes. The proportion o f each surface type within the AATSR pixel is 

then determined, and a simple weighted mean of the corresponding in situ LSTs cal­
culated. Secondly, the mean blue reflectance over each measurement location has been 

determined and then used to generate an equation describing the relationship between 

the Landsat visible reflectances and the corresponding LST. Using this equation, an in 

situ LST can then be determined for each Landsat pixel reflectance; an average o f these
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LSTs is then calculated for the surface area corresponding to each AATSR pixel.

Clearly, both methods invoke a number of assumptions. For the weighted-mean 
method (method 1), we must assume:

1. that the thermal characteristics (i.e. LST and emissivity) over fields of one surface 
type are the same over the entire site,

2. that the entire site can be reliably categorised into n surface types, where n is the 
number of surface types where measurements are carried out,

3. that the relative radiative contribution from each surface type can be defined accu­
rately for each satellite pixel,

4. that the ground surface area covered by a satellite pixel is known accurately.

For the regression method (method 2), a linear relationship between blue-visible re­
flectance and LST is assumed.

For both methods, two in situ LSTs have been calculated for each AATSR pixel: the 
first, where the ‘retrieved Landsat LSTs’ are simply averaged over each lx l  km AATSR 
pixel, and the second where the true IFOV of the AATSR (see Chapter 2) has also been 
taken into account as an additional weighting factor. In this case, the IFOV of the 11 /im 
channel (nadir) is used, but similar values (within 0.1 K for each in situ LST equivalent 
to an AATSR pixel LST) are obtained using the 12 jim channel IFOV.

Landsat pixels corresponding to each of the three measurement surfaces (B131, B123, 
B27) have been extracted from the data and are shown in Figures 5.10- 5.12. Confidence 
in the geolocation of the Landsat data has been assured by comparing the geolocation of 
the pixels at the comers of the measurement fields with GPS measurements made dur- 
in g the campaign (within approximately one 30 m Landsat pixel). Figure 5.13 shows 
the distribution of the blue-visible reflectances over each of the measurement locations. 
From these data, the three surface regimes - bare soil, mixed and vegetation - have been 
classified according to the scheme shown in Table 5.5.

For the regression method (method 2), the equation y = 261.2 +  5.3a; was obtained, 
where x is the blue-visible reflectance of a Landsat pixel and y is the corresponding ‘re­
trieved Landsat LST’ for that pixel. This equation was derived using the mean reflectance 
and corresponding in situ LST for the measurement surfaces (Figure 5.13); only the data 
for the bare soil and vegetated surfaces have been used to obtain this relationship, as 
these provided the most stable in situ LST (see Section 5.3.2) and reflectance data sets,
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F i g u r e  5.12. Landsat E T M +  pixels corresponding location B27 (vegetation) for
channel 1 (blue).
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F i g u r e  5.13. Normalised distribution o f Landsat ETM+ channel 1 reflectances 
for measurement locations B131, B123 and B27. Also shown, are the mean re­
flectances and corresponding in situ LST for each surface (filled circle, triangle and 
square) and the relationship obtained between reflectance and LST (dashed line): 
y =  261.2 -I- 5.3a;. The dotted lines correspond to the reflectance range boundaries

for each surface, given in Table 5.5.
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Table 5.5. Landsat Channel 1 reflectance statistics (number of Landsat pixels, mean, 
standard deviation and range of reflectances, and the % of pixels with reflectances 
within that range) corresponding to each of the three measurement surface regimes:

B131, B123 and B27.

Location Surface N Landsat Reflectances
Mean StDev Range % Values in Range
(%) (%) (%) (%)

B131 Bare Soil 41 9.0 0.4 >8.4 97.6
B123 Mixed 243 7.9 0.4 7.2-8.4 94.2
B27 Vegetation 237 6.5 0.3 <7.2 96.6

and were at their respective extremes. Figure 5.14 shows as example of both upscaling 
methods for an AATSR pixel over the WATERMED field site.

Errors for each in situ LST corresponding to an AATSR pixel have been estimated 
considering the assumptions associated with each methodology listed above. For the 
weighted-mean method, the error has been calculated from the quadrature sum of the 
errors on the ‘measured’ LST for each surface regime, weighted by the proportion of 
that surface regime within the AATSR pixel boundaries. For the regression method, 
the errors have been estimated by considering the variation of the of the gradient and 
intercept of the line relating reflectance and LST within the errors of the ‘measured’ in 
situ LSTs. The maximum deviation of the in situ LST corresponding to each AATSR 
pixel from the actual estimated LST has been adopted as the error in each case.

5.5 Results
\

\

Figure 5.15 shows the comparison between the in situ and AATSR LSTs for twelve pixels
I

over the WATERMED site. The nominal 1 km area covered by these pixels is shown in 
FigUre 5.2. The calculated bias and standard deviations corresponding to these data are 
shown in Table 5.6.

There are a number of similarities between the results for both the weighted mean 
and regression methods. Both methodologies suggest that the AATSR LSTs are warm 
biased. Eight (or perhaps nine in the case of the regression method) of the matchups are 
well correlated (r2 =0.7 to 0.8); these matchups are shown by filled circles in Figure 5.15. 
The remaining three or four pixels, shown by open circles in Figure 5.15, are comparative
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F i g u r e  5 . 1 4 .  Example o f the upscaling methodologies used in the study for one 
AATSR pixel over the field site, (a) shows the Landsat channel 1 reflectances for 
Landsat pixels falling within the nominal 1 km AATSR pixel size, (b) shows the 
‘retrieved Landsat LSTs’ using weighted-mean method, (c) shows the ‘retrieved 
Landsat LSTs’ using the regression method and (d) shows the AATSR 11 /im IFOV

weighting for this AATSR pixel.

Table 5.6. Calculated biases and standard deviations for the comparison o f  the four 
sets o f derived in situ LSTs with the corresponding AATSR LSTs. Results are shown 

for all pixels and the eight well-correlated pixels (see Section 5.6).

All Pixels Eight Pixels
In Situ LST Bias StDev Bias StDev

(K) (K) (K) (K)
Weighted-mean method (no IFOV weighting) 0.60 2.70 0.69 1.13

Weighted-mean method (with IFOV weighting) 0.61 2.66 0.59 0.84
Regression method (no IFOV weighting) 3.08 1.99 3.10 0.69

Regression method (with IFOV weighting) 3.08 2.05 3.06 0.77
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Figure 5.15. AATSR vs in situ LSTs for 12 pixels over the WATERMED site for 
(a) in situ LSTs derived using the weighted-mean method, (b) in situ LSTs derived 
using the weighted-mean method, with additional weighting from the true IFOV of 
the AATSR applied, (c) in situ LSTs derived using the regression method and (d) 
in situ LSTs derived using the regression method, with the AATSR IFOV weighting 
applied. In each graph, matchups represented by open circles correspond to AATSR 
LSTs that are flagged as having an Envisat blanking pulse associated with the mea­

surements (see Section 5.6 for explanation).

outliers. Possible explanations for higher biases observed for these four pixels will be 
discussed in Section 5.6. For both methodologies, there is only a negligible change in
the overall bias and standard deviation of the results when the true IFOV of the AATSR

/

is considered. However, when we look at the results on a pixel-to-pixel basis, the change 
in LST is more than 0.1 K for nine of the twelve pixels (standard deviation is 0.57 K and 
0.37 K for method 1 and 2, respectively). This is a significant finding, as it implies that 
considering the true IFOV of the AATSR could be important where there is sub-pixel 
variation of LST (or SST).

The major difference between the results obtained using method 1 and method 2 is in
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the magnitude of the bias, although they are in agreement within the error estimates. This 
difference in bias, together with other potential sources of bias in the results, is discussed 
in Section 5.6

5.6 Discussion: Sources of Bias

The results of the validation exercise using in situ data obtained from both methodologies 
suggest that the AATSR is yielding an LST that is too warm. From the results of the sen­
sitivity study carried out Chapter 3, this is expected for biome-12 mid-latitude retrievals. 
For a surface-air temperature difference of 10 K (inferred from ECMWF 1.125° gridded 
data (ECMWF 1995) appropriate for this field site), we would expect a warm bias of 
approximately 0.6 K, which agrees very well with the results from the weighted-mean 
method.

Another source of bias that should be considered is an incorrect classification of the 
field site within the AATSR LST algorithm. Currently, the site is classified as biome 12 
(broadleaf trees with winter wheat). Table 5.7 shows the bias and standard deviations 
calculated using both the weighted mean and regression methods (considering the true 
IFOV of the AATSR). The results show that the best agreement with the in situ data 
is achieved by using the coefficients for biome 8 (broadleaf shrubs with groundcover), 
which yields a bias of —0.11 and 2.37 K for the weighted-mean and regression meth­
ods, respectively. Following this, the results for biome 12 provide the best results. The 
standard deviations are similar (within approximately 0.1 K) for all biomes.

In Section 5.5 we saw how the regression method yields a bias that is approximately
2.5 K warmer than for the weighted-mean method. Both methods are likely to be subject 
to errors in the bias as a result of the assumptions made in each case. However, it is likely 
that the weighted-mean method, where more assumptions are made and the methodology 
is more simplistic, is the largest source of the difference in the observed bias. This is also 
supported by the lower standard deviation obtained for the differences between AATSR 
and in situ LSTs for the regression method. As an example, let us consider the Landsat 
pixels classified as vegetation. Figure 5.16 shows a histogram of the Landsat channel 1 
reflectances corresponding to the twelve AATSR pixels (considering the pixels as 1 km 
in size). According to these data, more than 40% of the total Landsat pixels are classified 
as vegetation, with almost 80% of these having a reflectance above the mean reflectance 
corresponding to the vegetation measurement site (B27). All of these Landsat pixels 
have been assigned the same LST of 296.64 K, despite the fact that the proportion of
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Table 5.7. Calculated biases and standard deviations for the comparison of the four 
sets of derived in situ LSTs with the corresponding AATSR LSTs.

LST Biome # Weighted-mean Regression
Bias StDev Bias StDev
(K) (K) (K) (K)

1 5.19 2.77 7.66 2.17
2 2.49 2.73 4.96 2.12
3 2.50 2.73 4.97 2.12
4 0.89 2.66 3.36 2.05
5 0.92 2.67 3.39 2.06
6 1.18 2.69 3.65 2.09
7 0.78 2.68 3.25 2.07
8 -0.11 2.64 2.37 2.02
9 0.69 2.67 3.16 2.06
10 0.95 2.66 3.43 2.05
11 0.89 2.70 3.36 2.09
12 0.61 2.66 3.08 2.05
13 0.89 2.66 3.36 2.05

soil for most of the Landsat pixels of this classification is higher than that of the typical 
measurement surface in B27. This will result in most of the pixels classed as ‘vegetation’ 
having an LST that is too low, leading to an overall LST that is cold-biased.

Although the regression method allows more flexibility in terms of the ‘retrieved’ 
Landsat LSTs (i.e. the LSTs are not one of three values, as for the weighted mean 
method), this method does assume a linear relationship between the blue-visible re­
flectances and LST. From Figure 5.9 this does not seem an unreasonable assumption. 
However, there is a considerable amount of scatter in these data and at high reflectances, 
the relationship could be interpreted as non-linear. If this is the case, a polynomial equa­
tion would probably provide more accurate representation of the relationship between 
reflectance and in situ LST. Unfortunately, due to the limited number of in situ point 
observations of LST, it is not possible to perform this for this study.

Methodologies aside, there are other aspects of the observed biases that require fur­
ther investigation. In Section 5.5, four pixels were identified as outlying data points 
(indicated by the open circles in Figure 5.15). Interestingly, the AATSR data for these 
four pixels were obtained in the presence of an Envisat blanking pulse, whilst the other
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F i g u r e  5.16. Histogram showing the distribution o f Landsat channel 1 reflectances 
for the twelve AATSR pixels over the WATERMED field site. The blue dotted line 
shows the vegetation-mixed and the red dotted line, the mixed-bare soil classification 
boundaries used for the regression method. The green, blue and purple asterisks 
show the mean Landsat reflectance corresponding to the vegetation, mixed and bare 

soil surfaces, used in the regression method.

eight pixels were not. The presence o f a blanking pulse in the AATSR data is flagged 

in the confidence word associated with each pixel, and indicates that either the Radar 

Altimeter-2 (RA-2) and/or the Advanced Synthetic Aperture Radar (ASAR), also on­

board the Envisat satellite, were operating at the time when the AATSR pixel was being 

integrated. However, no evidence has ever been found to suggest that the presence o f a 

blanking pulse affects the quality o f  ATSR-1/2 data (Mutlow 2000), so it seems unlikely 

that this could be the cause o f the anomalies observed in these AATSR data.

A more likely explanation is in the derivation of the in situ LST or AATSR LST for 

these pixels. Figure 5.17a shows the AATSR—in situ LST differences as a function of  
the proportion o f vegetation (using the weighted-mean method). The correlation is calcu­

lated to be 0.72, which suggests there is a relationship between these two parameters. In 

terms o f the AATSR LST product, the results given in Chapter 3, which describe the sen­

sitivity o f the retrieved AATSR LST to errors in the emissivity assumed in the retrieval 
coefficients, cannot explain the observed biases. Even if we consider the extremes o f a 

fully vegetated surface and a completely unvegetated surface, this would only result in a

163



t/>
P</)
C

1 - 2  
£

-4I
-6

7040 50 6020 30 8010

Di
_ i

1 - 2  

-4

- 6

1.20 1.40 1.501.00 1 .10 1.30
% Vegetation 11-12/xm 8T Difference

Figure 5.17. LST difference plotted as a function of (a) proportion of vegetation 
within each AATSR pixel, as determined by the weighted-mean method and (b) the 
11 — 12 /im BT difference. In each graph, matchups represented by open circles 
correspond to AATSR LSTs that are flagged as having an Envisat blanking pulse 

associated with the measurements (see Section 5.6 for explanation).

change in bias of less than 2 K; in this experiment, we are seeing extremes of 4 or 5 K.

Figure 5.17b shows the AATSR—in situ LST differences as a function of the 11 — 12 /im 
difference, which is an indication of the variation of atmospheric water vapour and emis­
sivity over the site. For emissivity, the results given in Chapter 3 suggest that the variation 
in the 11 — 12 /im BT difference due to emissivity should be no more than 0.1 K (for the 
maximum 11-12 /im emissivity difference of 0.015). Therefore, the remaining variation 
in the 11 — 12 /im BT difference of approximately 0.3 K must be due to the atmosphere. 
This variation, could, for example, be due to a change in total column water vapour of 
several % over the site, or a change in atmospheric temperature of 1% or less. Again, the 
results in Chapter 3 indicate that changes in atmospheric temperature or water vapour of 
this magnitude would only result in a change in the bias of the retrieved LST of less than 
1 K.

Having excluded the AATSR LST product as a source of the extreme biases ob­
served in the four outlying pixels, we must assume that it is the in situ LSTs that are 
incorrect. In addition to the assumptions and limitations of the methodologies (Section 
5.4.2.1), there are two possible causes of the outliers. Firstly, inaccuracies in the AATSR 
geolocation may result in the wrong Landsat pixels being used to classify the AATSR 
pixel. Secondly, a change in the land use (e.g. harvesting) between the AATSR overpass 
(05/03/03) and acquisition of the Landsat data (15/03/03) could result in the wrong in 
situ LSTs being assigned to the Landsat pixels. Problems with the AATSR geolocation

164



are unlikely to be the cause, as the errors in the nadir-view geolocation are estimated to 
be much less than 100 m (Chapter 2). Furthermore, we would expect to see randomisa­
tion in the eight well-correlated data points if this were at fault. A change in land use 
is a possible cause, although no major harvesting event was observed to take place be­
tween these two dates. One other possible consideration is that large volumes of water 
may have been present at times during the campaign. The fields were often irrigated 
and extremely muddy during the fieldwork, which may have altered the visible proper­
ties of the surface, thus affecting their classification. The use of additional coincident 
high-resolution satellite data could resolve this issue.

Excluding these four outlying pixels, we find that the biases are largely unchanged, 
but the standard deviations are reduced significantly, as expected. The revised statistics 
are shown in Table 5.6, where the maximum standard deviation is now observed to be 
1.13 K (obtained using the weighted-mean method with no additional IFOV weighting).

5.7 Conclusions

LSTs, derived using the operational AATSR LST retrieval algorithm, have been com­
pared to in situ LST data corresponding to twelve AATSR pixels over the WATERMED 
site in Morocco. The AATSR data were obtained from the overpass occurring at 10:53 am 
GMT on 05 March 2003.

Point observations of LST were obtained over three surface regimes, classified as 
bare soil, mixed vegetation and soil, or vegetation. These LST data were derived from 
measurements of radiometric temperature, made along linear transects over each sur­
faces within ±15 minutes from the time of the AATSR overpass. The measurements 
were corrected for emissivity effects using in situ emissivity and downwelling atmo­
spheric radiance data. While the thermal emissivity of the site was found to vary by 1% 
or less, the radiometric temperatures deviated by more than 20 K, with the largest stan­
dard deviation obtained over the mixed vegetation and soil regime (standard deviation 
5.41 K). In contrast, the bare soil regime was found to be the most radiometrically stable 
surface (standard deviation of 1.44 K). The standard deviation of the vegetated surface is 
calculated to be 2.52 K. As expected, the LST of the vegetated surface regime was found 
to be the coolest (LST=295.64 ±1.37 K), as the vegetation actively transpires, keeping 
itself cool. The LST of the bare soil, and mixed vegetation and bare soil surfaces were 
found to be quite similar, at 309.10 ±1.49 K and 307.25 ±  2.66K, respectively.

As the site is heterogeneous in terms of LST on the the sub-pixel scale, an innovative
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method was required in order to upscale the in situ data to the spatial scale of the satellite. 
Two methodologies were employed in this study. Both methods utilise 30-m blue-visible 
Landsat ETM+ data to estimate the variability of LST over the site, as LST demonstrates 
a strong dependence on the proportion of vegetation. For the first method, hereafter re­
ferred to as the weighted-mean method, each Landsat pixel has been categorised as either 
bare soil, mixed vegetation and soil, or vegetation. A representative 1-km in situ LST 
was then calculated from the mean of the in situ LSTs obtained over each of these sur­
faces, weighted by the proportion of each surface within each 1-km pixel. For the second 
method, hereafter referred to as the regression method, a linear equation was formulated 
from the in situ data and the Landsat reflectances corresponding to the measurement sur­
faces, to describe the relationship between reflectance and LST. The 30-m reflectances 
were then used to ‘retrieve’ an LST for each Landsat pixel, which were then averaged 
over the area covered by each AATSR pixel on the ground.

The results indicate that the AATSR retrieval algorithm is yielding an LST that is too 
warm over this site. For the weighted-mean method, this warm bias of 0.6 K agrees well 
with the bias predicted in Chapter 3 for a mid-latitude LST retrieval within this biome. A 
higher bias of approximately 3.1 K is obtained using the regression method. Despite this 
higher bias, the lower standard deviation of the regression method (2.0 K compared with 
2.7 K for the weighted-mean method) suggests that this technique is providing a better 
estimate of the in situ pixel-to-pixel variation of LST. Moreover, the crude assumption 
within the weighted-mean method that the LST corresponding to each Landsat pixel 
must be one of three values, is likely to cause the results to be biased.

Despite their differences, both methods yield eight pixels that are well-correlated in 
terms of AATSR and in situ LST, and four outliers. The source of these four outliers re­
quires further investigation. However, investigations within the framework of this study 
indicate that the bias cannot originate fully from the AATSR LST retrieval algorithm 
(assumptions about the atmosphere or emissivity), and is unlikely to be related to uncer­
tainties in the AATSR geolocation. Interestingly, all four outliers correspond to AATSR 
pixels with Envisat blanking pulses (the other eight pixels do no have blanking pulses). 
However, no evidence has ever been found to suggest that the presence of a blanking 
pulse affects the quality of ATSR-1/2 data (Mutlow 2000), so it seems unlikely that this 
could be the cause of the anomalies observed in these AATSR data. Other than being an 
artefact of the methodologies used in this study, the most likely explanation is that the 
visible and thermal properties of the areas covered by these AATSR pixels has changed 
between the dates of the AATSR (05 March 2003) and Landsat (15 March 2003) over­
passes. Additional high-resolution satellite imagery is required to determine if this is the
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case. Excluding these outlying pixels reduces the standard deviation of the results by 
more than a factor of 2 (maximum 1.13 K).

Lastly, the impact of the true IFOV of the AATSR has been considered in this study. 
LSTs derived using both methodologies have also been calculated using the 11 fim IFOV 
weighting appropriate for the across track position of the AATSR observations in this 
study; similar results (within 0.1 K) are obtained using the 12 fim IFOV. The overall 
bias and standard deviation of the comparison with the AATSR LSTs shows negligi­
ble change. However, differences of several tenths of a degree on a pixel-to-pixel basis 
(standard deviation 0.57 K and 0.37 K for the weighted-mean and regression methods, re­
spectively) are observed between the in situ LSTs obtained assuming a uniform l x l  km 
IFOV and the true IFOV. These results demonstrate that the true IFOV of the AATSR 
could be an important consideration where there is sub-pixel variability of LST or SST.

This experiment has demonstrated the difficulties involved in validation of satellite 
LSTs over a site that is heterogeneous in terms of LST over the scale of the satellite 
pixel. For a homogeneous site, the problem of comparing in situ point observations with 
LSTs derived from satellite data is very much smaller. However, such land sites are 
few and far between, so developing a viable upscaling methodology that can be used 
over heterogenous land surfaces is very desirable. For both methods employed in this 
study, a better approximation could have been made of the relationship between visible 
reflectance and LST if additional in situ point LST data were available that corresponded 
to more values within the range of reflectances over the site. This would have enabled 
improved results. An even better adaptation of the methodologies employed in this study, 
would have been to utilise temporally coincident high-resolution (e.g. 30 m) thermal 
imagery to assess the spatial distribution of temperature over the site at the time of the 
AATSR overpass. However, no such data were available for this study.

The results of this study are also limited in the sense that they provide only a ‘snap­
shot’ of the performance of the AATSR LST retrievals. The results of the SST validation 
experiment presented in Chapter 4 have shown the importance of continuous validation, 
to identify both seasonal effects, and to increase the statistical significance of the results. 
However, this experiment has been very useful in characterising the inherent problems 
associated with LST validation in general, and the potential to carry out validation over 
heterogeneous land sites.
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Chapter 6

Conclusions and Future Work

6.1 Summary of Conclusions

The focus of this thesis has been an investigation into the accuracy of SST and LST re­
trievals from the AATSR, which was launched onboard ESA’s Envisat satellite in March 
2002. This work has been carried out through the combination of a theoretical sensitiv­
ity study and the results of in situ validation experiments. Both theoretical and empir­
ical studies are intrinsically linked; we can only understand the validation results fully 
through the sensitivity study, but only the validation results can provide a truly direct 
assessment of the accuracy of the retrievals.

The AATSR (and ATSR-2) is currently the most accurate and precise operational 
space-borne radiometer. The instrument makes measurements of the TOA BTs and re­
flectances corresponding to seven spectral channels, three of which are in the thermal 
infrared at 3.7, 11 and 12 fim. Data from these channels are used to derive global SSTs 
and LSTs at 1 km (or greater) spatial resolution (although the 3.7 fim channel is not 
used for LST or daytime SST retrievals). Uniquely, the (A)ATSR instrument also has 
the ability to make measurements at both nadir and approximately 55° from zenith in the 
along-track direction, which provides additional information about atmospheric effects. 
This along-track view, together with its radiometric accuracy, means that the (A)ATSR 
has the potential to provide satellite-derived SSTs and LSTs that are superior to those 
produced by any other existing satellite sensors. At the time of writing, data from this 
forward view are not used in the operational LST retrieval scheme.

The sensitivity study reported in Chapter 3 has demonstrated that the most consis­
tent SST retrievals are those that include the 3.7 fim channel (N3, D3). This is due
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to the fact that this channel has a much lower sensitivity to surface emissivity, and to 
atmospheric temperature, water vapour and aerosol (excluding marine aerosol), which 
have been shown to be the main components of the atmosphere that affect the (A)ATSR 
channels. As the three-channel retrievals are weighted heavily in favour of 3.7 fim chan­
nel, these SSTs also demonstrate a much lower sensitivity to these parameters than the 
two-channel SSTs (N2, D2).

Although the AATSR thermal channels have been chosen such that the effects of the 
atmosphere are as small as possible, the sensitivity of the 11 and 12 fim channels to 
the atmosphere is still high, compared with that of the 3.7 fim channel. However, the 
additional information provided by the forward view appears to improve significantly 
the stability of the SST retrieval, although atmospheric extremes, for example very high 
levels of water vapour, may still introduce biases in the D2 retrievals of several tenths 
of a K. The two-channel retrievals are also much more sensitive than the three-channel 
retrievals to the emissivity of the sea surface. The results of this study suggest that biases 
of up to 0.3 K could be introduced into the mid- and polar-latitude SSTs if a constant 
emissivity is assumed. The effect is smaller in the tropics due to the high levels of water 
vapour attenuating changes in the at-surface BTs.

These findings are reflected in the results of the validation experiment described in 
Chapter 4, where AATSR SSTs have been compared with in situ SSTs derived from ther­
mal observations made by the M-AERI during 2003. However, it should be remembered 
that these results are confined to the Caribbean, and may not be representative of the 
global performance of the SST retrievals. Considering all 99 cloud-free matchups (25 
two-channel, 74 three-channel), the standard deviation of the three channel matchups is 
found to be less than 0.30 K, with overall biases of 0.10 K or less. The two-channel re­
trievals perform significantly worse; even the D2 SSTs have a bias and standard deviation 
of 0.16 K and 0.38 K, respectively.

Through both the sensitivity study and the SST validation experiment, the relation­
ship between the corresponding dual and nadir SSTs is a point of interest. For the major­
ity of the SST validation matchups, the nadir-view SSTs (N2, N3) are warmer than the 
equivalent dual-view SSTs (D2, D3). This is consistent with the results of the sensitivity 
study, where we find that the two- and three-channel D-Ns (dual-nadir SST differences) 
are typically negative. Although the D-N demonstrates some sensitivity to atmospheric 
water vapour and temperature, and surface emissivity, it is mineral dust aerosol that is 
seen to have the largest effect. Radiative transfer simulations yield that, although the 
TOA BTs are depressed in all channels in both views in the presence of aerosol, the 
relative weighting of the retrieval coefficients will result in a decrease in the nadir-view
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SSTs, and an increase in the dual-view SSTs. This culminates in an overall increase 
in the D-N, which is already in use by others in the (A)ATSR field as a tracer for the 
transport of Saharan dust across the Atlantic.

Over the Caribbean, which is affected by Saharan dust from time to time, the depen­
dence of the D-N on aerosol has been shown through correlation with MODIS aerosol 
optical depth. As the model results predict, the AATSR dual-view SSTs obtained in 
the presence of heavy tropospheric aerosol loading are warm biased, and the nadir-view 
SSTs, cold biased. Once these aerosol-contamined data are excluded, the statistics im­
ply that the performance of all the SST retrievals is better under aerosol-free conditions. 
However, there is a warm bias in the AATSR nadir-view retrievals that is of some con­
cern. For N3, this bias is calculated to be +0.14 K. For N2, this bias of +0.57 K is 
comparable to the predicted bias of approximately +0.7 K in the model results for the 
mid-latitude and tropical atmospheres. This indicates that the nadir coefficients, in par­
ticular those for N2, are not optimal over this geographical region.

For LST, the sensitivity study of Chapter 3 demonstrates that the performance of the 
algorithm for biome 12 is very similar to the SST N2 algorithm. This is perhaps not 
surprising, since both retrievals use only the traditional split-window channels. The im­
plications of the instability of this retrieval for LST are greater than for SST, due to more 
extreme variations of surface emissivity and the atmosphere over land. In addition, the 
sensitivity study shows that the surface-air temperature difference also has a bearing on 
the accuracy of the SST/LST algorithms. While this is probably insignificant over the 
oceans, the surface-air temperature difference can vary by several K over land. As we 
have seen for SST, the inclusion of data from the 3.7 fim channel and/or the forward 
view could improve the performance of the algorithm. In the case of the latter, further 
complications are then raised due to the angular variation of the emissivity of land sur­
faces. Including the 3.7 fim channel at night, however, could be extremely beneficial for 
LST, as this channel is not as sensitive to variations in emissivity as the split-window 
channels.

In Chapter 5 of this thesis, AATSR LSTs for twelve pixels (from a single daytime 
orbit) over the WATERMED field site in Morocco were compared with equivalent in situ 
data. As the site is heterogeneous in terms of LST on the spatial scale of the AATSR, 
an innovative method was required to upscale the in situ data in order to compare the 
two data sets. Two such methods were developed, which utilised high-resolution visible 
reflectances from LANDSAT ETM+ to estimate the thermal variation of LST over the 
site (as LST has been shown to have a strong dependence on the proportion of vegetation 
at this location). Both methods suggest that the AATSR LSTs are warm-biased compared
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with the in situ data by at least 0.6 K. However, the results of this study are limited in that 
they provide only a ‘snapshot’ of the performance of the AATSR LST retrievals over this 
site. As seen from the validation of SSTs in Chapter 4, outliers in the agreement between 
satellite and in situ data may occur, and there may be seasonal variation of bias in the 
satellite data. Such features can only be identified through long-term validation where 
the number of matchups is high (e.g. at least several months with several matchups per 
month).

Despite the limitations of the results of this experiment, the exercise has been very 
useful in identifying the problems associated with LST validation, and exploring the pos­
sibilities of validation over heterogeneous sites. Homogeneous sites that are traditionally 
used for LST validation are few and far between, thus it is desirable to develop a method 
that can be employed over heterogeneous land surfaces. The findings of this study sug­
gest that this may be possible for situations where many (ideally, many more than three) 
in situ point LST data are available, allowing the variation of LST over the site to be 
characterised fully.

Another important finding that resulted from this experiment is the impact of the 
true IFOV of the AATSR thermal channels. A common misconception is that the 1-km 
SST/LST data are an average of the SST/LST over that 1-km square. In reality, the IFOV 
extends beyond 1-km square (particularly in the forward view), where the sensitivity 
diminishes away from the central region of the pixel. For the twelve pixels considered 
in the validation experiment over the WATERMED field site, considering the true IFOV 
(instead of a homogeneous 1-km square for each pixel) results in differences of several 
tenths of a K on a pixel-to-pixel basis. This could have important implications for regions 
where there is sub-pixel variability of LST or SST.

6.2 Recommendations for Future Work

Considering the results presented in this thesis, there is much scope for further work. 
These recommendations are summarised below.

One of the principal aspects of this work that could be investigated further is on the 
effects of tropospheric aerosols on the AATSR TOA BTs. The effects of transported min­
eral dust aerosol, for example, in the infrared has been observed by several researchers 
(including this thesis). However, as the process of simulating accurately the effects of 
Saharan dust on the AATSR TOA BTs is extremely complex, due to the variability of 
the transported dust characteristics and uncertainties in the refractive indices, there is
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currently very little information available on theoretical model results. Based on these 
results, together with the observational data, a correction for affected SST data, or even 
new retrieval coefficients that are tropospheric-aerosol robust, could be derived.

Continuing along these lines, it would also be useful to extend the validation record, 
using in situ data from the M-AERI, to include data from 2004 and 2005. This would 
enable the statistical significance of the results presented in Chapter 4 to be improved, 
and any further seasonal trends identified. Fortunately, this extended validation is already 
underway at the University of Leicester, using the AATSR validation software developed 
within the context of this PhD work.

The results of the sensitivity study have shown that the traditional split-window 
SST/LST retrieval algorithm is very sensitive to variations in surface emissivity and at­
mospheric conditions. Under many conditions, both the SST N2 and LST retrievals (for 
biome 12) are subject to high biases. For SST, this is not critical, as the dual-view and 
N3 retrievals have been shown to provide more accurate SSTs. However, for LST, the 
two-channel algorithm is the only available retrieval, so these biases need addressing as a 
matter of urgency if the AATSR is to provide a viable product. The possibility of includ­
ing data from the 3.7 //m channel (and possibly the forward view) could be investigated. 
The product may also benefit from utilising separate day/night coefficients to account for 
the differing surface-air temperature differences, which also affect the sensitivity of the 
retrievals.

Through the WATERMED experiment (Chapter 5), it is clear that LST validation 
over heterogeneous sites is extremely complex. The results of this study suggest that 
heterogeneous validation is possible, but a much better categorisation of the LST vari­
ability over such sites is required, for example, by utilising more radiometers. It would 
be very interesting and useful to extend the study in this way, which would provide the 
opportunity to improve upon the upscaling methodologies (from point LSTs to the spa­
tial scale of the satellite) developed here. Furthermore, the SST validation experiment 
reported within this thesis highlights the need for continuous validation, as opposed to 
discrete measurement campaigns, such as the WATERMED experiment. Performing 
such an experiment would enable a true assessment of the performance of the product 
over this site to be carried out.

In Chapter 1, the potential to combine LSTs derived from polar-orbiting and geo­
stationary sensors was highlighted. A combination data set of this type would provide 
LST data with the temporal and spatial resolution required for a number of applications. 
Some existing studies have attempted to address this issue, but the process is still in its 
early stages. Developing such a methodology could provide one of the most useful ap­
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plications for LSTs derived from polar-orbiting sensors. With its unrivalled radiometric 
accuracy, the AATSR could become the standard against which the geostationary LSTs 
are measured. However, as demonstrated in this thesis, thorough validation, which will 
involve the further development of techniques for upscaling point in situ observations, is 
essential if this is to be possible.
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