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## Abstract

Let $K$ be an infinite field of characteristic $p \geqslant 0$ and let $n, r$ be positive integers. Let $S^{+}(n, r)$ be the Borel Schur algebra over $K$, which is a subalgebra of the Schur algebra $S(n, r)$. We aim to give a description of the Borel Schur algebra $S^{+}(n, r)$ by finding its quiver and relations. We give a complete description of the quiver and relations for $S^{+}(2, r)$. We also construct a family of embeddings from $S^{+}(2, r)$ to $S^{+}(n, r+s)$ which induce embeddings of the corresponding quivers. This gives us some relations for $S^{+}(n, r)$ for $n>2$.

We describe the quiver of $S^{+}(n, r)$ for both $p=0$ and $p>0$. We also describe some relations of special type for $p>0$ and find all relations for $p=0$.

## Introduction

## 1. Motivation

One wide open problem in the area of representation theory is to understand the representation theory of general linear groups, or equivalently, that of symmetric groups. Here basic representation theoretical questions are still open. For example, it is unknown in general what the dimension of simple modules is, or what the decomposition matrices are. The Schur algebras describe the polynomial representations of general linear groups.

This thesis is concerned with Borel Schur algebras, which are certain subalgebras of Schur algebras. Borel Schur algebras can be used to study Schur algebras. Their representation theory is better understood and their combinatorics is possibly easier than that of Schur algebras.

A Borel Schur algebra is a basic algebra, so we can completely describe it by finding its quiver and relations. This data then allows to calculate (in a relatively easy way) lots of representation theoretical data of this algebra.

## 2. Descriptions of results

Let $K$ be an infinite field of characteristic $p \geqslant 0$ and let $n, r, s$ be positive integers. Let $S^{+}(n, r)$ be the Borel Schur algebra over a field $K$. Our aim is
to give a complete description of the Borel Schur algebra $S^{+}(n, r)$ by finding its quiver and relations.

Let $\Gamma=\left(\Gamma_{0}, \Gamma_{1}\right)$ be the quiver of $S^{+}(n, r)$ where $\Gamma_{0}$ and $\Gamma_{1}$ are the sets of vertices and arrows respectively. Let $\Lambda(n, r)$ be the set of compositions of $r$ with at most $n$ parts. Then the vertex set $\Gamma_{0}$ is equal to $\Lambda(n, r)$ (Sections 1.3 and 1.4).

In general, the quiver for $S^{+}(n, r)$ is essentially known (see e.g.[13]). Using the results from [16], in Section 4.1 we give a shorter and more elementary proof to describe the arrow set $\Gamma_{1}$ for $S^{+}(n, r)$.

We find all relations for $S^{+}(n, r)$ for the case $n=2$ or $p=0$ (Sections 2.3 and 5.6). We construct a family of embeddings from $S^{+}(2, r)$ to $S^{+}(n, r+s)$ and prove that these embeddings induce embeddings of the corresponding quivers. In this way we find some relations for $S^{+}(n, r)$ for $n>2$. We prove a multiplication formula for $S^{+}(2, r)$ in Section 2.5 and use it to find all $1 \times m$ and $m \times 1$ relations in $\Gamma$ (Section 5.4).

We also describe some other special relations in $\Gamma$. Unfortunately, we have not found all relations for $S^{+}(n, r)$ for the case $n>2$ and $p>0$, which seems to be a difficult problem.

## 3. Structure of this thesis

In Chapter 1 we give the definitions and background needed to understand the main problem as well as the methods used in the other chapters. We define quivers and list some results about Borel Schur algebras. For more details, see [2], [10], [11] and [16].

In Chapter 2 we describe the quiver and relations for $S^{+}(2, r)$. We also obtain a multiplication formula for $S^{+}(2, r)$ in Sections 2.1 and 2.5 and get all relations for $S^{+}(2, r)$ (Theorem 2.3.1), which we call the $p$-adic relations.

In Chapter 3 we construct embeddings from $S^{+}(2, r)$ to $S^{+}(n, r+s)$. We prove that these embeddings induce embeddings of the corresponding quivers (Section 3.3). In this way we get $p$-adic relations for $S^{+}(n, r)$ for $n>2$. In Section 3.2 we calculate the Cartan invariant $\widehat{c}_{\lambda, \alpha}$ which is the dimension of the vector space $\operatorname{Hom}_{A}\left(A \xi_{\alpha}, A \xi_{\lambda}\right)$ where $A=S^{+}(n, r)$.

In Chapter 4 we give an elementary proof to describe the quiver of $S^{+}(n, r)$ using some results in [16].

In Chapter 5 we describe all relations in the case of characteristic 0 (Section 5.6) using the results from [6] and provide some relations in other cases. We consider some special subgraphs of the quiver of $S^{+}(n, r)$. We obtain a product formula in a rectangle in Section 5.3, to get all relations for the $1 \times m$ and $m \times 1$ rectangles in Section 5.4.

## Chapter 1

## General background

In this chapter we introduce some notations on the Schur algebras and the Borel Schur algebras, which will be used in the other chapters. We give another proof to find the radical of a Borel Schur algebra in Section 1.2 (first obtained in [11] (Sections 3 and 6)) and show that the Borel Schur algebras are elementary (see Section 1.3) and so is basic. We also introduce the quiver of an algebra in Section 1.4 (for more detail see [2]) and apply this to the Borel Schur algebra $S^{+}(n, r)$.

Throughout this paper: $K$ is an infinite field of characteristic $p \geqslant 0 ; n$ and $r$ are positive integers.

### 1.1 The Schur algebra and the Borel Schur algebra

In this section we introduce Schur algebras $S(n, r)$ and Borel Schur algebras $S^{+}(n, r)$ and describe their elementary properties. For more details see [10]. We also introduce a multiplication formula from [11] and will apply this to the Borel Schur algebra $S^{+}(n, r)$ in Chapters 2 and 5.

We denote $\underline{n}$ as the set $\{1, \ldots, n\}$. Let $\mathbf{I}(n, r)$ be the set of multi-indices $i=$ $\left(i_{1}, \ldots, i_{r}\right)$ with $i_{\rho} \in \underline{n}$ for all $\rho \in \underline{r}$. The symmetric group $\Sigma_{r}$ acts on $\mathbf{I}(n, r)$ on the right by place permutations, i.e., $i \pi=\left(i_{\pi(1)}, \ldots, i_{\pi(r)}\right)$ for $i \in \mathbf{I}(n, r)$ and $\pi \in \Sigma_{r}$. For example, if $i=(2,1,3,1) \in \mathbf{I}(3,4)$ and $\pi=(132)(4) \in \Sigma_{4}$, then $\pi$ acts on $i$ on the right: $i \pi=(3,2,1,1)$.

If we view $i$ as the function $i: \underline{r} \rightarrow \underline{n}, j \mapsto i_{j}$, then $i \pi$ is just the composition of functions $i \circ \pi$.

Let $i, j \in \mathrm{I}(n, r)$. We define a relation $\sim$ on $\mathrm{I}(n, r)$ by $i \sim j$ if $i, j$ are in the same $\Sigma_{r}$-orbit, that is, $j=i \pi$ for some $\pi \in \Sigma_{r}$. For example: $(2,1,3,1) \sim$ (3, 2, 1, 1).

The group $\Sigma_{r}$ acts on $\mathbf{I}(n, r) \times \mathbf{I}(n, r)$ by place permutations. Let $i, j \in \mathbf{I}(n, r)$ and $\pi \in \Sigma_{r}$, we can write $\pi$ acts on $(i, j)$ on the right as follows:

$$
(i, j) \pi=(i \pi, j \pi)
$$

Similarly, we write $(i, j) \sim(k, l)$ if there exists some $\pi \in \Sigma_{r}$ such that $(k, l)=$ $(i, j) \pi$, that is, $k=i \pi$ and $l=j \pi$. Note that this yields an equivalence relation on $\mathbf{I}(n, r) \times \mathbf{I}(n, r)$. Let $\Omega(n, r)$ be a set of representatives of equivalence classes of $\mathbf{I}(n, r) \times \mathbf{I}(n, r)$ under the relation $\sim$.

Definition 1.1.1. The Schur algebra $S(n, r)$ is an algebra over $K$ with the basis $\left\{\xi_{i, j} \mid(i, j) \in \Omega(n, r)\right\}$. The multiplication rule for $S(n, r)$ is given by

$$
\begin{equation*}
\xi_{i, j} \xi_{k, l}=\sum_{\substack{(p, q) \in \Omega(n, r) \\ p \sim i, q \sim l}}[Z(i, j, k, l, p, q) \cdot 1] \xi_{p, q}, \tag{1.1.1}
\end{equation*}
$$

where $Z(i, j, k, l, p, q)=\mid\{s \in \mathbf{I}(n, r) \mid(i, j) \sim(p, s)$ and $(k, l) \sim(s, q)\} \mid$.

We call $\left\{\xi_{i, j} \mid(i, j) \in \Omega(n, r)\right\}$ the standard basis of $S(n, r)$.

Note that $\xi_{i, j}=\xi_{k, l}$ if and only if $(i, j) \sim(k, l) . \xi_{i, j} \xi_{k, l}=0$ unless $j \sim k$.

By Definition 1.1.1, we have the following lemma which will be used later.

Lemma 1.1.2. ([10]) The multiplication rule for $S(n, r)$ given by Equation (1.1.1), can also be written as follows:

$$
\begin{equation*}
\xi_{i, j} \xi_{k, l}=\sum_{\substack{\left(p^{\prime}, l\right) \in\left\{(n, r) \\ p^{\prime} \sim i\right.}}\left[Z\left(i, j, k, l, p^{\prime}, l\right) \cdot 1\right] \xi_{p^{\prime}, l}^{\prime}, \tag{1.1.2}
\end{equation*}
$$

where $Z\left(i, j, k, l, p^{\prime}, l\right)=\left|\left\{s^{\prime} \in \mathbf{I}(n, r) \mid(i, j) \sim\left(p^{\prime}, s^{\prime}\right) \operatorname{and}(k, l) \sim\left(s^{\prime}, l\right)\right\}\right|$.

Similarly,

$$
\begin{equation*}
\xi_{i, j} \xi_{k, l}=\sum_{\substack{\left(i, q^{\prime}\right) \in \in(n, r) \\ q^{\prime} \sim l}}\left[Z\left(i, j, k, l, i, q^{\prime}\right) \cdot 1\right] \xi_{i, q^{\prime}} \tag{1.1.3}
\end{equation*}
$$

where $Z\left(i, j, k, l, i, q^{\prime}\right)=\mid\left\{s^{\prime} \in \mathbf{I}(n, r) \mid(i, j) \sim\left(i, s^{\prime}\right)\right.$ and $\left.(k, l) \sim\left(s^{\prime}, q^{\prime}\right)\right\} \mid$.

Next we introduce a multiplication formula for the Schur algebra $S(n, r)$ in [11] which will be used for the Borel Schur algebra $S^{+}(n, r)$ later.

Definition 1.1.3. For any $j \in \mathbf{I}(n, r)$, we define

$$
P_{j}:=\left\{\pi \in \Sigma_{r} \mid j \pi=j\right\}
$$

the stabilizer of $j$.

Then $P_{h, l}=P_{h} \cap P_{l}$ is the stabilizer of the element $(h, l) \in \mathbf{I}(n, r) \times \mathbf{I}(n, r)$.
Similarly $P_{h, j, l}=P_{h} \cap P_{j} \cap P_{l}$ is the stabilizer of the element $(h, j, l) \in \mathbf{I}(n, r) \times$ $\mathbf{I}(n, r) \times \mathbf{I}(n, r)$, where the action $\pi \in \Sigma_{r}$ on $h, j, l \in \mathbf{I}(n, r)$ is as follows:

$$
(h, j, l) \pi=(h \pi, j \pi, l \pi) .
$$

The $P_{j}$-obits on $\underline{r}$ are

$$
R_{a}(j)=\left\{\rho \in \underline{r} \mid j_{\rho}=a\right\}, \quad a \in \underline{n} .
$$

These sets form a partition of $\underline{r}$, and

$$
P_{j}=\prod_{a \in \underline{n}} P\left(R_{a}(j)\right) \quad \text { (internal direct product) }
$$

where $P\left(R_{a}(j)\right)$ is the symmetric group on the set $R_{a}(j)$. In the same way, $P_{h, l}$ has the following orbits on $\underline{r} \times \underline{r}$,

$$
R_{a, b}(h, l)=\left\{\rho \in \underline{r} \mid h_{\rho}=a, l_{\rho}=b\right\}, \quad a, b \in \underline{n} .
$$

$P_{h, l}$ is the product of the subgroup $P\left(R_{a, b}(h, l)\right)$ for all $a, b \in \underline{n}$. Similarly

$$
R_{a, d, b}(h, j, l)=\left\{\rho \in \underline{r} \mid h_{\rho}=a, j_{\rho}=d, l_{\rho}=b\right\}, \quad a, d, b \in \underline{n} .
$$

Theorem 1.1.4. ([11])For any $i, j, l \in \mathbf{I}(n, r)$ there holds

$$
\begin{equation*}
\xi_{i, j} \xi_{j, l}=\sum_{h}\left[P_{h, l}: P_{h, j, l}\right] \xi_{h, l} \tag{1.1.4}
\end{equation*}
$$

where the sum is over a transversal $\{h\}$ of the $P_{j, l}$-orbits in the set $i P_{j}$. The index $\left[P_{h, l}: P_{h, j, l}\right]$ appearing in (3.2.5) can be computed from the formula

$$
\left[P_{h, l}: P_{h, j, l}\right]=\prod_{a, b \in \underline{n}} \frac{r_{a, b}!}{r_{a, 1, b}!\cdots r_{a, n, b}!}
$$

where, for all $a, d, b \in \underline{n}, r_{a, b}=\left|R_{a, b}(h, l)\right|$ and $r_{a, d, b}=\left|R_{a, d, b}(h, j, l)\right|$.

Remark. 1. We shall always assume that the transversal set contains $i$.
2. Each integer $z=\left[P_{h, l}: P_{h, j, l}\right]$ which appears in (1.1.4) must be interpreted as the element $z \cdot 1_{K}$ of $K$. Thus if $K$ has finite characteristic $p$, these integers are to be taken $\bmod p$.

We introduce the following notations. We denote $\Lambda(n, r)$ as the set of compositions of $r$ with at most $n$ parts, i.e. the set of $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ with $\sum_{t=1}^{n} \lambda_{t}=r$, where $\lambda_{t}$ 's are nonnegative integers for all $i \in \underline{n}$.

We use the notation

$$
\underline{n}^{\lambda}:=\left(1^{\lambda_{1}}, 2^{\lambda_{2}}, \ldots, n^{\lambda_{n}}\right),
$$

where $t^{\lambda_{t}}$ is the multi-index $(t, t, \ldots, t)$ with $\lambda_{t}$ many $t$ 's, for all $t \in \underline{n}$. If $i=\underline{n}^{\lambda}$, we introduce the notation $\xi_{\lambda}:=\xi_{i, i}$. It is easy to check that $\xi_{\lambda}$ is an idempotent in $S(n, r)$, that is, $\xi_{\lambda}^{2}=\xi_{\lambda}$.

Definition 1.1.5. Let $\lambda$ and $\mu$ be in $\Lambda(n, r)$. We define

$$
\xi_{\lambda, \mu}:=\xi_{\underline{n}^{\lambda}, \underline{n}^{\mu}} .
$$

Lemma 1.1.6. ([G80], § 2.1) (1) $\operatorname{dim} S(n, r)=\binom{n^{2}+r-1}{r}$.
(2) $\left\{\xi_{\lambda} \mid \lambda \in \Lambda(n, r)\right\}$ is a set of orthogonal idempotents, moreover

$$
\varepsilon=\sum_{\lambda \in \Lambda(n, r)} \xi_{\lambda},
$$

where $\varepsilon$ is the identity element in $S(n, r)$.

Let $i, j \in \mathbf{I}(n, r)$ and define $i \leqslant j$ if $i_{\rho} \leqslant j_{\rho}$, for all $\rho=1, \ldots, r$. We write $i<j$ to mean that $i \leqslant j$ and $i \neq j$. Let

$$
\Omega^{+}(n, r):=\{(i, j) \in \Omega(n, r) \mid i \leqslant j\} .
$$

We now define the Borel Schur algebra.

Definition 1.1.7. The Borel Schur algebra $S^{+}(n, r)$ is the subalgebra of the Schur algebra $S(n, r)$ with basis $\left\{\xi_{i, j} \mid(i, j) \in \Omega^{+}(n, r)\right\}$.

Using the multiplication rule for the Schur algebra $S(n, r)$, we can check that $S^{+}(n, r)$ is indeed a subalgebra of $S(n, r)$.

## Example

The dimension of $S(2,2)$ is $\binom{2^{2}+2-1}{2}=10 . S(2,2)$ has the basis:

$$
\left\{\xi_{11,11}, \xi_{11,12}, \xi_{11,22}, \xi_{12,11}, \xi_{12,12}, \xi_{12,21}, \xi_{12,22}, \xi_{22,11}, \xi_{22,12}, \xi_{22,22}\right\} .
$$

The Borel Schur algebra $S^{+}(2, r)$ has the basis

$$
\{\xi(b, a) \mid 0 \leqslant a \leqslant b \leqslant r\}
$$

where

$$
\begin{equation*}
\xi(b, a)=\xi_{1^{b} 2^{r-b}, 1^{a} 2^{r-a}}, \quad \forall 0 \leqslant a \leqslant b \leqslant r . \tag{1.1.5}
\end{equation*}
$$

Thus

$$
\operatorname{dim} S^{+}(2, r)=\sum_{b=0}^{r}(b+1)=\binom{r+2}{2}
$$

Then, the dimension of $S^{+}(2,2)$ is $\binom{2+2}{2}=6 . S^{+}(2,2)$ has the basis:

$$
\left\{\xi_{11,11}, \xi_{11,12}, \xi_{11,22}, \xi_{12,12}, \xi_{12,22}, \xi_{22,22}\right\}
$$

that is,

$$
\{\xi(2,2), \xi(2,1), \xi(2,0), \xi(1,1), \xi(1,0), \xi(0,0)\}
$$

We will describe the quiver and relations of $S^{+}(2, r)$ in Chapter 2.

### 1.2 The radical of a Borel Schur algebra

From now on, we consider the Borel Schur algebras in more detail. First we find the radical of the Borel Schur algebra $S^{+}(n, r)$. This was first described
in [11]. Here we give another proof in terms of the distances between two multi-indices in $\mathbf{I}(n, r)$. Related results can be found in [11] and [16].

Let $A$ be a finite dimensional algebra. Recall that the radical of $A$, denoted by $\operatorname{rad} A$, is the maximal nilpotent ideal of $A$, or equivalently, the smallest ideal with semi-simple quotient, also equivalently, a nilpotent ideal $R$ of $A$ such that $A / R$ is semi-simple.

Definition 1.2.1. Let $i=\left(i_{1}, \ldots, i_{r}\right)$ and $j=\left(j_{1}, \ldots, j_{r}\right)$ be in $\mathbf{I}(n, r)$. We define the distance from $i$ to $j$ :

$$
\operatorname{dist}(i, j)=\sum_{\rho=1}^{r}\left(j_{\rho}-i_{\rho}\right)=\left(\sum_{\rho=1}^{r} j_{\rho}\right)-\left(\sum_{\rho=1}^{r} i_{\rho}\right) .
$$

Let $\xi_{i, j}$ be in $S^{+}(n, r)$. Then $i \leqslant j$, that is, $i_{\rho} \leqslant j_{\rho}$ for all $\rho \in \underline{r}$, so $\operatorname{dist}(i, j) \geqslant 0$.
Lemma 1.2.2. Let $i, j, k, l$ be in $\mathbf{I}(n, r)$.
(i) If $i \sim k$ and $j \sim l$, then $\operatorname{dist}(i, j)=\operatorname{dist}(k, l)$.
(ii) $\operatorname{dist}(i, k)=\operatorname{dist}(i, j)+\operatorname{dist}(j, k)$.
(iii) The maximum distance in $\mathbf{I}(n, r)$ is

$$
\begin{equation*}
\max _{i, j \in \mathbf{I}(n, r)} \operatorname{dist}(i, j)=(n-1) r . \tag{1.2.1}
\end{equation*}
$$

(iv) If $i<j$, then $\operatorname{dist}(i, j) \geqslant 1$.

Proof. The proof is trivial.

Now we are ready to describe the radical of $S^{+}(n, r)$.
Proposition 1.2.3. ([11], Sections 3 and 6) The radical of $S^{+}(n, r)$ has basis $\left\{\xi_{i, j} \mid i<j,(i, j) \in \Omega^{+}(n, r)\right\}$.

Proof. Let $T$ be the vector space of $S^{+}(n, r)$ spanned by $\left\{\xi_{i, j} \mid i<j\right\}$ and let $R$ be the radical of $S^{+}(n, r)$. By the multiplication rule for $S(n, r)$, we know that $T$ is a two-sided ideal of $S^{+}(n, r)$. We need to prove $T=R$. Since $R$ is the smallest ideal of $S^{+}(n, r)$ with semi-simple quotient and $S^{+}(n, r)$ satisfies

$$
S^{+}(n, r) / T \cong \bigoplus_{\lambda \in \Lambda(n, r)} K \cdot \xi_{\lambda}
$$

we have $T \supseteq R$.
We claim $T$ is a nilpotent ideal. That implies $T \subseteq R$, so $T=R$. We claim

$$
\begin{equation*}
\xi_{i^{(1)}, j^{(1)}} \xi_{i^{(2)}, j^{(2)}} \ldots \xi_{i^{(L)}, j^{(L)}}=0 \tag{1.2.2}
\end{equation*}
$$

where $\xi_{i^{(t)}, j^{(t)}} \in T$ for all $t \in \underline{L}$ and $L=(n-1) r+1$. So $T$ is nilpotent.
If $j^{(t)} \nsim i^{(t+1)}$ for some $t$ with $t \in \underline{L-1}$, then the product is 0 . Thus we can assume $j^{(1)} \sim i^{(2)}$, i.e., $i^{(2)} \pi=j^{(1)}$ for some $\pi \in \Sigma_{r}$. Then

$$
\xi_{i^{(2)}, j^{(2)}}=\xi_{i^{(2)} \pi, j^{(2)} \pi}=\xi_{j^{(1)}, j^{(2)} \pi}
$$

Hence we can assume that $j^{(t)}=i^{(t+1)}$ for $t \in\{1,2, \ldots, L-1\}$. Since $\xi_{i^{(2)}, j^{(2)}} \in$ $T$, we have $i^{(t)}<j^{(t)}$. By Lemma 1.2.2 (iv), $\operatorname{dist}\left(i^{(t)}, j^{(t)}\right) \geqslant 1$ for all $t \in \underline{L}$.

Since $S^{+}(n, r)$ is a subalgebra, we let

$$
\xi_{i^{(1)}, j^{(1)}} \cdot \xi_{i^{(2)}, j^{(2)}} \ldots \xi_{i^{(L)}, j^{(L)}}=\sum_{\substack{i \leqslant j \\ i \sim i^{(1)}, j \sim j^{(L)}}} s_{i j} \xi_{i j}
$$

where $s_{i, j} \in K$. Suppose that the above product is not 0 . Then there exists some nonzero $s_{i j} \neq 0$ with $i \sim i^{(1)}$ and $j \sim j^{(L)}$. By Lemma 1.2.2 (i), we have $\operatorname{dist}(i, j)=\operatorname{dist}\left(i^{(1)}, j^{(L)}\right)$. By 1.2.2 (ii), we get

$$
\operatorname{dist}(i, j)=\operatorname{dist}\left(i^{(1)}, j^{(L)}\right)=\sum_{t=1}^{L} \operatorname{dist}\left(i^{(t)}, j^{(t)}\right) \geqslant L>(n-1) r,
$$

which contradicts to Lemma 1.2.2 (iii). Hence Equation (1.2.2) holds. Therefore $T$ is a nilpotent ideal.

Definition 1.2.4. Let $i$ be in $\mathrm{I}(n, r)$. We denote the weight of $i$ by $w t(i)$, where $w t(i)=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is in $\Lambda(n, r)$ and $a_{\rho}$ is the number of $\rho \in \underline{n}$ appearing in $i$; more formally, if we view $i$ as a function from $\underline{r}$ to $\underline{n}, \lambda_{\rho}=\left|i^{-1}(\rho)\right|$, that is,

$$
a_{\rho}=\left|\left\{t \mid i_{t}=\rho, t \in \underline{r}\right\}\right|, \quad \forall \rho \in \underline{n} .
$$

Definition 1.2.5. Let $\alpha=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\beta=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ be in $\mathbf{I}(n, r)$. We denote $\alpha \unrhd \beta$ for the dominance ordering if

$$
\sum_{s=1}^{t} a_{s} \geqslant \sum_{s=1}^{t} b_{s}, \quad \forall t \in \underline{n} .
$$

### 1.3 The algebra $S^{+}(n, r)$ is elementary

In this section we prove that the Borel Schur algebras $S^{+}(n, r)$ are elementary and so are basic.

Let $A$ be a finite dimensional algebra with an identity over a field $K$. We start with several well-known general facts on ring theory.

Theorem 1.3.1. (a) Suppose that

$$
A=P_{1} \oplus \ldots \oplus P_{n}
$$

where $P_{i}$ 's are indecomposable $A$-modules. Let $e_{i}$ in $P_{i}$ for $i=1, \ldots, n$ be such that

$$
1=e_{1}+\ldots+e_{n}
$$

Then $\left\{e_{1}, \ldots, e_{n}\right\}$ is a set of nonzero primitive orthogonal idempotents with the property $A e_{i}=P_{i}$ for $i=1, \ldots, n$.
(b) Suppose that $\left\{e_{1}, \ldots, e_{n}\right\}$ is a set of nonzero primitive orthogonal idempotents such that

$$
1=e_{1}+\ldots+e_{n}
$$

Then $A e_{i}$ is an indecomposable submodule of $A$ for all $i=1, \ldots, n$ and

$$
A=A e_{1} \oplus \ldots \oplus A e_{n}
$$

Let $e$ be an idempotent. We say $e$ is primitive, if $e$ can not be written as a sum of idempotents $e_{1}$ and $e_{2}$ with $e_{1} e_{2}=0$.

Lemma 1.3.2. Let e be a nonzero idempotent of $A$. Then $e$ is primitive if and only if $A e$ is indecomposable.

Lemma 1.3.3. A nonzero $A$-module $M$ is indecomposable if and only if the ring End $M$ contains no idempotent except 0,1 .

Lemma 1.3.4. Let $M$ be a left $A$-module. Then $\operatorname{Hom}_{A}(A, M)$ has a left $A$ module structure. Moreover, as left $A$-modules, $M \simeq \operatorname{Hom}_{A}(A, M)$.

Proof. For all $x \in A$ and $\varphi \in \operatorname{Hom}_{A}(A, M)$, we define

$$
x \cdot \varphi(a):=\varphi(a x)
$$

for $a \in A$. We claim that $\operatorname{Hom}_{A}(A, M)$ is a left $A$-module with respect to the above action. For all $x_{1}, x_{2} \in A$, we show $\left(x_{1} x_{2}\right) \varphi=x_{1}\left(x_{2} \varphi\right)$. For all $a \in A$, we have

$$
\begin{aligned}
\left(\left(x_{1} x_{2}\right) \varphi\right)(a) & =\varphi\left(a\left(x_{1} x_{2}\right)\right)=\varphi\left(\left(a x_{1}\right) x_{2}\right) \\
& =\left(x_{2} \varphi\right)\left(a x_{1}\right)=\left(x_{1}\left(x_{2} \varphi\right)\right)(a) .
\end{aligned}
$$

We define a map as follows:

$$
\begin{aligned}
\varphi: M & \longrightarrow \operatorname{Hom}_{A}(A, M) \\
m & \longmapsto\left(\begin{array}{rl}
\varphi(m): A & \longrightarrow M \\
a & \longmapsto a m
\end{array}\right)
\end{aligned}
$$

for all $a \in A$ and $m \in M$. In the following we show that $\varphi$ is a left $A$-module isomorphism.

For all $x, a \in A$ and $m \in M$, we have

$$
(x \varphi(m))(a)=\varphi(m)(a x)=(a x) m=a(x m)=\varphi(x m)(a) .
$$

Then $x \varphi(m)=\varphi(x m)$. Hence $\varphi$ is a left $A$-module homomorphism. Suppose that $\varphi(m)(a)=0$, for all $a \in A$ and some $m \in M$. That is $a m=0$ for all $a \in A$ and some $m \in M$. Let $a=1$, then $m=0$. This means that $\operatorname{ker} \varphi=0$, and hence $\varphi$ is injective. For any $\psi \in \operatorname{Hom}_{A}(A, M)$, let $\psi(1)=m$, thus $\psi(a \cdot 1)=a \psi(1)=a m$ as $\psi$ is a homomorphism. Thus $\psi=\varphi(m)$, and hence $\varphi$ is surjective.

Lemma 1.3.5. Let $e, f \in A$ be idempotents. Then $\operatorname{Hom}_{A}(A e, A f) \cong e A f$ and $\operatorname{Hom}_{A}(e A, f A) \cong f A e$. In particular, $\operatorname{Hom}_{A}(A, A)$ and $A$ are isomorphic.

Proof. We only prove $\operatorname{Hom}_{A}(A e, A f) \cong e A f$. We define a map $\varphi$ as follows:

$$
\begin{aligned}
\varphi: e A f & \longrightarrow \operatorname{Hom}_{A}(A e, A f) \\
e a f & \longmapsto\left(\begin{array}{rl}
\varphi(e a f): A e & \longrightarrow A f \\
b e & \longmapsto(b e)(e a f)
\end{array}\right)
\end{aligned}
$$

for all $a, b \in A$. It is obvious that $\varphi$ is a homomorphism. We show that $\varphi$ is isomorphism.

Suppose that $\varphi(e a f)=0$ for some $a \in A$. That is, $\varphi(e a f)(b e)=0$, for all $b \in A$. We let $b=e$, then we have beeaf $=e a f=0$. Hence $\varphi$ is injective. For any $\psi \in \operatorname{Hom}_{A}(A e, A f)$, then $\psi(e)=a f$ there exists some $a \in A$. Then $\psi\left(a^{\prime} e\right)=a^{\prime} e \psi(e)=a^{\prime} e a f=\left(a^{\prime} e\right)(e a f)=\varphi(e a f)\left(a^{\prime} e\right)$. Thus we have $\psi=\varphi(e a f)$. That means that $\varphi$ is surjective.

Next we describe primitive orthogonal idempotents of $S^{+}(n, r)$.

Proposition 1.3.6. ([16], (2.2) Proposition) The set $\left\{\xi_{\lambda} \mid \lambda \in \Lambda(n, r)\right\}$ is a complete set of primitive orthogonal idempotents of $S^{+}(n, r)$.

Proof. By Lemma 1.1.6 (2), $\left\{\xi_{\lambda} \mid \lambda \in \Lambda(n, r)\right\}$ is a set of orthogonal idempotents, moreover we have

$$
\varepsilon=\sum_{\lambda \in \Lambda(n, r)} \xi_{\lambda}
$$

where $\varepsilon$ is the identity element in $S(n, r)$ (so in $S^{+}(n, r)$ ). Let $B=S^{+}(n, r)$. By Lemma 1.3.2, $\xi_{\lambda}$ is primitive if and only if $B \xi_{\lambda}$ is indecomposable. By Lemma 1.3.3, this is equivalent to proving that $\operatorname{End}_{B}\left(B \xi_{\lambda}\right)$ contains no idempotent except 0 and $\xi_{\lambda}$. By Lemma 1.3.5, we have $\operatorname{End}_{B}\left(B \xi_{\lambda}\right) \cong \xi_{\lambda} B \xi_{\lambda}$. It is obvious that $\xi_{\lambda} B \xi_{\lambda}$ has a basis $E:=\left\{\xi_{i, j} \mid \operatorname{wt}(i)=\operatorname{wt}(j)=\lambda,(i, j) \in \Omega^{+}(n, r)\right\}$. Let $\xi_{i, j} \in E$. Since $\xi_{i, j} \in B$, then $i \leqslant j$; but $\operatorname{wt}(i)=\mathrm{wt}(j)=\lambda$, we have $j=i \pi$ for some $\pi \in \Sigma_{r}$. Then $i=j$, hence $\xi_{i, j}=\xi_{\lambda}$. Thus $\xi_{\lambda} B \xi_{\lambda}$ is one-dimensional spanned by $\xi_{\lambda}$ and contains no idempotents except 0 and $\xi_{\lambda}$. Hence the idempotent $\xi_{\lambda}$ is primitive.

Next we introduce a class of algebras which plays a fundamental role in the theory of finite dimensional algebras.

Definition 1.3.7. Let $A$ be a finite dimensional algebra over a field $K$, and $R=\operatorname{rad} A$. Then $A$ is said to be basic if $A / R$ is isomorphic to a product of division algebras. Moreover if all these division algebras are isomorphic to $K$, $A$ is called elementary.

Now we prove the main theorem of this section.

Theorem 1.3.8. The Borel Schur algebra $S^{+}(n, r)$ is elementary.

Proof. In Proposition 1.2.3 we determined the radical $R$ of the Borel Schur algebra $S^{+}(n, r)$, which implies that $S^{+}(n, r) / R$ as a $K$-vector space has the basis $\left\{\xi_{\lambda} \mid \lambda \in \Lambda(n, r)\right\}$, i.e.

$$
\begin{equation*}
S^{+}(n, r) / R \cong \bigoplus_{\lambda \in \Lambda(n, r)} K \cdot \xi_{\lambda} \tag{1.3.1}
\end{equation*}
$$

Hence by Definition 1.4.5, $S^{+}(n, r)$ is elementary.

### 1.4 The quiver of an algebra

In this section we introduce the quiver of an algebra (see III.1 in [2]) and apply this to the Borel Schur algebra $S^{+}(n, r)$.

A quiver $\Gamma=\left(\Gamma_{0}, \Gamma_{1}\right)$ is a directed graph with a set $\Gamma_{0}$ of vertices and a set $\Gamma_{1}$ of arrows. We define two functions $s$ and $e$ from the set of arrows to the set of vertices: If $\gamma: i \rightarrow j$ is an arrow, we denote by $s(\gamma)$ the starting vertex $i$ of the arrow $\gamma$ and by $e(\gamma)$ the terminating vertex $j$. A path $w$ in the quiver $\Gamma$ is a word $w=\gamma_{h} \ldots \gamma_{2} \gamma_{1}$ with $e\left(\gamma_{i}\right)=s\left(\gamma_{i+1}\right)$ for $1 \leq i \leq h-1$ and $h \in \mathbb{N}$. We define the function $l$ from the set of paths into the natural numbers by $l(w):=h$, which is just the length of the path $w$. For every vertex $i$ we define a path of length zero, which we call $e_{i}$. For a given quiver $\Gamma$ we define the path algebra $K \Gamma$ as follows: $K \Gamma$ is the $K$-vector space whose basis consists of all paths in $\Gamma$. The algebra multiplication of $K \Gamma$ is given by linear extension of the following multiplication of the basis elements:
$\left(\gamma_{1} \ldots \gamma_{h}\right) \cdot\left(\beta_{1} \ldots \beta_{k}\right)= \begin{cases}0, & \text { if } s\left(\gamma_{h}\right) \neq e\left(\beta_{1}\right), \\ \gamma_{1} \ldots \gamma_{h} \beta_{1} \ldots \beta_{k}, & \text { otherwise (path composition), }\end{cases}$
and

$$
e_{i} \gamma=\left\{\begin{array}{ll}
\gamma, & \text { if } e(\gamma)=i, \\
0, & \text { otherwise },
\end{array} \quad \gamma e_{j}= \begin{cases}\gamma, & \text { if } s(\gamma)=j, \\
0, & \text { otherwise }\end{cases}\right.
$$

Definition 1.4.1. Let $\Sigma$ be a ring and $V$ a $\Sigma$-bi-module. We write the $n$-fold tensor product $V \otimes_{\Sigma} V \otimes_{\Sigma} \ldots \otimes_{\Sigma} V$ as $V^{n}$. The tensor ring $T(\Sigma, V)$ is defined as

$$
T(\Sigma, V)=\Sigma \coprod V \coprod V^{2} \coprod \cdots \coprod V^{i} \coprod \ldots
$$

as an abelian group (Here this is direct product, not direct sum). Writing $V^{0}=\Sigma$, multiplication is induced by the natural $\Sigma$-bilinear maps $V^{i} \times V^{j} \rightarrow$ $V^{i+j}$ for all $i \geqslant 0$ and $j \geqslant 0$.

The following definition gives the quiver of the tensor ring $T(\Sigma, V)$.

Definition 1.4.2 Let $K$ be a field. For each positive integer $n$ we denote by $\prod_{n}(K)$ the $K$-algebra which as a ring is $K \times \ldots \times K$, the product of $K$ with itself $n$ times, and has the $K$-algebra structure given by the ring morphism $\varphi: K \rightarrow \prod_{n}(K)$ where $\varphi(x)=(x, \ldots, x)$ for all $x$ in $K$. Let $\Sigma=\prod_{n}(K)$ and let $V$ be a $\Sigma$-bi-module where $K$ acts centrally, that is $a v=v a$ for $a \in K$ and $v \in V$, and assume that $V$ is finite dimensional over $K$. Then the tensor ring $T(\Sigma, V)$ is a $K$-algebra, and we can associate with $T(\Sigma, V)$ a quiver $\Gamma=\left(\Gamma_{0}, \Gamma_{1}\right)$ in the following way. The set of vertices $\Gamma_{0}$ is $\{1, \ldots, n\}$. Let $\epsilon_{i}$ for $i=1, \ldots, n$ be the idempotent of $\Sigma$ with the $i$ th coordinate equal to 1 and the other coordinates zero. Then $\epsilon_{j} V \epsilon_{i}$ is a $K$-subspace of $V$ and there will be $\operatorname{dim}_{K}\left(\epsilon_{j} V \epsilon_{i}\right)$ arrows from $i$ to $j$ in $\Gamma$. The quiver $\Gamma=\left(\Gamma_{0}, \Gamma_{1}\right)$ constructed in this way is called the quiver of $T(\Sigma, V)$.

We can label the arrows from $i$ to $j$ by the elements of the basis for $\epsilon_{j} V \epsilon_{i}$.

Definition 1.4.3. A relation $\sigma$ on a quiver $\Gamma$ over a field $K$ is a $K$-linear combination of paths $\sigma=a_{1} p_{1}+\ldots+a_{n} p_{n}$ with $a_{i} \in K$ and $e\left(p_{1}\right)=\ldots=$ $e\left(p_{n}\right)$ and $s\left(p_{1}\right)=\ldots=s\left(p_{n}\right)$. We here assume that the length $l\left(p_{i}\right)$ of each $p_{i}$, that is the number of arrows in each path, is at least 2. If $\rho=\left\{\sigma_{t}\right\}_{t \in T}$ is a set of relations on $\Gamma$ over $K$, the pair $(\Gamma, \rho)$ is called a quiver with relations over $K$. Associated with $(\Gamma, \rho)$ is the $K$-algebra $K(\Gamma, \rho)=K \Gamma /\langle\rho\rangle$, where $\langle\rho\rangle$ denotes the ideal in $K \Gamma$ generated by the set of relations $\rho$. We have by assumption $\langle\rho\rangle \subset J^{2}$, where $J$ is the ideal of $K \Gamma$ generated by all the arrows in $\Gamma$.

We have the following connection between tensor algebras and path algebras.

Proposition 1.4.4. ([2], Page 53, Proposition 1.3) Let $K$ be a field, and $\Sigma=\prod_{n}(K)$. Let $V$ be a $\Sigma$-bi-module where $K$ acts centrally and which is finite dimensional over $K$. If $\Gamma$ is the quiver of the tensor algebra $T(\Sigma, V)$, then there is a $K$-algebra isomorphism $\phi: T(\Sigma, V) \rightarrow K \Gamma$ such that $\phi\left(\coprod_{j \geqslant t} V^{j}\right)=J^{t}$.

We now introduce the quiver of an elementary algebra.

Definition 1.4.5. Let $\Lambda$ be an elementary $K$-algebra, i.e.

$$
\Lambda / R \simeq \prod_{n}(K), \quad \text { for some } n
$$

where $R=\operatorname{rad} \Lambda$. Then the quiver of the tensor algebra $T\left(\Lambda / R, R / R^{2}\right)$ is called the quiver of $\Lambda$.

This definition is justified by the following important theorem.

Theorem 1.4.6. Let $\Lambda$ be a finite dimensional elementary $K$-algebra.
(a) Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be a complete set of primitive orthogonal idempotents in $\Lambda$, and $\left\{r_{1}, \ldots, r_{t}\right\}$ a set of elements in $R=\operatorname{rad} \Lambda$ such that the images $\bar{r}_{1}, \ldots, \bar{r}_{t}$ in $R / R^{2}$ generate $R / R^{2}$ as a $\Lambda / R$-module. Then $\left\{e_{1}, \ldots, e_{n}, r_{1}, \ldots, r_{t}\right\}$ generate $\Lambda$ as a $K$-algebra.
(b) There is a surjective ring homomorphism $\tilde{f}: T\left(\Lambda / R, R / R^{2}\right) \rightarrow \Lambda$ with

$$
\coprod_{j \geqslant r l(\Lambda)}\left(R / R^{2}\right)^{j} \subset K e r(\tilde{f}) \subset \coprod_{j \geqslant 2}\left(R / R^{2}\right)^{j}
$$

where $r l(\Lambda)$ is the Loewy length of $\Lambda$.
(c) $\Lambda \simeq K(\Gamma, \rho)$ with $J^{s} \subset<\rho>\subset J^{2}$ for some $s$, where $\Gamma$ is the quiver of $\Lambda$ and $\rho$ is a set of relations of $\Gamma$ over $K$, and $J$ is the ideal of $K \Gamma$ generated by all the arrows in $\Gamma$.
(d) If $\Lambda \simeq K(\Gamma, \rho)$ with $J^{t} \subset<\rho>\subset J^{2}$ for some $t$, then $\Gamma$ is the quiver of $\Lambda$. Proposition 1.4.7. Let $\Lambda$ be an elementary finite dimensional algebra over $K$ and $1=\epsilon_{1}+\ldots+\epsilon_{n}$ a decomposition of 1 into a sum of primitive orthogonal idempotents. Let $P_{i}=\Lambda \epsilon_{i}$ and $S_{i}=P_{i} / R P_{i}$ for $i=1, \ldots, n$. Then for a given pair of numbers $i, j$ in $\{1, \ldots, n\}$ the following numbers are the same.
(a) $\operatorname{dim}_{K}\left(\epsilon_{j}\left(R / R^{2}\right) \epsilon_{i}\right)$.
(b) The multiplicity of the simple module $S_{j}$ in $R P_{i} / R^{2} P_{i}$.
(c) $\operatorname{dim}_{K} E x t_{\Lambda}^{1}\left(S_{i}, S_{j}\right)$.

In view of Proposition 1.4.7, the number of arrows from $i$ to $j$ is equal to $\operatorname{dim}_{K} E x t_{\Lambda}^{1}\left(S_{i}, S_{j}\right)$, the quiver of $\Lambda$ is sometimes called Ext-quiver of $\Lambda$.

Our aim is to describe the quiver and relations of the Borel Schur algebra $S^{+}(n, r)$. Since $S^{+}(n, r)$ is elementary (see Theorem 1.3.8), this is equivalent
to describing $\Gamma$ and $\rho$ as in Theorem 1.4.6. Thus we use Definitions 1.4.2 and 1.4.5 to describe $\Gamma$, the quiver of $S^{+}(n, r)$. Let $R=\operatorname{rad} S^{+}(n, r)$. Since

$$
S^{+}(n, r) / R \cong \bigoplus_{\lambda \in \Lambda(n, r)} K \cdot \xi_{\lambda}
$$

by Definition 1.4.2 the vertices of $\Gamma$ are labeled by the primitive orthogonal idempotents $\xi_{\lambda}$, or simply by $\lambda$. Then $\xi_{\mu}\left(R / R^{2}\right) \xi_{\lambda}$ is a subspace of $R / R^{2}$, and by Definition 1.4.2 there will be $\operatorname{dim} \xi_{\mu}\left(R / R^{2}\right) \xi_{\lambda}$ arrows from $\lambda$ to $\mu$ in $\Gamma$. We label the arrows by the basis elements of $\xi_{\mu}\left(R / R^{2}\right) \xi_{\lambda}$.

The relations can be described as follows. By Theorem 1.4.6 (b), there is a surjective ring homomorphism $\tilde{f}: T(\Sigma, V) \rightarrow S^{+}(n, r)$. By Proposition 1.4.4, the tensor algebra $T(\Sigma, V)$ is isomorphic to the path algebra $K \Gamma$. Then the map $\tilde{f}$ can be regarded as the map from the path algebra $K \Gamma$ to the algebra $S^{+}(n, r)$. The relations are all the linear combinations of paths which are in $\operatorname{ker} \tilde{f}$.

## Chapter 2

## The quiver and relations of the Borel Schur algebra $S^{+}(2, r)$

In this chapter we describe the quiver and relations for $S^{+}(2, r)$ of positive characteristic in Sections 2.2 and 2.3 and for characteristic 0 case in Section 2.4. We consider the product of basis elements in $S^{+}(2, r)$ and obtain a formulae for $S^{+}(2, r)$ in Sections 2.1 and 2.5, which will be used in Section 5.4. As for the multiplication formula for $S^{+}(2, r)$ (first obtained in [16], Section 4), we provide an elementary proof and another proof using the formula in [11].

By the example at the end of Section 1.1, $S^{+}(2, r)$ has the basis

$$
\{\xi(b, a) \mid 0 \leqslant a \leqslant b \leqslant r\}
$$

where

$$
\begin{equation*}
\xi(b, a)=\xi_{1^{b} 2^{r-b}, 1^{a} 2^{r-a}}, \quad \forall 0 \leqslant a \leqslant b \leqslant r \tag{2.0.1}
\end{equation*}
$$

Thus

$$
\operatorname{dim} S^{+}(2, r)=\sum_{b=0}^{r}(b+1)=\binom{r+2}{2}
$$

### 2.1 The multiplication formula for $S^{+}(2, r)$

Before we determine the quiver of $S^{+}(2, r)$, we rewrite the multiplication formula for $S^{+}(2, r)$. Actually, we give a specific multiplication formula for the Borel Schur algebra $S^{+}(n, r)$, which will be used in Section 3.1. At the end of this section, we give a formula for the product of elements in $S^{+}(2, r)$, which will be used in Section 2.3. First, we introduce a notation, which will be used several times in this thesis.

Definition 2.1.1. Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ be in $\Lambda(n, r)$. For a positive integer $t \in\{1,2, \ldots, n-1\}$ and a nonnegative integer $m$ such that $m \leqslant \lambda_{t+1}$, we define $\lambda(t, m) \in \Lambda(n, r)$ by

$$
\lambda(t, m)=\left(\lambda_{1}, \ldots, \lambda_{t}+m, \lambda_{t+1}-m, \ldots \lambda_{n}\right) .
$$

Recall that we denote $\xi_{\underline{n}^{\lambda}, \underline{n}^{\mu}}$ by $\xi_{\lambda, \mu}$ (see Definition 1.1.5).

We now have the following multiplication formula:

Lemma 2.1.2. ([16]) Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Lambda(n, r)$. Let $t \in\{1,2, \ldots, n-1\}$ and let $l$ and $m$ be nonnegative integers such that $l \leqslant m \leqslant \lambda_{t+1}$. We have

$$
\xi_{\lambda(t, m), \lambda(t, l)} \xi_{\lambda(t, l), \lambda}=\binom{m}{l} \xi_{\lambda(t, m), \lambda}
$$

Proof. Following the above notation, we denote the multi-indices as follows:

$$
\begin{aligned}
i & =\underline{n}^{\lambda(t, m)}=1^{\lambda_{1}} \ldots t^{\lambda_{t}+m}(t+1)^{\lambda_{t+1}-m} \ldots n^{\lambda_{n}}, \\
j & =\underline{n}^{\lambda(t, l)}=1^{\lambda_{1}} \ldots t^{\lambda_{t}+l}(t+1)^{\lambda_{t+1}-l} \ldots n^{\lambda_{n}}, \\
k & =\underline{n}^{\lambda}=1^{\lambda_{1}} \ldots t^{\lambda_{t}}(t+1)^{\lambda_{t+1}} \ldots n^{\lambda_{n}} .
\end{aligned}
$$

We need to calculate the product $\xi_{i, j} \xi_{j, k}$. By Lemma 1.1.2,

$$
\xi_{i, j} \xi_{j, k}=\sum_{\substack{(i, q) \in \Omega(n, r) \\ q \sim k}}[Z(i, j, j, k, i, q) \cdot 1] \xi_{i, q}
$$

where $Z=Z(i, j, j, k, i, k)=\mid\{s \in \mathbf{I}(n, r) \mid(i, j) \sim(i, s)$ and $(j, k) \sim(s, q)\} \mid$.
We now claim that:
(i) $\xi_{i, q}=\xi_{i, k}$, that is, there is only one summand $\xi_{i, q}$ in the above sum. Since $(i, j) \sim(i, s)$ and $i \leqslant j, \Sigma_{r}$ acts on $(i, j)$ simultaneously, thus we have $i \leqslant s$. In fact, $(i, s)=(i, j) \pi$ for some $\pi \in \Sigma_{r}$. Then for all $1 \leqslant u \leqslant r$, we have

$$
i_{u}=i_{\pi(u)} \leqslant j_{\pi(u)}=s_{u} .
$$

Thus we get $i \leqslant s$. Similarly $(j, k) \sim(s, q)$ and $j \leqslant k$, then $s \leqslant q$. As $i \leqslant s$ and $s \leqslant q$, we have $i \leqslant q$. Since

$$
\begin{aligned}
i & =1^{\lambda_{1}} \ldots t^{\lambda_{t}+m}(t+1)^{\lambda_{t+1}-m} \ldots n^{\lambda_{n}} \\
& \leqslant q \sim k=1^{\lambda_{1}} \ldots t^{\lambda_{t}}(t+1)^{\lambda_{t+1}} \ldots n^{\lambda_{n}} .
\end{aligned}
$$

We claim that the first $\lambda_{1}$ entries of $q$ are 1 's, that is, $q_{1}=\ldots=q_{\lambda_{1}}=1$. Otherwise, since $q \sim k$, there exists an integer $l>\lambda_{1}$ such that $q_{l}=1$. But the $l$-th entry of $i, i_{l}>1$. Thus $i_{l}>1=q_{l}$, which contradicts the assumption $i \leqslant q$. Similarly we get the entries of $q$ as follows:

$$
\begin{aligned}
& q_{\lambda_{1}+1}=\ldots=q_{\lambda_{1}+\lambda_{2}}=2, \\
& \ldots \\
& q_{\lambda_{1}+\ldots+\lambda_{t-2}+1}=\ldots=q_{\lambda_{1}+\ldots+\lambda_{t-2}+\lambda_{t-1}}=t-1
\end{aligned}
$$

Moreover, the entries of $q$ from the $\left(\lambda_{1}+\ldots+\lambda_{t-2}+\lambda_{t-1}+1\right)$-th to the $\left(\lambda_{1}+\ldots+\lambda_{t}+\lambda_{t+1}\right)$-th places will be $t$ or $t+1$. Otherwise there exists a certain integral entry that is $\geqslant t+2$. Since $q \sim k$ and the respective entries of $k$ are $t^{\lambda_{t}}(t+1)^{\lambda_{t+1}}$, there exists an integer $v \geqslant$
$\lambda_{1}+\ldots+\lambda_{t-2}+\lambda_{t+1}+1$ such that the $v$-th entry of $q$ is $t$ or $(t+1)$. We know that $i_{v} \geqslant t+2>q_{v}$, which contradicts the assumption $i \leqslant q$. Hence by the same argument as above, we get the entries of $q$ as follows:

$$
\begin{aligned}
& q_{\lambda_{1}+\ldots+\lambda_{t+1}+1}=\ldots=q_{\lambda_{1}+\ldots+\lambda_{t+1}+\lambda_{t+2}}=t+2, \\
& \ldots \\
& q_{\lambda_{1}+\ldots+\lambda_{n-1}+1}=\ldots=q_{\lambda_{1}+\ldots+\lambda_{n-1}+\lambda_{n}}=n .
\end{aligned}
$$

Furthermore, since $i \leqslant q$ and $q \sim k$, we get that the entries of $q$ from the $\left(\lambda_{1}+\ldots+\lambda_{t-1}+1\right)$-th to the $\left(\lambda_{1}+\ldots+\lambda_{t}+\lambda_{t+1}\right)$-th places are $t^{\lambda_{t}}(t+1)^{\lambda_{t+1}}$. Hence $(i, q)=(i, k)$.
(ii) $Z=\binom{m}{l}$. By (i), we need to calculate the number of $s \in \mathbf{I}(n, r)$ satisfying the conditions: $(i, j) \sim(i, s)$ and $(j, k) \sim(s, k)$. Since $i \leqslant$ $j \leqslant k$, then we have $i \leqslant s \leqslant k$ and $s \sim j$. Since the entries of $i$ and $q$ are equal, $i_{u}=k_{u}$ for all $u=1, \ldots, \lambda_{1}+\ldots+\lambda_{t-1}$, and $u=$ $\lambda_{1}+\ldots+\lambda_{t+1}+1, \ldots, n$. Thus these entries of $s$, are equal to the ones of $i$ and $q$. Furthermore, since $i \leqslant s \leqslant k$, we get the remaining entries of $s$, which we denote as

$$
s^{\prime}:=s_{\lambda_{1}+\ldots+\lambda_{t-1}+1} \ldots s_{\lambda_{1}+\ldots+\lambda_{t+1}}
$$

satisfying the condition:

$$
t^{\lambda_{t}+m}(t+1)^{\lambda_{t+1}-m} \leqslant s^{\prime} \leqslant t^{\lambda_{t}}(t+1)^{\lambda_{t+1}}
$$

where $s^{\prime} \sim t^{\lambda_{t}+l}(t+1)^{\lambda_{t+1}-l}$ since $s \sim j$. From the above condition for the $s^{\prime}$, we get the entries of $s^{\prime}$ :

$$
s_{1}^{\prime}=\ldots=s_{\lambda_{t}}^{\prime}=t, \quad s_{\lambda_{t}+m+1}^{\prime}=\ldots=s_{\lambda_{t}+\lambda_{t+1}}^{\prime}=t+1
$$

Hence the only unknown entries of the $s^{\prime}$ are $s_{\lambda_{t}+1}^{\prime} \ldots s_{\lambda_{t}+m}^{\prime}$, which are a permutation of the $t^{l}(t+1)^{m-l}$ since $s \sim j$. Therefore the number of
$s$ or the number of $s^{\prime}$, is equal to the combination number $\binom{m}{l}$.

We will give a second proof for Lemma 2.1.2 at the end of Section 3.2, using the multiplication formula in Theorem 1.1.4.

Let $n=2$ in Lemma 2.1.2. Then $t=1$ and we obtain the following formula for $S^{+}(2, r)$ :

Corollary 2.1.3. Let $\lambda=(b, r-b) \in \Lambda(2, r)$ and $l$, $m$ nonnegative integers such that $l \leqslant m \leqslant r-b$. We have

$$
\xi(b+m, b+l)) \xi(b+l, b)=\binom{m}{l} \xi(b+m, b)
$$

Finally, we calculate certain products of basis elements in $S^{+}(2, r)$, which will be used later.

Proposition 2.1.4. Let $t$ be a positive integer. Let $a, m_{0}, m_{1}, \ldots, m_{t-1}$ be nonnegative integers such that

$$
a+m_{0}+m_{1}+\ldots+m_{t-1} \leqslant r
$$

Then

$$
\begin{gathered}
\xi\left(a+m_{0}+m_{1}+\ldots+m_{t-1}, a+m_{0}+m_{1}+\ldots+m_{t-2}\right) \\
\xi\left(a+m_{0}+m_{1}+\ldots+m_{t-2}, a+m_{0}+m_{1}+\ldots+m_{t-3}\right) \\
\ldots \xi\left(a+m_{0}+m_{1}, a+m_{0}\right) \xi\left(a+m_{0}, a\right) \\
=\prod_{i=0}^{t-1}\binom{m_{0}+m_{1}+\ldots+m_{i}}{m_{i}} \xi\left(a+\sum_{i=0}^{t-1} m_{i}, a\right) .
\end{gathered}
$$

In particular, for $m_{0}=m_{1}=\ldots=m_{t-1}=l$, we get

$$
\begin{aligned}
& \xi(a+t l, a+(t-1) l) \xi(a+(t-1) l, a+(t-2) l) \ldots \xi(a+l, a) \\
= & \prod_{i=0}^{t-1}\binom{(i+1) l}{l} \xi(a+t l, a) .
\end{aligned}
$$

Moreover, there are two special cases:
(i). If $l=1$, we have

$$
\xi(a+t, a+t-1) \xi(a+t-1, a+t-2) \ldots \xi(a+1, a)=t!\xi(a+t, a)
$$

(ii). If $l=p^{d}$ for some nonnegative integer $d$, we get

$$
\begin{aligned}
& \xi\left(a+t p^{d}, a+(t-1) p^{d}\right) \xi\left(a+(t-1) p^{d}, a+(t-2) p^{d}\right) \ldots \xi\left(a+p^{d}, a\right) \\
= & \prod_{i=0}^{t-1}\binom{(i+1) p^{d}}{p^{d}} \xi\left(a+t p^{d}, a\right) .
\end{aligned}
$$

Furthermore, if $t<p$, we have

$$
\begin{aligned}
& \xi\left(a+t p^{d}, a+(t-1) p^{d}\right) \xi\left(a+(t-1) p^{d}, a+(t-2) p^{d}\right) \ldots \xi\left(a+p^{d}, a\right) \\
\equiv & t!\xi\left(a+t p^{d}, a\right) \quad(\bmod p)
\end{aligned}
$$

if $t=p$, we have
$\xi\left(a+t p^{d}, a+(t-1) p^{d}\right) \xi\left(a+(t-1) p^{d}, a+(t-2) p^{d}\right) \ldots \xi\left(a+p^{d}, a\right) \equiv 0(\bmod p)$.

Proof. By Corollary 2.1.3, we can calculate the product

$$
\xi\left(a+\sum_{i=0}^{t-1} m_{i}, a+\sum_{i=0}^{t-2} m_{i}\right) \xi\left(a+\sum_{i=0}^{t-2} m_{i}, a+\sum_{i=0}^{t-3} m_{i}\right) \ldots \xi\left(a+m_{0}, a\right)
$$

with the multiplication one by one from $\xi\left(a+m_{0}, a\right)$ :

$$
\begin{aligned}
& \xi\left(a+\sum_{i=0}^{t-1} m_{i}, a+\sum_{i=0}^{t-2} m_{i}\right) \xi\left(a+\sum_{i=0}^{t-2} m_{i}, a+\sum_{i=0}^{t-3} m_{i}\right) \ldots \xi\left(a+m_{0}, a\right) \\
&=\binom{m_{0}+m_{1}}{m_{1}} \xi\left(a+\sum_{i=0}^{t-1} m_{i}, a+\sum_{i=0}^{t-2} m_{i}\right) \ldots \xi\left(a+m_{0}+m_{1}, a\right) \\
&=\binom{m_{0}+m_{1}}{m_{1}}\binom{m_{0}+m_{1}+m_{2}}{m_{2}} \xi\left(a+\sum_{i=0}^{t-1} m_{i}, a+\sum_{i=0}^{t-2} m_{i}\right) \\
& \ldots \xi\left(a+m_{0}+m_{1}+m_{2},\right. \\
&= \prod_{i=0}^{t-1}\binom{m_{0}+m_{1}+\ldots+m_{i}}{m_{i}} \xi\left(a+\sum_{i=0}^{t-1} m_{i}, a\right) .
\end{aligned}
$$

Hence we get the desired multiplication formulae.
(i). This is trivial by straight calculations.
(ii). If $l=p^{d}$, the product becomes:

$$
\begin{aligned}
& \xi\left(a+t p^{d}, a+(t-1) p^{d}\right) \xi\left(a+(t-1) p^{d}, a+(t-2) p^{d}\right) \ldots \xi\left(a+p^{d}, a\right) \\
= & \prod_{i=0}^{t-1}\binom{(i+1) p^{d}}{p^{d}} \xi\left(a+t p^{d}, a\right) .
\end{aligned}
$$

If $t<p$, we have

$$
i+1 \leqslant t-1+1<p, \quad \text { for all } i=0,1, \ldots, t-1
$$

By Lemma 2.2.2, we have

$$
\binom{(i+1) p^{d}}{p^{d}} \equiv\binom{i+1}{1} \equiv i+1 \quad(\bmod p)
$$

for any $i=0,1, \ldots, t-1$.

Hence we have
$\prod_{i=0}^{t-1}\binom{(i+1) p^{d}}{p^{d}} \xi\left(a+t p^{d}, a\right) \equiv \prod_{i=0}^{t-1}(i+1) \xi\left(a+t p^{d}, a\right) \equiv t!\xi\left(a+t p^{d}, a\right) \quad(\bmod p)$.
If $t=p$, by Lemma 2.2.2, we get

$$
\binom{((t-1)+1) p^{d}}{p^{d}}=\binom{p^{d+1}}{p^{d}} \equiv\binom{1}{0}\binom{0}{1}=0 \quad(\bmod p)
$$

Hence we have

$$
\prod_{i=0}^{t-1}\binom{(i+1) p^{d}}{p^{d}} \xi\left(a+t p^{d}, a\right) \equiv 0 \quad(\bmod p)
$$

### 2.2 The quiver of $S^{+}(2, r)$ with $p>0$

By Proposition 1.3.6 $S^{+}(2, r)$ has primitive orthogonal idempotents $\xi(a, a)$, where $a=0,1, \ldots, r$; with $\epsilon=\sum_{a=0}^{r} \xi(a, a)$. By the argument in the end of Section 1.4, the set of vertices $\Gamma_{0}$ of the quiver $\Gamma$ of $S^{+}(2, r)$ is the set of primitive orthogonal idempotents, or bijectively the set of the compositions $\Lambda(2, r)$, or simply the following set

$$
\Gamma_{0}:=\{a \mid 0 \leqslant a \leqslant r\} .
$$

The vertex set $\Gamma_{0}$ is independent of the characteristic of $K$.

We now calculate the set of arrows for the quiver of $S^{+}(2, r)$ for positive characteristic $p>0$, in terms of the radical and radical square. The quiver of $S^{+}(2, r)$ for the case $p=0$ will be discussed in Section 2.4. We also list some examples for the quivers of $S^{+}(2, r)$ with $p>0$. First we introduce the following notation.

Definition 2.2.1. Let $a$ be a positive integer and $p$ a prime number, then there is a unique $p$-adic decomposition of $a$ as follows:

$$
a=\sum_{i=0}^{\infty} a_{i} p^{i},
$$

where $0 \leqslant a_{i} \leqslant p-1$, for all $i$. We introduce the following notation

$$
[a]_{p}=\sum_{i=0}^{\infty} a_{i} .
$$

We will need the following useful lemma. Note that by convention $\binom{a}{b}=0$ if $a<b$.

Lemma 2.2.2. ([5], P.271) Let $n, k$ be two positive integers, $p$ a prime number. We write $n$ and $k$-adically, that is

$$
n=\sum_{i=0}^{t} n_{i} p^{i}, k=\sum_{i=0}^{t} k_{i} p^{i}
$$

where $t \geq 0$, and $0 \leqslant n_{i}, k_{i} \leqslant p-1$ for all $0 \leqslant i \leqslant t$. Then

$$
\binom{n}{k} \equiv \prod_{i=0}^{t}\binom{n_{i}}{k_{i}} \quad(\bmod p)
$$

Lemma 2.2.3. Let $n \geqslant 2$ be a positive integer, $p$ a prime number. Then we have $\binom{n}{k} \not \equiv 0(\bmod p)$ for some $1 \leqslant k \leqslant n-1$ if and only if $[n]_{p} \geqslant 2$.

Proof. (i) Suppose that $[n]_{p} \geqslant 2$. Let $n_{t} p^{t}$ be the leading term of the $p$-adic decomposition of $n$, for some nonnegative integer $t$. We let $k=p^{t}$. Since $[n]_{p} \geqslant 2$, then $n \neq p^{t}=k$, thus $n>k$. Thus $1 \leqslant k \leqslant n-1$. By Lemma 2.2.2,

$$
\binom{n}{k} \equiv \prod_{i=0}^{t}\binom{n_{i}}{k_{i}} \equiv\binom{n_{t}}{1} \equiv n_{t} \not \equiv 0 \quad(\bmod p)
$$

Such $k$ satisfies the desired condition.
(ii) Conversely, suppose $\binom{n}{k} \not \equiv 0(\bmod p)$ for some $1 \leqslant k \leqslant n-1$. We need to prove that $[n]_{p} \geqslant 2$. Otherwise $[n]_{p}=1$ since $n$ is a positive integer that $[n]_{p}>0$. Then we have $n=p^{t}$ for some $t \geq 1$ since $n \geqslant 2$. Let $k_{s} p^{s}$ be the leading term of the $p$-adic decomposition of $k$ for some nonnegative integer $s$. By our assumption for $k$, we have

$$
k \leqslant n-1=p^{t}-1=\sum_{i=0}^{t-1}(p-1) p^{i}
$$

Hence $s<t$. Since $n_{s}=0$ and $k_{s} \neq 0$, we have $n_{s}<k_{s}$. By convention $\binom{n_{s}}{k_{s}}=0$. Thus by Lemma 2.2.2, we have

$$
\binom{n}{k} \equiv \prod_{i=0}^{t}\binom{n_{i}}{k_{i}} \equiv\binom{n_{s}}{k_{s}} N \equiv 0 \quad(\bmod p)
$$

which is a contradiction to our assumption that $\binom{n}{k} \not \equiv 0(\bmod p)$.

We are now ready to describe the radical square of $S^{+}(2, r)$ :
Lemma 2.2.4. Let $R$ be the radical of $S^{+}(2, r)$. Then $R^{2}$ has a basis

$$
\left\{\xi(b, a) \mid[b-a]_{p} \geqslant 2, r \geqslant b>a \geqslant 0\right\} .
$$

Hence $R / R^{2}$ has a basis

$$
\left\{\xi(b, a)+R^{2} \mid[b-a]_{p}=1, r \geqslant b>a \geqslant 0\right\} .
$$

Proof. Let $I$ be a subspace of $S^{+}(2, r)$ with a basis

$$
\left\{\xi(b, a) \mid[b-a]_{p} \geqslant 2, r \geqslant b>a \geqslant 0\right\} .
$$

We need to prove $R^{2}=I$. First we prove that $I \subseteq R^{2}$. Suppose that $\xi(b, a) \in$ $I$, that is, $b$ and $a$ satisfy the condition: $[b-a]_{p} \geqslant 2$ for some $a$ and $b$, where $r \geqslant b>a \geqslant 0$. We need to prove that $\xi(b, a) \in R^{2}$.

Since $[b-a]_{p} \geqslant 2$, by Lemma 2.2.3, there exists an integer $k$ with the condition $1 \leqslant k \leqslant b-a-1$ such that

$$
\begin{equation*}
\binom{b-a}{k} \not \equiv 0 \quad(\bmod p) \tag{2.2.1}
\end{equation*}
$$

We now calculate the product $\xi(b, k+a) \xi(k+a, a)$. By Corollary 2.1.3, we have

$$
\xi(b, k+a) \xi(k+a, a)=\binom{b-a}{k} \xi(b, a) .
$$

Then by Equation (2.2.1), the combination number $\binom{b-a}{k}$ is nonzero in the field $K$ of a prime characteristic $p$. Thus, $\binom{b-a}{k}$ has an inverse $\binom{b-a}{k}^{-1}$. Hence we have

$$
\xi(b, a)=\binom{b-a}{k}^{-1} \xi(b, k+a) \xi(k+a, a)
$$

By Proposition 1.2.3, the basis elements $\xi(b, k+a)$ and $\xi(k+a, a)$ are in $R$. Hence we have $\xi(b, a) \in R^{2}$. Therefore, we get $I \subseteq R^{2}$.

Next, we prove that $R^{2} \subseteq I$. By Proposition 1.2.3, $R$ has a basis

$$
\{\xi(b, a) \mid r \geqslant b>a \geqslant 0\} .
$$

Let $\xi(c, b) \xi\left(b^{\prime}, a\right) \in R^{2}$, where $r \geqslant c>b \geqslant 0$ and $r \geqslant b^{\prime}>a \geqslant 0$. We need to prove that $\xi(c, b) \xi\left(b^{\prime}, a\right) \in I$. If $b \neq b^{\prime}$, then $\xi(c, b) \xi\left(b^{\prime}, a\right)=0 \in I$, so we can assume $b=b^{\prime}$. By Corollary 2.1.3 we have

$$
\xi(c, b) \xi(b, a)=\binom{c-a}{b-a} \xi(c, a)
$$

If $\binom{c-a}{b-a}=0$, then we are done. So we can assume $\binom{c-a}{b-a} \not \equiv 0(\bmod p)$, i.e., there exists an integer $k=b-a$ such that $\binom{c-a}{k} \not \equiv 0(\bmod p)$ with the condition that $c-a-1 \geqslant k \geqslant 1$. By Lemma 2.2.3, this is equivalent to the condition that $[c-a]_{p} \geqslant 2$. Thus we have that $\xi(c, a) \in I$. Thus $\xi(c, b) \xi(b, a) \in I$. Hence we have $R^{2} \subseteq I$. Therefore $R^{2}=I$.

Since $R$ has a basis

$$
\{\xi(b, a) \mid r \geqslant b>a \geqslant 0\}
$$

and $R^{2}$ has a basis

$$
\left\{\xi(b, a) \mid[b-a]_{p} \geqslant 2, r \geqslant b>a \geqslant 0\right\}
$$

we get that $R / R^{2}$ has a basis

$$
\left\{\xi(b, a)+R^{2} \mid[b-a]_{p}=1, r \geqslant b>a \geqslant 0\right\} .
$$

We now have the following theorem for the quiver of $S^{+}(2, r)$ with $p>0$ :

Theorem 2.2.5. The quiver $\Gamma$ of the Borel Schur algebra $S^{+}(2, r)$ over a field $K$ of a prime characteristic $p$ is given as follows:

The set of vertices is $\Gamma_{0}=\{0,1, \ldots, r\}$; the number of arrows from vertex a to vertex $b$ where $0 \leqslant a<b \leqslant r$, is equal to 1 or 0 ; this number is equal to 1 if and only if $[b-a]_{p}=1$.

Proof. We only need to calculate the arrows. As it is shown at the end of Section 1.4, the number of arrows from vertex $a$ to vertex $b$ for $0 \leqslant a<b \leqslant r$, is the dimension of $\xi(b, b)\left(R / R^{2}\right) \xi(a, a)$. By Lemma $2.2 .4, R / R^{2}$ has a basis

$$
\left\{\xi(d, c)+R^{2} \mid[d-c]_{p}=1, r \geqslant d>c \geqslant 0\right\} .
$$

Since $S^{+}(2, r)$ has the basis

$$
\{\xi(d, c) \mid r \geqslant d \geqslant c \geqslant 0\}
$$

by the multiplication rule for the Schur algebra, $\xi(b, b)\left(R / R^{2}\right) \xi(a, a)$ is spanned by the $\xi(b, a)$ with the condition that $[b-a]_{p}=1$, otherwise $\xi(b, b)\left(R / R^{2}\right) \xi(a, a)=0$. In other words, the number of the arrows from $a$ to $b$ where $r \geqslant b>a \geqslant 0$, or the dimension of $\xi(b, b)\left(R / R^{2}\right) \xi(a, a)$, is equal to 1 or 0 ; this number is equal to 1 if and only if $[b-a]_{p}=1$.

Note that by the definition of the quiver, we may label the arrows from $i$ to $j$ by the elements of the basis for $\epsilon_{j} V \epsilon_{i}$. We will identify the arrow from vertex $a$ to vertex $b$ for $[b-a]_{p}=1$, with the basis element $\xi(b, a)$ in $\xi(b, b)\left(R / R^{2}\right) \xi(a, a)$ for the algebra $S^{+}(2, r)$.

Example 2.2.6. We list some quivers by drawing their graphs (labeling the arrows by the elements in the algebras).

The quiver of $S^{+}(2,2)$ over the field $K$ of characteristic $p \neq 2$ :

$$
0 \xrightarrow{\xi(1,0)} 1 \xrightarrow{\xi(2,1)} 2
$$

The quiver of $S^{+}(2,2)$ for $p=2$ :


The quiver of $S^{+}(2,3)$ for $p>3$ :


The quiver of $S^{+}(2,3)$ for $p=3$ :


The quiver of $S^{+}(2,3)$ for $p=2$ :


The quiver of $S^{+}(2, r)$ over $K$ of characteristic $p$ for arbitrary $r$ and $p>0$ :


Corollary 2.2.7. Let $f_{p}(r)$ be the number of arrows of the quiver of $S^{+}(2, r)$ over a field $K$ of characteristic $p>0$. We have

$$
f_{p}(r)=(r+1)(M+1)-\left(p^{M+1}-1\right) /(p-1)
$$

where the nonnegative integer $M$ is determined by $p^{M} \leqslant r<p^{M+1}$.

Proof. We compute $f_{p}(r)$ using Theorem 2.2.5. So $f_{p}(r)$ is the number of pairs $\left(a_{1}, a_{2}\right)$ such that $\left(a_{1}, a_{2}\right)=\left(a_{1}, a_{1}+p^{t}\right)$ for some $t \geq 0$, and $0 \leqslant a_{1} \leqslant r-p^{t}$.

Thus the number of pairs ( $a_{1}, a_{1}+p^{t}$ ) for some nonnegative integers $a_{1}$ and $t$, is $r+1-p^{t}$. Let $M$ be the nonnegative integer such that $p^{M} \leqslant r<p^{M+1}$. Hence the number of such pairs or the number of arrows, is

$$
f_{p}(r)=\sum_{t=0}^{M}\left(r+1-p^{t}\right)=(r+1)(M+1)-\left(p^{M+1}-1\right) /(p-1) .
$$

### 2.3 The relations for the quiver of $S^{+}(2, r)$ with $p>0$

In this section we describe the relations for the quiver $\Gamma$ of $S^{+}(2, r)$ over a field $K$ of a prime characteristic $p$.

Recall that we identify the arrow from vertex $a$ to vertex $b$ for $[b-a]_{p}=1$ in the quiver $\Gamma$ of $S^{+}(2, r)$, with the base element $\xi(b, a)$ in $\xi(b, b)\left(R / R^{2}\right) \xi(a, a)$ for the algebra $S^{+}(2, r)$. We define the length of this arrow as $b-a$.

As shown at the end of Section 1.4, the relations in the quiver $\Gamma$ of $S^{+}(2, r)$ can be described as follows. There is a surjective ring homomorphism $\tilde{f}: K \Gamma \rightarrow$ $S^{+}(2, r)$, where $\tilde{f}$ maps the "product" of the labels of arrows as the paths in the path algebra $K \Gamma$, to the product of labels of arrows in the Borel Schur algebra $S^{+}(2, r)$. The relations for the quiver $\Gamma$ of $S^{+}(2, r)$, are all the linear combinations of paths, or the "products" of the labels of arrows which are in $\operatorname{ker} \tilde{f}$.

Thus, we will write relations for the quiver $\Gamma$ of $S^{+}(2, r)$ as linear combinations of the "products" of $\xi(b, a)$ 's where $[b-a]_{p}=1$ in the path algebra $K \Gamma$. This shouldn't be confused with products in $S^{+}(2, r)$.

Let $J$ be the ideal of $K \Gamma$ generated by all the arrows in $\Gamma$.

The following theorem describes the relations of the quiver of $S^{+}(2, r)$.

Theorem 2.3.1. Let $\Gamma$ be the quiver of the Borel Schur algebra $S^{+}(2, r)$ over a field $K$ of a positive characteristic $p$. Let $R_{1}$ and $R_{2}$ be the following sets of the products of arrows in the path algebra $K \Gamma$ :

$$
\begin{array}{r}
R_{1}=\left\{\xi\left(t+p^{a+1}, t+(p-1) p^{a}\right) \xi\left(t+(p-1) p^{a}, t+(p-2) p^{a}\right) \ldots \xi\left(t+p^{a}, t\right)\right. \\
\left.\mid 0 \leqslant t+p^{a} \leqslant r, t, a \geqslant 0\right\}, \\
R_{2}=\left\{\xi\left(t+p^{a}+p^{b}, t+p^{a}\right) \xi\left(t+p^{a}, t\right)-\xi\left(t+p^{a}+p^{b}, t+p^{b}\right) \xi\left(t+p^{b}, t\right)\right. \\
\left.\mid 0 \leqslant t+p^{a}+p^{b} \leqslant r, t, a \neq b \geqslant 0\right\} .
\end{array}
$$

Let $I$ be the ideal of the path algebra $K \Gamma$ generated by $R_{1}$ and $R_{2}$. Then $I$ is the set of all relations for the quiver $\Gamma$ of $S^{+}(2, r)$. More precisely, $I \subseteq J^{2}$ and

$$
k \Gamma / I \cong S^{+}(2, r)
$$

Proof. There is a surjective ring homomorphism $\tilde{f}: K \Gamma \rightarrow S^{+}(2, r)$, where $\tilde{f}$ maps the product of the arrows in the path algebra $K \Gamma$, to the product of labels of arrows in $S^{+}(2, r)$. The relations for the quiver $\Gamma$, are the paths in ker $\tilde{f}$. We need to show that $I=\operatorname{ker} \tilde{f}$.

By Proposition 2.1.4 (ii), we have

$$
\prod_{i=0}^{p-1} \xi\left(t+(p-i) p^{a}, t+(p-1-i) p^{a}\right) \equiv 0, \quad(\bmod p)
$$

By Corollary 2.1.3, we have

$$
\begin{aligned}
& \xi\left(t+p^{a}+p^{b}, t+p^{a}\right) \xi\left(t+p^{a}, t\right)=\binom{p^{a}+p^{b}}{p^{a}} \xi\left(t+p^{a}+p^{b}, t\right) \\
& \xi\left(t+p^{a}+p^{b}, t+p^{b}\right) \xi\left(t+p^{b}, t\right)=\binom{p^{a}+p^{b}}{p^{a}} \xi\left(t+p^{a}+p^{b}, t\right)
\end{aligned}
$$

So

$$
\xi\left(t+p^{a}+p^{b}, t+p^{a}\right) \xi\left(t+p^{a}, t\right)=\xi\left(t+p^{a}+p^{b}, t+p^{b}\right) \xi\left(t+p^{b}, t\right)
$$

Hence $R_{1}, R_{2} \subseteq \operatorname{ker} \tilde{f}$, so $I \subseteq \operatorname{ker} \tilde{f}$.
Since $I \subseteq \operatorname{ker} \tilde{f}$, the map $\tilde{f}$ induces a surjection:

$$
\bar{f}: K \Gamma / I \rightarrow S^{+}(2, r) .
$$

We need to show that $\operatorname{ker} \bar{f}=0$, i.e., that $\bar{f}$ is an isomorphism. Since $\bar{f}$ is surjective, it is enough to show that

$$
\operatorname{dim} K \Gamma / I \leqslant \operatorname{dim} S^{+}(2, r)
$$

which implies that $\bar{f}$ is injective.

First, fix any $0 \leqslant i \leqslant j \leqslant r$, let $j-i=\sum_{s} \lambda_{s} p^{s}$ be the unique $p$-adic decomposition of $j-i$. Denote by $P_{j, i}$ the unique path from vertex $i$ to vertex $j$ in the path algebra $K \Gamma$ such that the lengths of the arrows increase and there are exactly $\lambda_{s}$ arrows of length $p^{s}$ for all $s$.

Let $P$ be a path from $i$ to $j$ in the path algebra $K \Gamma$, written as a product of labels of arrows, where the lengths of arrows must be powers of $p$ by Theorem 2.2.5. Each arrow is labeled by $\xi(b, a)$ where $[b-a]_{p}=1$. Thus we can write $P$ in the form

$$
P=\xi\left(a_{t}, a_{t-1}\right) \xi\left(a_{t-1}, a_{t-2}\right) \ldots \xi\left(a_{1}, a_{0}\right)
$$

where $a_{t}=j$ and $a_{0}=i$ and $\left[a_{m}-a_{m-1}\right]_{p}=1$ with $t \geqslant m \geqslant 1$. Recall that $I$ is generated by $R_{1}$ and $R_{2}$. Using the relations in $R_{2}$, we reorder the arrows by their lengths, such that the lengths of arrows $\xi\left(a_{m}, a_{m-1}\right)$ increase. Next by
the relations in $R_{1}$, the number of arrows of the same length does not exceed $p-1$, otherwise $P+I$ will be zero. Hence $P$ is the path, for which the lengths of arrows increase and there are exactly $\lambda_{s}$ arrows of length $p^{s}$ for all $s$, that is,

$$
P+I=P_{j, i}+I
$$

Thus $K \Gamma / I$ is spanned by

$$
\left\{P_{j, i}+I \mid r \geqslant j \geqslant i \geqslant 0\right\} .
$$

Hence $\operatorname{dim} k \Gamma / I$ does not exceed the number of pairs $(j, i)$ with $r \geqslant j \geqslant i \geqslant 0$, which is the dimension of $S^{+}(2, r)$.

We call the relations of $I$ in the path algebra $K \Gamma$ in Theorem 2.3.1, the $p$-adic relations.

## $2.4 S^{+}(2, r)$ over a field $K$ of characteristic 0

Let $K$ be a field of characteristic 0 . In this section, we give the quiver and relations for $S^{+}(2, r)$ over $K$. Let $T_{r+1}(K)$ be the algebra of lower triangular matrices of degree $r+1$ over $K$. We are going to show that $S^{+}(2, r)$ is isomorphic to $T_{r+1}(K)$.

The following lemma and theorem are proved in the same way as their counterparts in positive characteristic (Lemma 2.2.4 and Theorem 2.2.5).

Lemma 2.4.1. Let $R$ be the radical of $S^{+}(2, r)$ over $K$ of characteristic 0 , then $R^{2}$ has $K$-basis

$$
\{\xi(b, a) \mid b-a \geqslant 2, r \geqslant b>a \geqslant 0\} .
$$

Hence $R / R^{2}$ has $K$-basis

$$
\left\{\xi(a+1, a)+R^{2} \mid r-1 \geqslant a \geqslant 0\right\} .
$$

Theorem 2.4.2. The quiver $\Gamma$ of the Borel Schur algebra $S^{+}(2, r)$ over a field $K$ of characteristic 0 is given as follows:

The set of vertices is $\Gamma_{0}=\{0,1, \ldots, r\}$; the number of arrows from vertex a to vertex $b$ where $r \geqslant b>a \geqslant 0$, is equal to 1 or 0 ; this number is equal to 1 if and only if $b-a=1$.

Note that the lengths of arrows in the above quiver $\Gamma$ of $S^{+}(2, r)$ over $K$, are 1. Hence we can give the quiver $\Gamma$ of $S^{+}(2, r)$ over $K$ as follows:


Recall that $T_{r+1}(K)$ is the algebra of $(r+1) \times(r+1)$ lower triangular matrices over $K$. Note that the path algebra of this quiver $\Gamma$ is isomorphic to $T_{r+1}(K)$. We are going to prove that $S^{+}(2, r) \simeq T_{r+1}(K)$. This implies that the quiver of $S^{+}(2, r)$ in zero characteristic doesn't have any relation.

Let $E_{i, j}$ be the $(r+1) \times(r+1)$ matrix, whose entry of $(i, j)$ position is 1 and the other ones are zero, with $0 \leqslant i, j \leqslant r$. We define a linear map $f$ from $S^{+}(2, r)$ (over $K$ ) to $T_{r+1}(K)$ as follows:

$$
f(\xi(b, a))=((b-a)!)^{-1} E_{b, a}
$$

where $0 \leqslant a \leqslant b \leqslant r$. Here 0 ! is defined to be 1 . Since $f$ maps a basis of $S^{+}(2, r)$ to a basis of $T_{r+1}(K), f$ is a bijection. Moreover, we have the following proposition.

Proposition 2.4.3. The map $f$ is an algebra isomorphism, that is

$$
S^{+}(2, r) \simeq T_{r+1}(K)
$$

Proof. We only need to prove that $f$ preserves the multiplication. By Corollary 2.1.3, for $0 \leqslant a_{1} \leqslant b \leqslant a_{2} \leqslant r$, we have

$$
\begin{aligned}
f\left(\xi\left(a_{2}, b\right) \xi\left(b, a_{1}\right)\right) & =\binom{a_{2}-a_{1}}{b-a_{1}} f\left(\xi\left(a_{2}, a_{1}\right)\right) \\
& =\binom{a_{2}-a_{1}}{b-a_{1}}\left(\left(a_{2}-a_{1}\right)!\right)^{-1} E_{a_{2}, a_{1}} \\
& =\left(\left(b-a_{1}\right)!\right)^{-1}\left(\left(a_{2}-b\right)!\right)^{-1} E_{a_{2}, a_{1}} .
\end{aligned}
$$

On the other hand, we get

$$
\begin{aligned}
f\left(\xi\left(a_{2}, b\right)\right) f\left(\xi\left(b, a_{1}\right)\right) & =\left(\left(a_{2}-b\right)!\right)^{-1} E_{a_{2}, b}\left(\left(b-a_{1}\right)!\right)^{-1} E_{b, a_{1}} \\
& =\left(\left(a_{2}-b\right)!\right)^{-1}\left(\left(b-a_{1}\right)!\right)^{-1} E_{a_{2}, a_{1}} .
\end{aligned}
$$

Hence,

$$
f\left(\xi\left(a_{2}, b\right) \xi\left(b, a_{1}\right)\right)=f\left(\xi\left(a_{2}, b\right)\right) f\left(\xi\left(b, a_{1}\right)\right),
$$

where $0 \leqslant a_{1} \leqslant b \leqslant a_{2} \leqslant r$. Therefore, $f$ is an algebra isomorphism.

### 2.5 More about the multiplication formula for $S^{+}(2, r)$

Let $K$ be a field of characteristic $p>0$. Let $\Gamma$ be the quiver of $S^{+}(2, r)$ over $K$. Recall the surjective ring homomorphism $\tilde{f}: K \Gamma \rightarrow S^{+}(2, r)$, where $\tilde{f}$ maps the product of the labels of arrows as the paths in the path algebra $K \Gamma$, to the product of labels of arrows in the Borel Schur algebra $S^{+}(2, r)$ (see Sections 1.4 and 2.3).

In this section we will calculate the dimension of the vector space spanned by the paths from one vertex $a$ to another vertex $b$ in the path algebra $K \Gamma$
where $r \geqslant b>a \geqslant 0$. We also calculate the product of labels of arrows as the basis elements in $S^{+}(2, r)$, for a path from $a$ to $b$. We get a formula for that product of labels, which will be used in Section 5.4 to get certain relations in the quiver of $S^{+}(n, r)$.

Lemma 2.5.1. Let $\Gamma$ be the quiver of $S^{+}(2, r)$ over $K$. Let $b$ and $a$ be nonnegative integers such that $r \geqslant b>a \geqslant 0$. Let $b-a=\sum_{i=0}^{t} m_{i} p^{i}$ be the $p$-adic decomposition of $b-a$. Then the dimension of the vector space $T$ spanned by the paths from $a$ to $b$ in the path algebra $K \Gamma$, is $\binom{m_{0}+m_{1}+\ldots+m_{t}}{m_{0}, m_{1}, \ldots, m_{t}}$.

Proof. By Theorem 2.2.5, the lengths of the arrows in $\Gamma$ are powers of $p$. So the lengths of arrows in the product of labels from $a$ to $b$ in $K \Gamma$, are of the form $\left(p^{0}\right)^{m_{0}}\left(p^{1}\right)^{m_{1}} \ldots\left(p^{t}\right)^{m_{t}}$. Hence the dimension of $T$ spanned by the paths from $a$ to $b$ in $K \Gamma$, is the number of permutations of

$$
\underbrace{p^{0}, \ldots, p^{0}}_{m_{0}} \underbrace{p^{1}, \ldots, p^{1}}_{m_{1}} \cdots \underbrace{p^{t}, \ldots, p^{t}}_{m_{t}}
$$

which is the combination number $\binom{m_{0}+m_{1}+\ldots+m_{t}}{m_{0}, m_{1}, \ldots, m_{t}}$.
Next we will calculate the product of labels of arrows as the basis elements in the Borel Schur algebra $S^{+}(2, r)$. By Proposition 2.1.4, this product of labels of the lengths of the powers of $p$ from $a$ to $b$ where $r \geqslant b>a \geqslant 0$, or the product of the basis elements in $S^{+}(2, r)$, will be a scalar of the basis element $\xi(b, a)$, that is, $M \xi(b, a)$. Our aim is to calculate the coefficient $M$. Before we calculate such $M$, we introduce the following definition.

Definition 2.5.2. Let $m$ be a positive integer and let $m=\sum_{i=0}^{t} m_{i} p^{i}$ be the $p$-adic decomposition of $m$, where $t$ is a nonnegative integer and $0 \leqslant m_{i} \leqslant p-1$ for all $i=0,1 \ldots, t$. We define $m_{+}$and $m^{+}$as follows:

$$
m_{+}:=\prod_{i=1}^{t}\left(p^{i}!\right)^{m_{i}}, \quad m^{+}:=m!/ m_{+}
$$

The following proposition shows that the coefficient $M$ above is the number $(b-a)^{+}$. In particular, $m^{+}$is an integer and $m^{+} \not \equiv 0(\bmod p)$ for any positive integer $m$.

Theorem 2.5.3. Let $0 \leqslant a<b \leqslant r$ and let $m=b-a$. Let $m=\sum_{i=0}^{t} m_{i} p^{i}$ be the p-adic decomposition of $m$. Let $\Pi$ be the following product of the basis elements in $S^{+}(2, r)$ :

$$
\begin{aligned}
& \Pi=\xi\left(a+m, a+m-p^{t}\right) \ldots \xi\left(a+m-m_{t} p^{t}+p^{t}, a+m-m_{t} p^{t}\right) \\
& \ldots \quad \xi\left(a+m_{0}, a+m_{0}-1\right) \ldots \xi(a+1, a) .
\end{aligned}
$$

Then

$$
\Pi=M \xi(a+m, a)
$$

where

$$
M=\prod_{i=0}^{t}\binom{p^{i}}{p^{i}}\binom{2 p^{i}}{p^{i}} \ldots\binom{m_{i} p^{i}}{p^{i}}\binom{m_{0}+m_{1} p^{1}+\ldots+m_{i} p^{i}}{m_{i} p^{i}} .
$$

Moreover,

$$
M=m^{+}, \quad \text { and } \quad M \equiv \prod_{i=0}^{t} m_{i}!\quad(\bmod p)
$$

In particular, $m^{+} \not \equiv 0(\bmod p)$.

Proof. We denote the product of labels of the lengths $p^{i}$ in the product $\Pi$ as $\Pi_{i}$, that is, we write $\Pi_{i}$ as follows:

$$
\begin{aligned}
\Pi_{i}:=\xi\left(a+\sum_{j=0}^{i-1} m_{j} p^{j}+m_{i} p^{i},\right. & \left.a+\sum_{j=0}^{i-1} m_{j} p^{j}+\left(m_{i}-1\right) p^{i}\right) \\
& \ldots \xi\left(a+\sum_{j=0}^{i-1} m_{j} p^{j}+p^{i}, a+\sum_{j=0}^{i-1} m_{j} p^{j}\right),
\end{aligned}
$$

where $0 \leqslant i \leqslant t$. By Proposition 2.1.4, we get the product $\Pi_{i}$ :

$$
\Pi_{i}=\binom{p^{i}}{p^{i}}\binom{2 p^{i}}{p^{i}} \ldots\binom{m_{i} p^{i}}{p^{i}} \xi\left(a+\sum_{j=0}^{i-1} m_{j} p^{j}+m_{i} p^{i}, a+\sum_{j=0}^{i-1} m_{j} p^{j}\right),
$$

where $0 \leqslant i \leqslant t$ and $m_{i}>0$. If $m_{i}=0$, let $\Pi_{i}=1$. Thus we have

$$
\begin{aligned}
\Pi & =\Pi_{0} \Pi_{1} \ldots \Pi_{t} \\
& =\prod_{i=0}^{t}\binom{p^{i}}{p^{i}}\binom{2 p^{i}}{p^{i}} \ldots\binom{m_{i} p^{i}}{p^{i}} \xi\left(a+\sum_{j=0}^{i-1} m_{j} p^{j}+m_{i} p^{i}, a+\sum_{j=0}^{i-1} m_{j} p^{j}\right) .
\end{aligned}
$$

By Proposition 2.1.4, we calculate the following product

$$
\begin{aligned}
& \prod_{i=0}^{t} \xi\left(a+\sum_{j=0}^{i-1} m_{j} p^{j}+m_{i} p^{i}, a+\sum_{j=0}^{i-1} m_{j} p^{j}\right) \\
= & \prod_{i=0}^{t}\binom{m_{0}+m_{1} p^{1}+\ldots+m_{i} p^{i}}{m_{i} p^{i}} \xi(a+m, a) .
\end{aligned}
$$

Hence we have the formula

$$
\begin{aligned}
\Pi & =\prod_{i=0}^{t}\binom{p^{i}}{p^{i}}\binom{2 p^{i}}{p^{i}} \ldots\binom{m_{i} p^{i}}{p^{i}} \xi\left(a+\sum_{j=0}^{i-1} m_{j} p^{j}+m_{i} p^{i}, a+\sum_{j=0}^{i-1} m_{j} p^{j}\right) \\
& =\prod_{i=0}^{t}\binom{p^{i}}{p^{i}}\binom{2 p^{i}}{p^{i}} \ldots\binom{m_{i} p^{i}}{p^{i}}\binom{m_{0}+m_{1} p^{1}+\ldots+m_{i} p^{i}}{m_{i} p^{i}} \xi(a+m, a) .
\end{aligned}
$$

Therefore, we obtain the formula for $M$ :

$$
M=\prod_{i=0}^{t}\binom{p^{i}}{p^{i}}\binom{2 p^{i}}{p^{i}} \ldots\binom{m_{i} p^{i}}{p^{i}}\binom{m_{0}+m_{1} p^{1}+\ldots+m_{i} p^{i}}{m_{i} p^{i}} .
$$

By Lemma 2.2.2,

$$
\binom{v p^{i}}{p^{i}} \equiv v \quad(\bmod p)
$$

for any $1 \leqslant v \leqslant p-1$, and

$$
\binom{m_{0}+m_{1} p^{1}+\ldots+m_{i} p^{i}}{m_{i} p^{i}} \equiv\binom{m_{i}}{m_{i}} \prod_{s=0}^{i-1}\binom{m_{s}}{0} \equiv 1(\bmod p)
$$

for any $0 \leqslant i \leqslant t$. Hence we have

$$
M \equiv \prod_{i=0}^{t} m_{i}!\not \equiv 0(\bmod p)
$$

We next prove that $M=m^{+}$. By Proposition 2.1.4 (i), the product of labels of the lengths 1 can be written as follows:

$$
\xi(a+m, a+m-1) \ldots \xi(a+2, a+1) \xi(a+1, a)=m!\xi(a+m, a)
$$

By Proposition 2.1.4 (i), furthermore, we can calculate the above product, in terms of the lengths of the product of the powers of $p$ :

$$
\begin{aligned}
& \xi(a+m, a+m-1) \ldots \xi(a+2, a+1) \xi(a+1, a) \\
& =p^{t}!\xi\left(a+m, a+m-p^{t}\right) \ldots p^{t}!\xi\left(a+m-m_{t} p^{t}+p^{t}, a+m-m_{t} p^{t}\right) \\
& p^{t-1}!\xi\left(a+m-m_{t} p^{t}, a+m-m_{t} p^{t}-p^{t-1}\right) \ldots \\
& \xi\left(a+m_{0}, a+m_{0}-1\right) \ldots \xi\left(a+m_{0}, a\right) \\
& =\prod_{i=0}^{t}\left(p^{i}!\right)^{m_{i}}\left(\xi\left(a+\sum_{j=0}^{i-1} m_{j} p^{j}+m_{i} p^{i}, a+\sum_{j=0}^{i-1} m_{j} p^{j}+\left(m_{i}-1\right) p^{i}\right)\right. \\
& \left.\ldots \quad \xi\left(a+\sum_{j=0}^{i-1} m_{j} p^{j}+p^{i}, a+\sum_{j=0}^{i-1} m_{j} p^{j}\right)\right) \\
& =\prod_{i=0}^{t}\left(p^{i}!\right)^{m_{i}} \Pi_{i} \\
& =\prod_{i=0}^{t}\left(p^{i}!\right)^{m_{i}} \prod_{i=0}^{t} \Pi_{i} \\
& =m_{+} \Pi \text {. }
\end{aligned}
$$

Hence we obtain

$$
\Pi=m!/ m_{+} \xi(a+m, a)=m^{+} \xi(a+m, a)
$$

Thus $M=m^{+}$.

Let $0 \leqslant a<b \leqslant r$. We consider vector space $T$ spanned by the paths from $a$ to $b$ in $K \Gamma$ modulo its relations in Theorem 2.3 .1 where $\Gamma$ is the quiver of $S^{+}(2, r)$. By the proof in Theorem 2.3.1, $T$ is one-dimensional, and spanned by the path

$$
\begin{aligned}
P(b, a)=\xi\left(a+m, a+m-p^{t}\right) & \ldots \xi\left(a+m-m_{t} p^{t}+p^{t}, a+m-m_{t} p^{t}\right) \\
& \ldots \xi\left(a+m_{0}, a+m_{0}-1\right) \ldots \xi(a+1, a) .
\end{aligned}
$$

where $m=b-a$ and $m=\sum_{i=0}^{t} m_{i} p^{i}$ is the $p$-adic decomposition of $m$ as in Theorem 2.5.3, but the above multiplication is the multiplication for the path algebra $K \Gamma$. We also say the above path $P(b, a)$ is the path from $a$ to $b$.

## Chapter 3

## Embeddings from $S^{+}(2, r)$ to $S^{+}(n, r+s)$

We obtained the quiver and relations for the Borel Schur algebra $S^{+}(2, r)$ in Chapter 2. In this chapter we consider a special type of embedding from the Borel Schur algebras $S^{+}(2, r)$ to $S^{+}(n, r+s)$ where $n \geqslant 2$ and $s \geqslant 0$. This embedding embeds the quiver of $S^{+}(2, r)$ into the quiver of $S^{+}(n, r+s)$.

In Section 3.1 we construct this embedding $\varphi_{t}^{\alpha}$ from $S^{+}(2, r)$ to $S^{+}(n, r+s)$ where $1 \leqslant t \leqslant n-1$ and $\alpha \in \Lambda(n, s)$.

In Section 3.2 we calculate the dimension of the Hom Space $H(\lambda, \alpha):=$ $\operatorname{Hom}_{A}\left(A \xi_{\alpha}, A \xi_{\lambda}\right)$ (or the Cartan invariant $\widehat{c}_{\lambda, \alpha}$ ) where $A=S^{+}(n, r)$. For more detail see [15]. This will be used in Chapter 5 to find some relations for $S^{+}(n, r)$. We split Section 3.2 into four parts: in Part I we introduce the row semi-standard(RSS) $\lambda$-tableau and the number $c_{\lambda, \alpha}$; in Part II we introduce the Cartan invariant $\widehat{c}_{\lambda, \alpha}$, which is the dimension of $H(\lambda, \alpha)$ and show that $\widehat{c}_{\lambda, \alpha}=c_{\lambda, \alpha}$; in Part III we calculate the dimension of the Borel Schur algebra $S^{+}(n, r)$ and consider a matrix multiplication for $S^{+}(2, r)$; in

Part IV, we calculate the Cartan invariant $\widehat{c}_{\lambda, \alpha}$ for some special cases, which will be used in Chapter 5.

In Section 3.3 we consider the properties of our embedding $\varphi_{t}^{\alpha}$ from $S^{+}(2, r)$ to $S^{+}(n, r+s)$ and prove that $\varphi_{t}^{\alpha}$ embeds the quiver of $S^{+}(2, r)$ into the quiver of $S^{+}(n, r)$.

### 3.1 Embeddings from $S^{+}(2, r)$ to $S^{+}(n, r+s)$

In this section we will define a map from $S^{+}(2, r)$ to $S^{+}(n, r+s)$. We prove that this map is indeed an embedding from $S^{+}(2, r)$ to $S^{+}(n, r+s)$ where $n \geqslant 2$ and $s \geqslant 0$. Recall that $\{\xi(b, a) \mid r \geqslant b \geqslant a \geqslant 0\}$ is a basis of $S^{+}(2, r)$.

Definition 3.1.1. Let $t \in\{1,2, \ldots, n-1\}$. Let $\alpha=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in \Lambda(n, s)$ be in $\Lambda(n, r)$. We define a linear map

$$
\varphi_{t}^{\alpha}: S^{+}(2, r) \longrightarrow S^{+}(n, r+s)
$$

by $\varphi_{t}^{\alpha}(\xi(b, a))=\xi_{j, i}$ where the multi-indices $i$ and $j$ are obtained as follows:

$$
\begin{aligned}
& j=1^{a_{1}} \cdots(t-1)^{a_{t-1}} t^{a_{t}+b}(t+1)^{a_{t+1}+r-b}(t+2)^{a_{t+2}} \ldots n^{a_{n}}, \\
& i=1^{a_{1}} \cdots(t-1)^{a_{t-1}} t^{a_{t}+a}(t+1)^{a_{t+1}+r-a}(t+2)^{a_{t+2}} \ldots n^{a_{n}} .
\end{aligned}
$$

For example, for $n=3$, we have the maps

$$
\begin{aligned}
& \varphi_{1}^{(s)}: \quad S^{+}(2, r) \longrightarrow S^{+}(3, r+s) \\
& \varphi_{2}^{(s)}: \begin{aligned}
\xi_{1 b^{2} r-b, 1^{a} 2^{r-a}} & \longmapsto \xi_{12^{b} 2^{r-b} 3^{s}, 1^{a} 2^{r-a} 3^{a}} \\
S^{+}(2, r) & \longrightarrow S^{+}(3, r+s)
\end{aligned} \\
& \xi_{1^{b} 2^{r-b}, 1^{a} 2^{r-a}} \longmapsto \xi_{1^{s} 3^{r-b}, 1^{s} 2^{a r-a}} .
\end{aligned}
$$

Remark: Let $E_{t+1}$ be the $1 \times n$ vector in which the $(t+1)$-th entry is 1 and the other entries are 0 . Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}$ be the simple roots of type $A_{n-1}$.

Put $\lambda=\alpha+r E_{t+1}$. Recall our notation in Definition 2.1.1:

$$
\begin{aligned}
\lambda(t, b) & =\lambda+b \alpha_{t} \\
& =\left(\alpha_{1}, \ldots, \alpha_{t-1}, \alpha_{t}+b, \alpha_{t+1}+r-b, \alpha_{t+1}, \ldots, \alpha_{n}\right) ; \\
\lambda(t, a) & =\lambda+a \alpha_{t} \\
& =\left(\alpha_{1}, \ldots, \alpha_{t-1}, \alpha_{t}+a, \alpha_{t+1}+r-a, \alpha_{t+1}, \ldots, \alpha_{n}\right) .
\end{aligned}
$$

By Definition 2.1.1, we can write $j$ and $i$ as follows:

$$
j=\underline{n}^{\lambda+b \alpha_{t}}=\underline{n}^{\lambda(t, b)}, \quad i=\underline{n}^{\lambda+a \alpha_{t}}=\underline{n}^{\lambda(t, a)} .
$$

Hence we can rewrite the map $\varphi_{t}^{\alpha}$ as follows:

$$
\varphi_{t}^{\alpha}(\xi(b, a))=\xi_{\lambda(t, b), \lambda(t, a)}
$$

for all $b$ and $a$ with $r \geqslant b \geqslant a \geqslant 0$.

By Definition 3.1.1, the map $\varphi_{t}^{\alpha}$ from $S^{+}(2, r)$ to $S^{+}(n, r+s)$ is injective. Actually, the map $\varphi_{t}^{\alpha}$ is an embedding from $S^{+}(2, r)$ to $S^{+}(n, r+s)$.

Proposition 3.1.2. The linear map $\varphi_{t}^{\alpha}$ is an algebra homomorphism from $S^{+}(2, r)$ to $S^{+}(n, r+s)$. Hence $\varphi_{t}^{\alpha}$ is an embedding.

Proof. Since $\{\xi(b, a) \mid r \geqslant b \geqslant a \geqslant 0\}$ is a basis for $S^{+}(2, r)$, by Definition 3.1.1, the map $\varphi_{t}^{\alpha}$ is an injective linear map from $S^{+}(2, r)$ to $S^{+}(n, r+s)$. It remains to prove that the map $\varphi_{t}^{\alpha}$ preserves the multiplication, i.e., for $0 \leqslant a_{1}<b<a_{2} \leqslant r$,

$$
\begin{equation*}
\varphi_{t}^{\alpha}\left(\xi\left(a_{2}, b\right) \xi\left(b, a_{1}\right)\right)=\varphi_{t}^{\alpha}\left(\xi\left(a_{2}, b\right)\right) \varphi_{t}^{\alpha}\left(\xi\left(b, a_{1}\right)\right) \tag{3.1.1}
\end{equation*}
$$

By the multiplication formula in Corollary 2.1.3, that is

$$
\varphi_{t}^{\alpha}\left(\xi\left(a_{2}, b\right) \xi\left(b, a_{1}\right)\right)=\binom{a_{2}-a_{1}}{b-a_{1}} \varphi_{t}^{\alpha}\left(\xi\left(a_{2}, a_{1}\right)\right)
$$

By Definition 3.1.1 and Remark, this is equivalent to

$$
\xi\left(\lambda\left(t, a_{2}\right), \lambda(t, b)\right) \xi\left(\lambda(t, b), \lambda\left(t, a_{1}\right)\right)=\binom{a_{2}-a_{1}}{b-a_{1}} \xi\left(\lambda\left(t, a_{2}\right), \lambda\left(t, a_{1}\right)\right)
$$

where $\lambda=\alpha+r E_{t+1}$. The last equality holds by Lemma 2.1.2.

Remark: The algebra homomorphism $\varphi_{t}^{\alpha}$ in Proposition 3.1.2 does not preserve the identity element 1. Actually,

$$
\varphi_{t}^{\alpha}(1)=\varphi_{t}^{\alpha}\left(\sum_{a=0}^{r} \xi(a, a)\right)=\sum_{a=0}^{r} \xi_{\lambda(t, a), \lambda(t, a)},
$$

where $\lambda=\alpha+r E_{t+1}$.

### 3.2 The Hom space $\operatorname{Hom}_{A}\left(A \xi_{\lambda}, A \xi_{\mu}\right)$ where $A=S^{+}(n, r)$

Let $\Lambda=\Lambda(n, r)$. Let $H(\lambda, \alpha)$ be the Hom space $\operatorname{Hom}_{A}\left(A \xi_{\alpha}, A \xi_{\lambda}\right)$ where $A=$ $S^{+}(n, r)$ and $\left\{\xi_{\lambda} \mid \lambda \in \Lambda\right\}$ is a set of primitive orthogonal idempotents of $A$. In this section we review some results from [15] and [16] and do some calculations for the dimension of $H(\lambda, \alpha)$, or the Cartan invariants, which will be used in Chapter 5.

We split this section into four parts (see above).

## Part I: Row Semi-Standard $\lambda$-tableau and $\mathbf{c}_{\lambda, \alpha}$

In this part we introduce row semi-standard $\lambda$-tableau and the numbers $c_{\lambda, \alpha}$ where $\lambda, \alpha \in \Lambda$.

Definition 3.2.1. Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ be in $\Lambda$. The diagram of $\lambda$ is the set

$$
[\lambda]=\left\{(\mu, \nu) \in \underline{n} \times \underline{r} \mid 1 \leqslant \nu \leqslant \lambda_{\mu}\right\} .
$$

Any map $T^{\lambda}$ from $[\lambda]$ to $\underline{r}$ is called a $\lambda$-tableau (with values in $\underline{r}$ ). If $T^{\lambda}(\mu, \nu)=$ $t_{\mu, \nu}$, we write

$$
T^{\lambda}=\begin{array}{llll}
t_{11} & t_{12} & \ldots & t_{1 \lambda_{1}} \\
t_{21} & t_{22} & \ldots & t_{2 \lambda_{2}} \\
\vdots & & & \\
t_{n 1} & t_{n 2} & \ldots & t_{n \lambda_{n}}
\end{array}
$$

The $\lambda$-tableau $T^{\lambda}$ is said to be row semi-standard (RSS) if the entries in each row of $T^{\lambda}$ are weakly increasing from left to right. The weight of $T^{\lambda}$ is the element $\alpha$ of $\Lambda$ defined by

$$
\alpha_{\rho}=\left|\left\{(\mu, \nu) \in[\lambda] \mid t_{\mu, \nu}=\rho\right\}\right|, \quad \forall \rho \in \underline{r}
$$

Definition 3.2.2. For each pair $\lambda, \alpha$ of elements in $\Lambda$, we define $c_{\lambda, \alpha}$ as the number of RSS $\lambda$-tableau $T^{\lambda}$ with weight $\alpha$ such that the entries $t_{\mu, \nu}$ in row $\mu$ of $T^{\lambda}$ are not greater than $\mu(\mu \in \underline{n})$, i.e., $c_{\lambda, \alpha}$ is the number of RSS $\lambda$-tableau of the form

```
1......... 1
1...... 1 2... 2
1\ldots1 2\ldots2 3_... 3. 
1\ldots...1 ... n\ldotsn.
```

Note that, given $\lambda, \alpha \in \Lambda$, a RSS $\lambda$-tableau $T^{\lambda}$ of weight $\alpha$ as described in the definition above is completely specified by the $n \times n$ matrix ( $a_{\mu \nu}$ ), where for any $\mu, \nu \in \underline{n}, a_{\mu \nu}$ is the number of entries $\nu$ in row $\mu$ of $T^{\lambda}$. Hence $c_{\lambda, \alpha}$ is the number of nonnegative integer lower triangular $n \times n$ matrices whose vector of row sums is $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and whose vector of column sums is $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$.

Example 3.2.3. A RSS $\lambda$-tableau and its associated matrix are

| 111111 | $\left[\begin{array}{c}600000\end{array}\right.$ |
| :---: | :---: |
| 12 | 11000 |
| and | 00000 |
| 224 | 02010 |
| 3445 | 00121 |

In this case $\lambda=(6,2,0,3,4)$, and the weight of $T^{\lambda}$ is $(7,3,1,3,1)$.

Recall the dominance ordering in $\Lambda(n, r)$ in Definition 1.2.5.

Proposition 3.2.4. For $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right), \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \Lambda(n, r), \lambda \unlhd \alpha$ if and only if
$\alpha=\left(\lambda_{1}+m_{1}, \lambda_{2}+m_{2}-m_{1}, \lambda_{3}+m_{3}-m_{2}, \ldots, \lambda_{n-1}+m_{n-1}-m_{n-2}, \lambda_{n}-m_{n-1}\right)$
for some nonnegative integers $m_{1}, \ldots, m_{n-1}$.

Proof. (The if part): Let $m_{\mu}=\left(\alpha_{1}+\ldots+\alpha_{\mu}\right)-\left(\lambda_{1}+\ldots+\lambda_{\mu}\right)$, for all $\mu \in \underline{n}$. Since $\alpha \unrhd \lambda, m_{\mu} \geqslant 0$. Also

$$
m_{\mu+1}-m_{\mu}=\alpha_{\mu+1}-\lambda_{\mu+1},
$$

i.e.,

$$
\alpha_{\mu+1}=\lambda_{\mu+1}+m_{\mu+1}-m_{\mu}
$$

where $\mu=0,1, \ldots, n-1$, and $m_{0}=0$.
(The only if part): Since $m_{\mu} \geqslant 0$, we calculate

$$
\alpha_{1}+\ldots+\alpha_{\mu}=\lambda_{1}+\ldots+\lambda_{\mu}+m_{\mu} \geqslant \lambda_{1}+\ldots+\lambda_{\mu}
$$

where $\mu=1, \ldots, n-1$. Hence $\alpha \unrhd \lambda$.

Proposition 3.2.5. Let $\lambda, \alpha \in \Lambda$. Then
(i) $c_{\lambda, \alpha} \neq 0$ if and only if $\lambda \unlhd \alpha$,
(ii) $c_{\lambda, \lambda}=1$.

Proof. (i) Assume that $c_{\lambda, \alpha} \neq 0$. Then there exists a nonnegative integer lower triangular $n \times n$ matrix $\left(a_{\mu, \nu}\right)_{\mu, \nu \in \underline{n}}$ whose vector of row sums is $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and
whose vector of column sums is $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. For any $t \in \underline{n}$, since $\left(a_{\mu, \nu}\right)_{\mu, \nu \in \underline{n}}$ is lower triangular, $a_{\mu, \nu}=0$ if $\mu<\nu$. Thus we have

$$
\begin{aligned}
& \left(\alpha_{1}+\ldots+\alpha_{t}\right)-\left(\lambda_{1}+\ldots+\lambda_{t}\right) \\
= & \sum_{\nu=1}^{t} \sum_{\mu=1}^{n} a_{\mu, \nu}-\sum_{\mu=1}^{t} \sum_{\nu=1}^{n} a_{\mu, \nu} \\
= & \sum_{\nu=1}^{t=1} \sum_{\mu=1}^{t} a_{\mu, \nu}+\sum_{\nu=1}^{t} \sum_{\mu=t+1}^{n} a_{\mu, \nu} \\
= & \quad-\sum_{\mu=1}^{t} \sum_{\nu}^{t} \\
= & \sum_{\nu=1}^{t} \sum_{\mu=t+1}^{n} \sum_{\mu, \nu}^{n}-\sum_{\mu=t+1}^{t} a_{\mu, \nu}^{n} \\
\geqslant & 0,
\end{aligned}
$$

i.e., $\lambda \unlhd \alpha$.

Assume that $\lambda \unlhd \alpha$. By Proposition 3.2.4,
$\alpha=\left(\lambda_{1}+m_{1}, \lambda_{2}+m_{2}-m_{1}, \lambda_{3}+m_{3}-m_{2}, \ldots, \lambda_{n-1}+m_{n-1}-m_{n-2}, \lambda_{n}-m_{n-1}\right)$
for some nonnegative integers $m_{1}, \ldots, m_{n-1}$. Now we are going to construct a row semi-standard $\lambda$-tableaux $T^{\lambda}$ of the form as in Definition 3.2.2.

The first row of $T^{\lambda}$ is $\lambda_{1}$ 's 1 . If $m_{1}>\lambda_{2}$, the second row of $T^{\lambda}$ is $\lambda_{2}$ 's 2 ; If $m_{1} \leqslant \lambda_{2}$, the second row is $m_{1}$ 's 1 and $\left(\lambda_{2}-m_{1}\right)$ 's 2 . For the third row, when $m_{1}>\lambda_{2}$ (the second row of $T^{\lambda}$ is $\lambda_{2}$ 's 2), if $m_{1}-\lambda_{2}>\lambda_{3}$, the third row of $T^{\lambda}$ is $\lambda_{3}$ 's 1 ; if $m_{1}-\lambda_{2} \leqslant \lambda_{3}$, then consider $\lambda_{2}+m_{2}$ and $\lambda_{3}-\left(m_{1}-\lambda_{2}\right)$. If $\lambda_{2}+m_{2} \leqslant \lambda_{3}-\left(m_{1}-\lambda_{2}\right)$, then the third row of $T^{\lambda}$ is $\left(m_{1}-\lambda_{2} \leqslant \lambda_{3}\right)$ 's 1 , $\left(\lambda_{2}+m_{2}\right)$ 's 2 , and $\left(\lambda_{3}-\left(m_{1}-\lambda_{2}\right)\right.$ )'s 3 . Otherwise the third row of $T^{\lambda}$ is ( $m_{1}-\lambda_{2} \leqslant \lambda_{3}$ )'s 1 and $\left(\lambda_{3}-\left(m_{1}-\lambda_{2}\right)\right.$ )'s 2 . And so on, we have a row semi-standard $\lambda$-tableaux $T^{\lambda}$ with the weight
$\left(\lambda_{1}+m_{1}, \lambda_{2}+m_{2}-m_{1}, \lambda_{3}+m_{3}-m_{2}, \ldots, \lambda_{n-1}+m_{n-1}-m_{n-2}, \lambda_{n}-m_{n-1}\right)$, that is $\alpha$. Hence $c_{\lambda, \alpha} \neq 0$.
(ii) Since $\lambda \unlhd \lambda$, we have $c_{\lambda, \lambda} \neq 0$, thus there exists a nonnegative integer lower triangular $n \times n$ matrix $\left(a_{\mu, \nu}\right)_{\mu, \nu \in \underline{n}}$ whose vector of row sums is $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and whose vector of column sums is $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. It is easy to check that

$$
a_{\mu, \mu}=\lambda_{\mu}, \quad a_{\mu, \nu}=0
$$

where $\mu \neq \nu$. So the number of such matrices is 1 , i.e., $c_{\lambda, \lambda}=1$.

## Part II: The Cartan invariant $\widehat{\mathbf{c}}_{\lambda, \alpha}$

In this part we introduce the Cartan invariant $\widehat{c}_{\lambda, \alpha}$ and give the connection with $c_{\lambda, \alpha}$. First, we will introduce some results on Borel Schur algebras $S^{+}(n, r)$ in [16].

Let $\Lambda$ be the set $\Lambda(n, r)$. Let $\lambda \in \Lambda$. Recall that $A=S^{+}(n, r)$. Denote left $A$-modules $V_{\lambda}$ and $k_{\lambda}$ by

$$
V_{\lambda}=A \xi_{\lambda} \text { and } k_{\lambda}=V_{\lambda} / \operatorname{rad} V_{\lambda}
$$

In [16], $\left\{V_{\lambda} \mid \lambda \in \Lambda\right\}$ is a full set of pairwise non-isomorphic principal indecomposable $A$-modules, and $A=\oplus_{\lambda \in \Lambda} V_{\lambda}$. Also $\left\{k_{\lambda} \mid \lambda \in \Lambda\right\}$ is a full set of pairwise non-isomorphic irreducible $A$-modules. Note that $k_{\lambda}$ is one-dimensional, since $A / \operatorname{rad} A \cong \oplus_{\lambda \in \Lambda(n, r)} K \xi_{\lambda}$.

Definition 3.2.6. Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ be in $\Lambda$. Let $T^{\lambda}$ be a $\lambda$-tableau with values in $\underline{r}$, i.e., any map from the diagram $[\lambda]$ to $\underline{r}$.

If $i \in \mathbf{I}(n, r)$, we denote by $T_{i}^{\lambda}$ the $\lambda$-tableau

$$
T_{i}^{\lambda}=\begin{array}{cccc}
i_{t_{11}} & i_{t_{12}} & \ldots & i_{t_{1 \lambda_{1}}} \\
i_{t_{21}} & i_{t_{22}} & \ldots & i_{t_{2 \lambda_{2}}} \\
\vdots & & & \\
i_{t_{n 1}} & i_{t_{n 2}} & \ldots & i_{t_{n \lambda_{n}}}
\end{array}
$$

Assume now that $T^{\lambda}$ is standard, i.e., $T^{\lambda}$ is bijective. Let $l(\lambda)=$ $\left(1^{\lambda_{1}}, 2^{\lambda_{2}}, \ldots, n^{\lambda_{n}}\right)$. Then we define $l(\lambda) \in \mathbf{I}(n, r)$ by the $\lambda$-tableau

$$
T_{l(\lambda)}^{\lambda}=\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
2 & 2 & \ldots & 2 \\
\vdots & & & \\
n & n & \ldots & n
\end{array}
$$

Theorem 3.2.7. ([16],§2). The module $V_{\lambda}$ has a basis $\left\{\xi_{i, l(\lambda)} \mid i \in I(n, r), i \leqslant\right.$ $l(\lambda), T_{i}^{\lambda} a \operatorname{RSS} \lambda$-tableau\}.

Definition 3.2.8. Let $\lambda, \alpha \in \Lambda$. The Cartan invariant $\widehat{c}_{\lambda, \alpha}$, of the Borel Schur algebra $S^{+}(n, r)$ is the multiplicity of $k_{\alpha}$ as a composition factor in $V_{\lambda}$. The Cartan matrix of $S^{+}(n, r)$ is $C=\left(\widehat{c}_{\lambda, \alpha}\right)_{\lambda, \alpha \in \Lambda}$.

Thus (see [4],(54.16)), we get

$$
\widehat{c}_{\lambda, \alpha}=\operatorname{dim}_{K} \operatorname{Hom}_{S^{+}(n, r)}\left(V_{\alpha}, V_{\lambda}\right)=\operatorname{dim}_{K} \xi_{\alpha} V_{\lambda}
$$

Using Theorem 3.2.7 and the fact that $\xi_{\alpha} \xi_{i, j}=\xi_{i, j}$ or 0 according to whether $\mathrm{wt}(i)=\alpha$ or not, it is easy to see that $\xi_{\alpha} V_{\lambda}$ has $K$-basis $\left\{\xi_{i, l(\lambda)} \mid i \in I(n, r), i \leqslant\right.$ $l(\lambda), T_{i}^{\lambda}$ a RSS $\lambda$-tableau $\}$. Thus $\operatorname{dim}_{k} \xi_{\alpha} V_{\lambda}=c_{\lambda, \alpha}$, and we get the following.

Theorem 3.2.9. For each pair $\lambda, \alpha$ of elements of $\Lambda$, the Cartan invariant $\widehat{c}_{\lambda, \alpha}$ satisfies

$$
\widehat{c}_{\lambda, \alpha}=c_{\lambda, \alpha} .
$$

Notice that, since $c_{\lambda, \alpha}$ depends only on $\lambda$ and $\alpha$, we have

Corollary 3.2.10. The Cartan invariants $\widehat{c}_{\lambda, \alpha}$ of $S\left(B^{+}\right)$are independent of the field $K$; in particular, they do not depend on its characteristic.

Part III: The dimension of $S^{+}(n, r)$ and the matrix multiplication for $S^{+}(2, r)$

In this part we calculate the dimension of $S^{+}(n, r)$ in terms of nonnegative integer lower triangular matrices. We also consider the matrix multiplication for $S^{+}(2, r)$ and get a formula for a product of basis elements.

Theorem 3.2.11. The dimension of the Borel Schur algebra $S^{+}(n, r)$ is $\binom{r+\binom{n+1}{2}-1}{r}$.

Proof. By Definition 3.2.8,

$$
\widehat{c}_{\lambda, \alpha}=\operatorname{dim}_{K} \xi_{\alpha} V_{\lambda} .
$$

Recall that $\xi_{\alpha} V_{\lambda}$ is spanned by the set

$$
\left\{\xi_{i, j} \mid(i, j) \in \Omega^{+}(n, r), \operatorname{wt}(i)=\alpha, \operatorname{wt}(j)=\lambda\right\} .
$$

By Theorem 3.2.9,

$$
\widehat{c}_{\lambda, \alpha}=c_{\lambda, \alpha}
$$

By Definition 3.2.2, $c_{\lambda, \alpha}$ is the number of nonnegative integer lower triangular $n \times n$ matrices whose vector of row sums is $\lambda$ and whose vector of column sums is $\alpha$. Thus the number of elements of the set

$$
\left\{\xi_{i, j} \mid(i, j) \in \Omega^{+}(n, r), \mathrm{wt}(i)=\alpha, \mathrm{wt}(j)=\lambda\right\}
$$

is the number of nonnegative integer lower triangular $n \times n$ matrices whose vector of row sums is $\lambda$ and whose vector of column sums is $\alpha$. Hence the dimension of the Borel Schur algebra $S^{+}(n, r)$ is the number of nonnegative integer lower triangular $n \times n$ matrices whose sum of entries is the sum of $\lambda$, is
equal to $r$. Actually, the number of such nonnegative integer lower triangular $n \times n$ matrices, is the number of nonnegative integer solutions of an equation with $1+2+\ldots+n=\binom{n+1}{2}$ indeterminates,

$$
x_{11}+x_{21}+x_{22}+\ldots+x_{n 1}+\ldots+x_{n n}=r
$$

which is the combination number $\binom{r+\binom{n+1}{2}-1}{r}$.

Let $n=2$. By Theorem 3.2.11, the dimension of $S^{+}(2, r)$ is the combination number $\binom{r+2}{2}$, which has been seen in the example after Definition 1.1.7. Next, we consider a matrix multiplication for the Borel Schur algebra $S^{+}(2, r)$.

Let $M(r)$ denote the set of $2 \times 2$ matrices with nonnegative integer entries summing to $r$. Given $i, j \in \mathbf{I}(2, r)$, we define $m_{u v}$ to be the number of $x \in$ $\{1, \ldots, r\}$ such that $i_{x}=u, j_{x}=v$ for $u, v=1,2$. We then define a function $f: \mathbf{I}(2, r) \times \mathbf{I}(2, r) \rightarrow M(r)$ be sending $(i, j)$ to the matrix with entries $m_{u v}$. Now $f((i, j))=f((k, l))$ if and only if $(i, j) \sim(k, l)$, and so we may index our basis of $S^{+}(2, r)$ by $M(r)$. In fact we let $M(r)$ be a basis for $S^{+}(2, r)$ by identifying $\xi_{i, j}$ with $f((i, j))$. We are now going to obtain the multiplication rule for $S^{+}(2, r)$ in terms of the matrices in $M(r)$; we shall write this as $A \circ B$ to avoid any confusion with ordinary matrix multiplication. In the following, $A$ and $B$ denote matrices.

For $A \in M(r)$, denote by $r_{1}(A), r_{2}(A)$ the first and second row sums of $A$, and by $c_{1}(A), c_{2}(A)$ the first and second column sums of $A$. Now for $A, B \in M(r)$, define $N(A, B)$ to be the set of matrices $C \in M(r)$ with $r_{1}(C)=r_{1}(A)$ and $c_{1}(C)=c_{1}(B)$. In addition, if $c_{1}(A)=r_{1}(B)$, define $R(A, B)$ to be the set of
$2 \times 2$ matrices $D$ with (possibly negative) integer entries such that $r_{u}(D)=a_{u 1}$, $c_{v}(D)=b_{1 v}$ for $u, v=1,2$.

For any $2 \times 2$ matrices $C, D$ with integer coefficients (nonnegative in $C$ ), we now define

$$
\binom{C}{D}=\prod_{u, v=1,2}\binom{c_{u v}}{d_{u v}}
$$

Proposition 3.2.12. ([8], Proposition 2.1) The multiplication rule for the Schur algebra $S(2, r)$ is given in terms of the basis elements $A \in M(r)$ by

$$
A \circ B= \begin{cases}0 & \left(c_{1}(A) \neq r_{1}(B)\right) \\ \sum_{C \in N(A, B)}\left(\sum_{D \in R(A, B)}\binom{C}{D}\right) 1_{K} \cdot C & \left(c_{1}(A)=r_{1}(B)\right)\end{cases}
$$

For the Borel Schur algebra $S^{+}(2, r)$, given $r \geqslant b \geqslant a \geqslant 0$ and $\xi(b, a)$, we have the matrix $M=\left(m_{u v}\right)$ as above. Since $\xi(b, a)=\xi_{1^{b} 2^{r-b}, 1^{1 a} 2^{r-a}}$, we get $M(b, a):=\left(\begin{array}{cc}a & b-a \\ 0 & r-b\end{array}\right)$. Let $M^{+}(r)$ be the subset of $M(r)$ consisting of those upper triangular matrices $M(b, a)$. So $M^{+}(r)$ is a basis for $S^{+}(2, r)$ by identifying $\xi(b, a)$ with $M(b, a)$.

Proposition 3.2.13. The multiplication rule for the Borel Schur algebra $S^{+}(2, r)$ is given in terms of the basis elements $M(b, a) \in M^{+}(r)$ by

$$
M(d, c) \circ M(b, a)=\delta_{b, c}\binom{d-a}{b-a} M(d, a)
$$

Proof. Since $\left(c_{1}(M(d, c))=c\right.$ and $\left.r_{1}(M(b, a))\right)=b$, by Proposition 3.2.12, we have
$M(d, c) \circ M(b, a)= \begin{cases}0 & b \neq c \\ \sum_{C \in N^{+}(M(d, c), M(b, a))}\left(\sum_{D \in R^{+}(M(d, c), M(b, a))}\binom{C}{D}\right) 1 \cdot C \quad b=c\end{cases}$
where $N^{+}(A, B)$ and $R^{+}(A, B)$ are the subsets of $N(A, B)$ and $R(A, B)$ respectively, consisting of those upper triangular matrices with nonnegative integer entries. So if $b \neq c$, we have $M(d, c) \circ M(b, a)=0$.

In the following, we let $b=c$. Suppose that $C=\left(\begin{array}{ll}x & y \\ 0 & r-x-y\end{array}\right)$ is a matrix in $N^{+}(M(d, c), M(b, a))$. We get, $x+y=d, x=a$. So we have $C=$ $\left(\begin{array}{ll}a & d-a \\ 0 & r-d\end{array}\right)=M(d, a)$. Let $D:=\left(\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right)$ be a matrix with nonnegative integer entries in $R^{+}(M(d, c), M(b, a))$. We have

$$
x_{1}+x_{2}=c, y_{1}+y_{2}=0, x_{1}+y_{1}=a .
$$

Since $y_{1}+y_{2}=0$, so $y_{1}=y_{2}=0$. We have $x_{1}=a$ and $x_{2}=c-a=b-a$. We get $D=\left(\begin{array}{ll}a & b-a \\ 0 & 0\end{array}\right)$. Thus

$$
\binom{C}{D}=\binom{a}{a}\binom{d-a}{b-a}\binom{r-d}{0}=\binom{d-a}{b-a}
$$

Hence

$$
M(d, b) \circ M(b, a)=\binom{d-a}{b-a} M(d, a)
$$

## Part IV: $\mathbf{c}_{\lambda, \alpha}$ for some special cases

In this part we do some calculations for $c_{\lambda, \alpha}$ by computing the number of nonnegative integer lower triangular matrices, which will be used in Chapter 5.

Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ be in $\Lambda(n, r)$. Recall that

$$
\lambda(\nu, m)=\left(\lambda_{1}, \ldots, \lambda_{\nu}+m, \lambda_{\nu+1}-m, \ldots \lambda_{n}\right),
$$

where $\nu \in\{1,2, \ldots, n-1\}$ and $0 \leqslant m \leqslant \lambda_{\nu+1}$.
Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}$ be the simple roots of the root system $A_{n-1}$, i.e.,

$$
\alpha_{i}=(0, \ldots, 0,1,-1,0, \ldots, 0)
$$

where $1 \leqslant i \leqslant n-1$.

Proposition 3.2.14. (i) $c_{\lambda, \alpha}=1$ for all $\lambda, \alpha \in \Lambda(2, r)$ with $\lambda \unlhd \alpha$.
(ii) Let $\lambda=\left(a_{1}, a_{2}, a_{3}\right), \alpha=\left(b_{1}, b_{2}, b_{3}\right) \in \Lambda(3, r)$. Assume $\lambda \unlhd \alpha$. Then

$$
c_{\lambda, \alpha}=\min \left\{a_{2}, b_{2}, b_{1}-a_{1}, a_{3}-b_{3}\right\}+1
$$

(iii) Let $u$ and $v$ be two positive integers. Let $\lambda$ and $\alpha$ be in $\Lambda(n, r)$ such that

$$
\alpha-\lambda=u \alpha_{i}+v \alpha_{j}
$$

where $1 \leqslant i, j \leqslant n-1$ and $|i-j| \geqslant 2$. Then

$$
c_{\lambda, \alpha}=1
$$

(iv) Let $\lambda \in \Lambda(n, r)$. For a positive integer $\nu \in\{1,2, \ldots, n-1\}$, let $a, b$ be integers such that $\lambda_{\nu+1} \geqslant b \geqslant a \geqslant 0$. Then

$$
c_{\lambda(\nu, a), \lambda(\nu, b)}=1 .
$$

Proof. By Definition 3.2.2, $c_{\lambda, \alpha}$ is the number of nonnegative integer lower triangular $n \times n$ matrices whose vector of row sums is $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and whose vector of column sums is $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. By Proposition 3.2.5, $c_{\lambda, \alpha} \neq 0$ if and only if $\lambda \unlhd \alpha$. It is easy to check that the compositions $\lambda$ and $\alpha$ in the above (i)-(iv) satisfy the condition $\lambda \unlhd \alpha$, thus we have $c_{\lambda, \alpha}>0$. Hence, there exists at least one matrix satisfying the above conditions in (i)-(iv). Next, we will calculate the number of nonnegative integer lower triangular matrices for the cases (i)-(iv).

To prove (i), let

$$
\left[\begin{array}{ll}
a_{11} & 0 \\
a_{21} & a_{22}
\end{array}\right]
$$

be a nonnegative integer lower triangular $2 \times 2$ matrix whose vector of row sums is $(a, r-a)=\lambda$ and whose vector of column sums is $(b, r-b)=\alpha$. Then we have: $a_{11}=a, a_{21}=b-a$, and $a_{22}=r-b$. Hence $c_{\lambda, \alpha}=1$ in this case.

To prove (ii), let

$$
\left[\begin{array}{lll}
a_{11} & 0 & 0 \\
a_{21} & a_{22} & 0 \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

be a nonnegative integer lower triangular $3 \times 3$ matrix whose vector of row sums is $\left(a_{1}, a_{2}, a_{3}\right)=\lambda$ and whose vector of column sums is $\left(b_{1}, b_{2}, b_{3}\right)=\alpha$.

We have

$$
\begin{aligned}
& a_{21}=a_{2}-a_{22} \\
& a_{31}=a_{3}-b_{3}-b_{2}+a_{22}=b_{1}-a_{1}-a_{2}+a_{22} \\
& a_{32}=b_{2}-a_{22}
\end{aligned}
$$

So:

$$
d=: \max \left\{0, b_{2}+b_{3}-a_{3}\right\} \leqslant a_{22} \leqslant \min \left\{a_{2}, b_{2}\right\} .
$$

Hence

$$
0 \leqslant a_{22}-d \leqslant \min \left\{a_{2}, b_{2}\right\}-d=\min \left\{a_{2}, b_{2}, b_{1}-a_{1}, a_{3}-b_{3}\right\}
$$

Thus the number of nonnegative integer lower triangular matrices is the number of $a_{22}$ satisfying the above condition. Hence

$$
c_{\lambda, \alpha}=\min \left\{a_{2}, b_{2}, b_{1}-a_{1}, a_{3}-b_{3}\right\}+1
$$

To prove (iii). Since

$$
\alpha-\lambda=u \alpha_{i}+v \alpha_{j},
$$

then we have $\lambda \unlhd \alpha$. Let $\left(a_{\mu, \nu}\right)_{n \times n}$ be a nonnegative integer lower triangular $n \times n$ matrix whose vector of row sums is $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ and whose
vector of column sums is $\alpha$. Since $1 \leqslant i, j \leqslant n-1$ and $|j-i| \geqslant 2$, we can rewrite $\alpha$ as (assume that $i<j$ ):

$$
\begin{aligned}
\alpha= & \lambda+u \alpha_{i}+v \alpha_{j} \\
= & \left(\lambda_{1}, \ldots, \lambda_{i-1}, \lambda_{i}+u, \lambda_{i+1}-u, \lambda_{i+2}, \ldots, \lambda_{j-1},\right. \\
& \left.\lambda_{j}+v, \lambda_{j+1}-v, \lambda_{j+2}, \ldots, \lambda_{n}\right) .
\end{aligned}
$$

By the row sums and column sums of $\left(a_{\mu, \nu}\right)_{n \times n}$, we can calculate that

$$
\begin{aligned}
& a_{11}=\lambda_{1}, \\
& a_{21}=0, a_{22}=\lambda_{2}, \\
& \ldots, \\
& a_{i-1,1}=0, \ldots, a_{i-1, i-2}=0, a_{i-1, i-1}=\lambda_{i-1} \\
& a_{i, 1}=0, \ldots, a_{i, i-2}=0, a_{i, i-1}=0, a_{i, i}=\lambda_{i} \\
& a_{i+1,1}=0, \ldots, a_{i+1, i}=u, a_{i+1, i+1}=\lambda_{i+1}-u \\
& \ldots, \\
& a_{j-1,1}=0, \ldots, a_{j-1, j-2}=0, a_{j-1, j-1}=\lambda_{j-1} \\
& a_{j, 1}=0, \ldots, a_{j, j-2}=0, a_{j, j-1}=0, a_{j, j}=\lambda_{j} \\
& a_{j+1,1}=0, \ldots, a_{j+1, j}=v, a_{j+1, j+1}=\lambda_{j+1}-v, \\
& \ldots, \\
& a_{n, 1}=0, \ldots, a_{n, n-1}=0, a_{n, n}=\lambda_{n}
\end{aligned}
$$

Hence there is only one matrix $\left(a_{\mu, \nu}\right)_{n \times n}$ satisfying the condition, that is, $c_{\lambda, \alpha}=1$.

To prove (iv). Since

$$
\lambda(\nu, b)-\lambda(\nu, a)=(b-a) \alpha_{\nu}
$$

we have $\lambda(\nu, a) \unlhd \lambda(\nu, b)$. Thus $c_{\lambda(\nu, a), \lambda(\nu, b)} \geqslant 1$. Let $\left(a_{i j}\right)_{n \times n}$ be a nonnegative integer lower triangular $n \times n$ matrix, whose vector of row sums is

$$
\lambda(\nu, a)=\left(\lambda_{1}, \ldots, \lambda_{\nu}+a, \lambda_{\nu+1}-a, \ldots, \lambda_{n}\right),
$$

and whose vector of column sums is

$$
\lambda(\nu, b)=\left(\lambda_{1}, \ldots, \lambda_{\nu}+b, \lambda_{\nu+1}-b, \ldots, \lambda_{n}\right)
$$

Then we can calculate each row and the corresponding column of $\left(a_{i j}\right)_{n \times n}$ :
Row 1: $a_{11}=\lambda_{1}$;

Column 1: $a_{11}+\ldots+a_{n 1}=\lambda_{1}$, so $a_{21}=\ldots=a_{n 1}=0$;
Row 2: $a_{22}=\lambda_{2}$;
Column 2: $a_{22}+\ldots+a_{n 2}=\lambda_{2}$, so $a_{32}=\ldots=a_{n 2}=0$;

Row $\nu: a_{\nu \nu}=\lambda_{\nu}+a$;
Column $\nu: a_{\nu \nu}+\ldots+a_{n \nu}=\lambda_{\nu}+b$, so

$$
\begin{equation*}
a_{\nu+1, \nu}+\ldots+a_{n, \nu}=b-a \tag{3.2.1}
\end{equation*}
$$

Row $\nu+1$ :

$$
\begin{equation*}
a_{\nu+1, \nu}+a_{\nu+1, \nu+1}=\lambda_{\nu+1}-a ; \tag{3.2.2}
\end{equation*}
$$

Column $\nu+1$ :

$$
\begin{equation*}
a_{\nu+1, \nu+1}+\ldots+a_{n, \nu+1}=\lambda_{\nu+1}-b \tag{3.2.3}
\end{equation*}
$$

We then consider (3.2.1)+(3.2.3)-(3.2.2):

$$
\begin{equation*}
a_{\nu+2, \nu}+\ldots+a_{n, \nu}+a_{\nu+2, \nu+1}+\ldots+a_{n, \nu+1}=0 \tag{3.2.4}
\end{equation*}
$$

Since all entries $a_{i j}$ are nonnegative integers, this implies

$$
a_{\nu+2, \nu}=\ldots=a_{n, \nu}=0=a_{\nu+2, \nu+1}=\ldots=a_{n, \nu+1}
$$

Now from equations (3.2.1), (3.2.2), and (3.2.3), we get

$$
a_{\nu+1, \nu}=b-a, \quad a_{\nu+1, \nu+1}=\lambda_{\nu+1}-b .
$$

Continuing the above process, we have:

$$
\begin{aligned}
& a_{\nu+2, \nu+2}=\lambda_{\nu+2} ; \\
& a_{\nu+3, \nu+2}=\ldots=a_{n, \nu+2}=0 \\
& \ldots \\
& a_{n, 1}=\ldots=a_{n, n-1}=0, \quad a_{n, n}=\lambda_{n}
\end{aligned}
$$

Thus there is only one such a matrix $\left(a_{i j}\right)_{n \times n}$, hence $c_{\lambda(\nu, a), \lambda(\nu, b)}=1$.

Proposition 3.2.15. Let $A=S^{+}(3, r)$ and let $\alpha_{1}$ and $\alpha_{2}$ be simple roots of type $A_{2}$. Let $\lambda=\left(a_{1}, a_{2}, a_{3}\right)$ and $\alpha$ be in $\Lambda(3, r)$ such that

$$
\alpha=\lambda+m \alpha_{1}+n \alpha_{2}
$$

where $m$ and $n$ are nonnegative integers. We assume that $a_{2} \geqslant m$. Let $H$ be the vector space

$$
H:=\operatorname{Hom}_{A}\left(A \xi_{\alpha}, A \xi_{\lambda}\right)
$$

Let $d=\min \{m, n\}$. Then the dimension of $H$ is $(d+1) . H \simeq \xi_{\alpha} A \xi_{\lambda}$ is spanned by

$$
\left\{X_{t} \mid X_{t}=\xi_{i, t} \underline{3}^{\lambda}, \quad i_{t}=1^{a_{1}+m-t} 2^{a_{2}+n-m} 1^{t} 3^{a_{3}-n}, t=0,1, \ldots, d\right\}
$$

Moreover, $X_{t}=\xi_{3^{\alpha}, q_{t}}$, where $q_{t}=1^{a_{1}} 3^{t} 2^{a_{2}} 3^{a_{3}-t}$ and $0 \leqslant t \leqslant d$.

Proof. Note that $a_{2} \geqslant m$. By Proposition 3.2.14 (ii), the dimension of $H$ is the Cartan invariant $\widehat{c}_{\alpha^{00}, \alpha^{n m}}$ :

$$
\operatorname{dim} H=\min \left\{m, a_{2}, a_{2}-m+n, n\right\}+1=\min \{m, n\}+1=d+1
$$

By Lemma 1.3.5, $H \simeq \xi_{\alpha} A \xi_{\lambda}$ as $K$-vector spaces. If $\xi_{i, j}$ is an element of $\xi_{\alpha} A \xi_{\lambda}$. Then $i \leqslant j$ and the weights of $i$ and $j$ are

$$
w t(i)=\alpha, w t(j)=\lambda
$$

Let $j=\underline{3}^{\lambda}$. Since $i \leqslant j$ and $i \sim \underline{3}^{\alpha}$, so it is easy to check that the above set $\left\{X_{t} \mid t=0,1, \ldots, d\right\}$ form a basis of $H$.

Next we prove that $\xi_{i t, \underline{3}^{\lambda}}=\xi_{\underline{3}^{\alpha}, q_{t}}$. We need to prove the multi-indices $\left(i_{t}, \underline{3}^{\lambda}\right) \sim$ $\left(\underline{3}^{\alpha}, q_{t}\right)$, that is

$$
\left(1^{a_{1}+m-t} 2^{a_{2}+n-m} 1^{t} 3^{a_{3}-n}, 1^{a_{1}} 2^{a_{2}} 3^{a_{3}}\right) \sim\left(1^{a_{1}+m} 2^{a_{2}+n-m} 3^{a_{3}-n}, 1^{a_{1}} 3^{t} 2^{a_{2}} 3^{a_{3}-t}\right) .
$$

We consider the number of the pair $(1,3)$ on both sides. Then the numbers of $(1,3)$ on both sides are both $t$. So the above relation for the multi-indices holds.

We will use Proposition 3.2.15 in Sections 5.3, 5.4 and 5.5.

Finally, we give a second proof for Lemma 2.1.2:
Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Lambda(n, r)$. Let $t \in\{1,2, \ldots, n-1\}$ and let $l$ and $m$ be nonnegative integers such that $l \leqslant m \leqslant \lambda_{t+1}$. We have

$$
\xi_{\lambda(t, m), \lambda(t, l)} \xi_{\lambda(t, l), \lambda}=\binom{m}{l} \xi_{\lambda(t, m), \lambda}
$$

Second Proof of Lemma 2.1.2: By Proposition 3.2.14 (iv), $c_{\lambda, \lambda(t, m)}=1$. So $\xi_{\lambda(t, m)} S^{+}(n, r) \xi_{\lambda}$ is one-dimensional and spanned by $\xi_{\lambda(t, m), \lambda}$.

We let

$$
\begin{aligned}
i & =\underline{n}^{\lambda(t, m)}=1^{\lambda_{1}} \ldots t^{\lambda_{t}+m}(t+1)^{\lambda_{t+1}-m} \ldots n^{\lambda_{n}}, \\
j & =\underline{n}^{\lambda(t, l)}=1^{\lambda_{1}} \ldots t^{\lambda_{t}+l}(t+1)^{\lambda_{t+1}-l} \ldots n^{\lambda_{n}}, \\
l & =\underline{n}^{\lambda}=1^{\lambda_{1}} \ldots t^{\lambda_{t}}(t+1)^{\lambda_{t+1}} \ldots n^{\lambda_{n}} .
\end{aligned}
$$

By Theorem 1.1.4,

$$
\begin{equation*}
\xi_{i, j} \xi_{j, l}=\left[P_{i, l}: P_{i, j, l}\right] \xi_{i, l} \tag{3.2.5}
\end{equation*}
$$

where $\left[P_{i, l}: P_{i, j, l}\right]$ can be computed from the formula

$$
\left[P_{i, l}: P_{i, j, l}\right]=\prod_{a, b \in \underline{n}} \frac{r_{a, b}!}{r_{a, 1, b}!\cdots r_{a, n, b}!},
$$

where, for all $a, d, b \in \underline{n}, r_{a, b}=\left|R_{a, b}(i, l)\right|$ and $r_{a, d, b}=\left|R_{a, d, b}(i, j, l)\right|$.

Now we calculate $r_{a, b}$ and $r_{a, d, b}$, where

$$
r_{a, b}=\left|R_{a, b}(i, l)\right|=\left|\left\{\rho \in \underline{r} \mid i_{\rho}=a, l_{\rho}=b\right\}\right| .
$$

We have

$$
\begin{aligned}
& r_{a, a}=\lambda_{a}, \quad a \neq t, t+1, \\
& r_{t, t}=\lambda_{t}, \quad r_{t, t+1}=m, \quad r_{t+1, t+1}=\lambda_{t+1}-m, \\
& r_{a, b}=0, \text { otherwise. }
\end{aligned}
$$

and

$$
\begin{aligned}
& r_{a, a, a}=\lambda_{a}, \quad a \neq t, t+1, \\
& r_{t, t, t}=\lambda_{t}, \quad r_{t, t, t+1}=l, \quad r_{t, t+1, t+1}=m-l, \quad r_{t+1, t+1, t+1}=\lambda_{t+1}-m, \\
& r_{a, d, b}=0, \text { otherwise. }
\end{aligned}
$$

Hence

$$
\left[P_{i, l}: P_{i, j, l}\right]=\frac{m!}{l!(m-l)!}=\binom{m}{l}
$$

### 3.3 Properties of Embeddings

In this section, by calculating the radical and radical square, we show that the embedding $\varphi_{t}^{\alpha}: S^{+}(2, r) \rightarrow S^{+}(n, r+s)$ embeds the quiver of $S^{+}(2, r)$ into the quiver of $S^{+}(n, r+s)$.

Throughout this section, let $A=\varphi_{t}^{\alpha}\left(S^{+}(2, r)\right)$ and $B=S^{+}(n, r+s)$. Since $\varphi_{t}^{\alpha}$ is an embedding where $t \in \underline{n-1}$ and $\alpha \in \Lambda(n, s), A$ is a subalgebra of $B$. First, let us discuss the relationship of radical and radical square with the algebras $A$ and $B$.

## Proposition 3.3.1.

$\operatorname{rad} A=A \cap \operatorname{rad} B$.

Proof. Since $\operatorname{rad} A$ is the largest nilpotent ideal of $A$, and $A \cap \operatorname{rad} B$ is nilpotent in $A$, then $A \cap \operatorname{rad} B \subseteq \operatorname{rad} A$. On the other hand, by Proposition 1.2.3, $\operatorname{rad} A \subset \operatorname{rad} B$. Thus $\operatorname{rad} A \subseteq A \cap \operatorname{rad} B$.

Recall that $S^{+}(2, r)$ has a basis $\{\xi(b, a) \mid 0 \leqslant a \leqslant b \leqslant r\}$.

Proposition 3.3.2. Let $\xi \in S^{+}(2, r)$. Write $\xi$ as a linear combination of basis elements, $\xi=\sum_{b \geqslant a} k_{b, a} \xi(b, a)$, where $k_{b, a} \in K$ for all $r \geqslant b \geqslant a \geqslant 0$. Then we have $\varphi_{t}^{\alpha}(\xi) \in A \cap(\operatorname{rad} B)^{2}$ if and only if $\varphi_{t}^{\alpha}(\xi(b, a)) \in A \cap(\operatorname{rad} B)^{2}$ for all nonzero $k_{b, a}$.

Proof. (The if part): This is trivial.
(The only if part): By the multiplication rule for the Schur algebra,

$$
\xi(b, b) \xi \xi(a, a)=k_{b, a} \xi(b, a)
$$

If $k_{b, a} \neq 0$, then

$$
\xi(b, a)=k_{b, a}^{-1} \xi(b, b) \xi \xi(a, a)
$$

Since $\varphi_{t}^{\alpha}$ is an algebra homomorphism, we have

$$
\begin{aligned}
\varphi_{t}^{\alpha}(\xi(b, a)) & =\varphi_{t}^{\alpha}\left(k_{b, a}^{-1} \xi(b, b) \xi \xi(a, a)\right) \\
& =k_{b, a}^{-1} \varphi_{t}^{\alpha}(\xi(b, b)) \varphi_{t}^{\alpha}(\xi) \varphi_{t}^{\alpha}(\xi(a, a))
\end{aligned}
$$

Since $\varphi_{t}^{\alpha}(\xi) \in A \cap(\operatorname{rad} B)^{2}$ and $(\operatorname{rad} B)^{2}$ is an ideal of $B$, then $\varphi_{t}^{\alpha}(\xi(b, a)) \in$ $(\operatorname{rad} B)^{2}$, i.e. $\varphi_{t}^{\alpha}(\xi(b, a)) \in A \cap(\operatorname{rad} B)^{2}$.

## Proposition 3.3.3.

$$
(\operatorname{rad} A)^{2}=A \cap(\operatorname{rad} B)^{2}
$$

Proof. By Proposition 3.3.1 $\operatorname{rad} A \subseteq \operatorname{rad} B$, so $(\operatorname{rad} A)^{2} \subseteq(\operatorname{rad} B)^{2}$, thus

$$
(\operatorname{rad} A)^{2} \subseteq A \cap(\operatorname{rad} B)^{2}
$$

We need to prove that

$$
A \cap(\operatorname{rad} B)^{2} \subseteq(\operatorname{rad} A)^{2}
$$

By Proposition 3.3.2 and Proposition 1.2.3, it is enough to prove that for any $0 \leqslant a<b \leqslant r$ and $\varphi_{t}^{\alpha}(\xi(b, a)) \in A \cap(\operatorname{rad} B)^{2}$, then

$$
\varphi_{t}^{\alpha}(\xi(b, a)) \in(\operatorname{rad} A)^{2} .
$$

Since $\varphi_{t}^{\alpha}(\xi(b, a)) \in A \cap(\operatorname{rad} B)^{2}$, so $\varphi_{t}^{\alpha}(\xi(b, a)) \in(\operatorname{rad} B)^{2}$. Let

$$
\varphi_{t}^{\alpha}(\xi(b, a))=\sum_{u} k_{u} f_{u} g_{u}
$$

where $f_{u}$ and $g_{u}$ are in $\operatorname{rad} B$, and $k_{u} \in K$. Using the multiplication rule for Schur algebra, we can assume that $f_{u}=\xi_{i, j}$ and $g_{u}=\xi_{j, l}$.

Let $\alpha=\left(a_{1}, \ldots, a_{n}\right) \in \Lambda(n, s)$, then we can write $\varphi_{t}^{\alpha}(\xi(a, a))$ as:

$$
\varphi_{t}^{\alpha}(\xi(a, a))=\xi_{\alpha^{1}}
$$

where $\alpha^{1}=\left(a_{1}, \ldots, a_{t-1}, a_{t}+a, a_{t+1}+r-a, a_{t+2}, \ldots, a_{n}\right)$.

Similarly, we can write $\varphi_{t}^{\alpha}(\xi(b, b))$ as:

$$
\varphi_{t}^{\alpha}(\xi(b, b))=\xi_{\alpha^{2}},
$$

where $\alpha^{2}=\left(a_{1}, \ldots, a_{t-1}, a_{t}+b, a_{t+1}+r-b, a_{t+2}, \ldots, a_{n}\right)$.

Thus we can rewrite $\varphi_{t}^{\alpha}(\xi(b, a))$ as follows:

$$
\begin{aligned}
\varphi_{t}^{\alpha}(\xi(b, a)) & =\varphi_{t}^{\alpha}(\xi(b, b) \xi(b, a) \xi(a, a)) \\
& =\xi_{\alpha^{2}} \varphi_{t}^{\alpha}(\xi(b, a)) \xi_{\alpha^{1}} \\
& =\sum_{u} \xi_{\alpha^{2}} k_{u} f_{u} g_{u} \xi_{\alpha^{1}} \\
& =\sum_{u} \frac{f_{u} \bar{g}_{u}}{},
\end{aligned}
$$

where

$$
\begin{aligned}
& \bar{f}_{u}=k_{u} \xi_{\alpha^{2}} f_{u} \in \operatorname{rad} B \\
& \bar{g}_{u}=g_{u} \xi_{\alpha^{1}} \in \operatorname{rad} B
\end{aligned}
$$

Fix any $u$ with $\bar{f}_{u} \bar{g}_{u} \neq 0$. We will show that $\bar{f}_{u}, \bar{g}_{u} \in \operatorname{rad} A$, so $\varphi_{t}^{\alpha}(\xi(b, a)) \in$ $(\operatorname{rad} A)^{2}$ as required.

Recall that $f_{u}=\xi_{i, j}$ and $g_{u}=\xi_{j, l}$ for some $i, j, l$. Let the shape of $j$ be $\beta=\left(b_{1}, \ldots, b_{n}\right) \in \Lambda(n, r+s)$, we can rewrite $\bar{f}_{u}$ and $\bar{g}_{u}$ as follows:

$$
\begin{aligned}
& \bar{f}_{u}=\xi_{\alpha^{2}} k_{u} f_{u} \xi_{\beta} \in \xi_{\alpha^{2}} B \xi_{\beta}, \\
& \bar{g}_{u}=\xi_{\beta} g_{u} \xi_{\alpha^{1}} \in \xi_{\beta} B \xi_{\alpha^{1}}
\end{aligned}
$$

By Definition 3.2.8, the Cartan invariant $\widehat{c}_{\beta, \alpha^{2}}$ is the dimension of $\xi_{\alpha^{2}} B \xi_{\beta}$. Here $\bar{f}_{u} \neq 0$, which implies that $\widehat{c}_{\beta, \alpha^{2}} \geqslant 1$. By Theorem 3.2.9, we have $\widehat{c}_{\beta, \alpha^{2}}=c_{\beta, \alpha^{2}}$. By Proposition 3.2.5, $c_{\beta, \alpha^{2}} \geqslant 1$ if and only if $\beta \unlhd \alpha^{2}$. Similarly by $\bar{g}_{u} \neq 0$, we have $\beta \unrhd \alpha^{1}$. Hence

$$
\alpha^{2} \unrhd \beta \unrhd \alpha^{1}
$$

By the definition of the dominance ordering in Definition 1.2.5, we have

$$
a_{1}+\ldots+a_{k} \geqslant b_{1}+\ldots+b_{k} \geqslant a_{1}+\ldots+a_{k}, \quad \text { for all } k \in\{1, \ldots, t-1\}
$$

Thus $b_{k}=a_{k}$, for all $k \in\{1, \ldots, t-1\}$.

Similarly, we have $b_{k}=a_{k}$, for all $k \in\{t+2, \ldots, n\}$. Hence for the $t$-th and $(t+1)$-th entries of $\alpha^{1}, \alpha^{2}$ and $\beta$, we have the following condition:

$$
a_{t}+b \geqslant b_{t}=a_{t}+c \geqslant a_{t}+a, \quad b_{t+1}=a_{t 1}+r-c,
$$

then we have

$$
b \geqslant c \geqslant a
$$

This means that $\xi_{\beta}=\varphi_{t}^{\alpha}(\xi(c, c))$. Since $f_{u}$ and $g_{u}$ are in the radical of $B$, then $\bar{f}_{u}$ and $\bar{g}_{u}$ are in the radical of $B$. Since idempotents are not contained in the radical, we have the condition:

$$
b>c>a
$$

Now $\bar{g}_{u}$ and $\bar{f}_{u}$ are just scalar multiples of $\varphi_{t}^{\alpha}(\xi(c, a))$ and $\varphi_{t}^{\alpha}(\xi(b, c))$, respectively. Thus $\bar{f}_{u}$ and $\bar{g}_{u}$ are in the radical of $A$. Hence $\varphi_{t}^{\alpha}(\xi(b, a)) \in(\operatorname{rad} A)^{2}$.

Let $\lambda \in \Lambda(n, r)$. Recall that

$$
\lambda(\nu, m)=\left(\lambda_{1}, \ldots, \lambda_{\nu}+m, \lambda_{\nu+1}-m, \ldots \lambda_{n}\right)
$$

Theorem 3.3.4. Let $K$ be a field of characteristic $p \geqslant 0$. Let $\lambda \in \Lambda(n, r)$. Let $m$ be a positive integer such that $m \leqslant \lambda_{\nu+1}$ for some $\nu \in\{1,2, \ldots, n-1\}$. Consider the full sub-quiver $\Gamma^{\prime}$ of the quiver $\Gamma$ of $S^{+}(n, r)$, generated by all vertices corresponding to the idempotents $\xi_{\lambda}, \xi_{\lambda(\nu, 1)}, \ldots, \xi_{\lambda(\nu, m)}$. Then $\Gamma^{\prime}$ is the quiver of $S^{+}(2, m)$.

Proof. Let $e_{i}=(0, \ldots, 0,1,0, \ldots, 0)$ be a $1 \times n$ vector of whose the $i$-th entry is 1 and the other ones are 0 . We let $\alpha=\lambda-m e_{\nu+1}$, where $\nu \in\{1,2, \ldots, n-1\}$ and $1 \leqslant m \leqslant \lambda_{\nu+1}$. Thus we have $\alpha \in \Lambda(n, r-m)$. We consider the embedding $\varphi_{\nu}^{\alpha}: S^{+}(2, m) \rightarrow S^{+}(n, r)$.

For the basis element $\xi(b, a)$ where $m \geqslant b \geqslant a \geqslant 0$, by Definition 3.1.1, we have

$$
\varphi_{\nu}^{\alpha}(\xi(b, a))=\xi_{\alpha(\nu, b), \alpha(\nu, a)},
$$

where

$$
\begin{aligned}
& \alpha(\nu, b)=\left(\lambda_{1}, \ldots, \lambda_{\nu}+b, \lambda_{\nu+1}-m-b, \ldots, \lambda_{n}\right), \\
& \alpha(\nu, a)=\left(\lambda_{1}, \ldots, \lambda_{\nu}+a, \lambda_{\nu+1}-m-a, \ldots, \lambda_{n}\right)
\end{aligned}
$$

and

$$
\xi_{\alpha(\nu, b), \alpha(\nu, a)}=\xi_{\underline{n}^{\alpha}(\nu, b), \underline{n}^{\alpha(\nu, a)}} .
$$

Let $\Gamma^{\prime \prime}$ be the quiver of $S^{+}(2, m)$. Note that $\varphi_{\nu}^{\alpha}$ maps the basis element $\xi(a, a)$ of $S^{+}(2, m)$ where $0 \leqslant a \leqslant m$, to the basis element $\varphi_{\nu}^{\alpha}(\xi(a, a))=\xi_{\alpha(\nu, a)}$. This implies that $\varphi_{\nu}^{\alpha}$ maps the vertex $a$ of $\Gamma^{\prime \prime}$ to the vertex $\alpha(\nu, a)$ of $\Gamma$.

Since $\varphi_{\nu}^{\alpha}$ is an embedding from $S^{+}(2, m)$ to $S^{+}(n, r), S^{+}(2, m)$ is isomorphic to $\varphi_{\nu}^{\alpha}\left(S^{+}(2, m)\right)$. Thus, the radicals of $S^{+}(2, m)$ and $\varphi_{\nu}^{\alpha}\left(S^{+}(2, m)\right)$ are isomorphic.

Let $R_{1}=\operatorname{rad} S^{+}(2, m), R=\operatorname{rad} \varphi_{\nu}^{\alpha}\left(S^{+}(2, m)\right)$ and $R_{2}=\operatorname{rad} S^{+}(n, r)$. Then $R_{1} \simeq R$. By Definition 1.4.2, the number of arrows from $a$ to $b$ in $\Gamma^{\prime \prime}$ is

$$
c(b, a):=\operatorname{dim} \xi(b, b)\left(R_{1} / R_{1}^{2}\right) \xi(a, a),
$$

where $0 \leqslant a<b \leqslant r$, and the number of arrows from $\xi_{\alpha(\nu, a)}$ to $\xi_{\alpha(\nu, b)}$ is

$$
c^{\prime}(b, a):=\operatorname{dim} \xi_{\alpha(\nu, b)}\left(R_{2} / R_{2}^{2}\right) \xi_{\alpha(\nu, a)}
$$

We need to prove that $c(b, a)=c^{\prime}(b, a)$ for all $0 \leqslant a<b \leqslant r$.

Recall that $p$ is the characteristic of $K$. By Theorems 2.2.5 and 2.4.2, $c(b, a)=$ 1 if and only if $[b-a]_{p}=1$ (if $p=0$, we have $[b-a]_{p}=b-a$ ), otherwise $c(b, a)=0$.

Note that $\xi_{\alpha(\nu, b)}\left(R_{2} / R_{2}^{2}\right) \xi_{\alpha(\nu, a)} \simeq\left(\xi_{\alpha(\nu, b)} R_{2} \xi_{\alpha(\nu, a)}\right) /\left(R_{2}^{2} \bigcap \xi_{\alpha(\nu, b)} R_{2} \xi_{\alpha(\nu, a)}\right) . \quad$ By Proposition 1.2.3, $R_{2}$ is spanned by $\left\{\xi_{i j} \mid i<j,(i, j) \in \Omega^{+}(n, r)\right\}$. Then $\xi_{\alpha(\nu, b)} R_{2} \xi_{\alpha(\nu, a)}$, as a vector space, is isomorphic to the vector space spanned by $\left\{\xi_{i j} \mid i \sim \underline{n}^{\alpha(\nu, b)}, j \sim \underline{n}^{\alpha(\nu, a)}\right\}$, which is also isomorphic to $\xi_{\alpha(\nu, b)} S^{+}(n, r) \xi_{\alpha(\nu, a)}$. Then by the definition of the Cartan invariant, $\operatorname{dim} \xi_{\alpha(\nu, b)} R_{2} \xi_{\alpha(\nu, a)}=\operatorname{dim} \xi_{\alpha(\nu, b)} S^{+}(n, r) \xi_{\alpha(\nu, a)}=c_{\alpha(\nu, a), \alpha(\nu, b)} . \quad$ By Proposition 3.2.14 (iv), $c_{\alpha(\nu, a), \alpha(\nu, b)}=1$ if $b \geqslant a$, otherwise it will be 0 . And when $c_{\alpha(\nu, a), \alpha(\nu, b)}=1$, the vector space $\xi_{\alpha(\nu, b)} R_{2} \xi_{\alpha(\nu, a)}$ is spanned by the element $\xi_{\alpha(\nu, b), \alpha(\nu, a)}$. This means $c^{\prime}(b, a)=0$ or 1.

Therefore if $c(b, a)=0$, i.e. $\xi(b, a) \in R_{1}^{2}$, then $\xi_{\alpha(\nu, b), \alpha(\nu, a)} \in R_{2}^{2}$, that is, $c^{\prime}(b, a)=0$.

The remaining case is that $c(b, a)=1$. We will show that $c^{\prime}(b, a) \geqslant c(b, a)$.
Since $c^{\prime}(b, a) \leqslant 1$, we have $c^{\prime}(b, a)=1$.

By Propositions 3.3.1 and 3.3.3, we have

$$
R=\varphi_{\nu}^{\alpha}\left(S^{+}(2, m)\right) \bigcap R_{2}, \quad R^{2}=\varphi_{\nu}^{\alpha}\left(S^{+}(2, m)\right) \bigcap R_{2}{ }^{2}
$$

Thus the induced map $\varphi_{\nu}^{\alpha}: \xi(b, b)\left(R_{1} / R_{1}^{2}\right) \xi(a, a) \rightarrow \xi_{\alpha(\nu, b)}\left(R_{2} / R_{2}^{2}\right) \xi_{\alpha(\nu, a)}$ is well-defined. Actually, we note that

$$
\varphi_{\nu}^{\alpha}\left(\xi\left(b^{\prime}, a^{\prime}\right)+R_{1}^{2}\right)=\varphi_{\nu}^{\alpha}\left(\xi\left(b^{\prime}, a^{\prime}\right)\right)+R_{2}^{2}=\xi_{\alpha\left(\nu, b^{\prime}\right), \alpha\left(\nu, a^{\prime}\right)}+R_{2}^{2},
$$

where $0 \leqslant a^{\prime} \leqslant b^{\prime} \leqslant m$. If the basis element $\xi\left(b^{\prime}, a^{\prime}\right) \in R_{1}^{2}$, we have $\varphi_{\nu}^{\alpha}\left(\xi\left(b^{\prime}, a^{\prime}\right)\right)=\xi_{\alpha\left(\nu, b^{\prime}\right), \alpha\left(\nu, a^{\prime}\right)} \in R^{2}$. Since $R^{2}=\varphi_{\nu}^{\alpha}\left(S^{+}(2, m)\right) \bigcap R_{2}^{2}$ by Proposition 3.3.3, we get $\xi_{\alpha\left(\nu, b^{\prime}\right), \alpha\left(\nu, a^{\prime}\right)} \in R_{2}^{2}$. Hence $\varphi_{\nu}^{\alpha}$ is well-defined.

Moreover, if $0=\xi_{\alpha\left(\nu, b^{\prime}\right), \alpha\left(\nu, a^{\prime}\right)}+R_{2}^{2} \in \xi_{\alpha(\nu, b)}\left(R_{2} / R_{2}^{2}\right) \xi_{\alpha(\nu, a)}$, that is, $\xi_{\alpha\left(\nu, b^{\prime}\right), \alpha\left(\nu, a^{\prime}\right)} \in$ $R_{2}^{2} . \quad$ Since $R^{2}=\varphi_{\nu}^{\alpha}\left(S^{+}(2, m)\right) \bigcap R_{2}^{2}$ and $\xi_{\alpha\left(\nu, b^{\prime}\right), \alpha\left(\nu, a^{\prime}\right)}=\varphi_{\nu}^{\alpha}\left(\xi\left(b^{\prime}, a^{\prime}\right)\right) \in$ $\varphi_{\nu}^{\alpha}\left(S^{+}(2, m)\right.$ ), we have $\xi_{\alpha\left(\nu, b^{\prime}\right), \alpha\left(\nu, a^{\prime}\right)} \in R^{2}$. As we know that $\varphi_{\nu}^{\alpha}$ is an embedding from $S^{+}(2, m)$ to $S^{+}(n, r)$, we have $\xi\left(b^{\prime}, a^{\prime}\right) \in R_{1}^{2}$. That means $\varphi_{\nu}^{\alpha}$ is an embedding from $\xi(b, b)\left(R_{1} / R_{1}^{2}\right) \xi(a, a)$ to $\xi_{\alpha(\nu, b)}\left(R_{2} / R_{2}^{2}\right) \xi_{\alpha(\nu, a)}$. Hence we have $c^{\prime}(b, a) \geqslant c(b, a)$. Therefore $c(b, a)=c^{\prime}(b, a)$.

Hence the quiver $\Gamma^{\prime \prime}$ of $S^{+}(2, m)$ is a full sub-quiver of the quiver $\Gamma$ of $S^{+}(n, r)$.

Recall that we call the relations in Theorem 2.3.1, the $p$-adic relations. Now by Theorem 3.3.4 these $p$-adic relations of $S^{+}(2, m)$ can be embedded in the relations of $S^{+}(n, r)$. We also call the relations of $S^{+}(n, r)$ which are embedded
by the $p$-adic relations of $S^{+}(2, m)$ in Theorem 2.3.1, the $p$-adic relations of $S^{+}(n, r)$.

Let $0 \leqslant a<b \leqslant r$. By the end of Chapter 2 , there is a path $P(b, a)$ from $a$ to b. By our embedding, then there will be a path

$$
P(\lambda(t, b), \lambda(t, a))=\varphi_{t}^{\alpha}(P(b, a))
$$

from $\lambda(t, a)$ to $\lambda(t, b)$ where $\lambda=\alpha+r E_{t+1}$. We call $P(\lambda(t, b), \lambda(t, a))$ the path from $\lambda(t, a)$ to $\lambda(t, b)$.

## Chapter 4

## The quiver of the Borel Schur algebra $S^{+}(n, r)$

Let $K$ be a field of characteristic $p \geqslant 0, A$ the Borel Schur algebra $S^{+}(n, r)$ over $K$, and $\Gamma$ the quiver of $A$. We know that the vertex set of the quiver $\Gamma$ is $\Lambda(n, r)$ (see the end of Section 1.4). Using the results from [16], in Section 4.1 we describe the arrow set of $\Gamma$. In Section 4.2 we list some quivers for $S^{+}(3, r)$.

### 4.1 The quiver of $S^{+}(n, r)$

In this section we describe the quiver $\Gamma$ of $A$.
Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ be in $\Lambda(n, r)$. We know that $\xi_{\lambda}$ is a primitive idempotent of $S^{+}(n, r)$ by Proposition 1.3.6. Let $V_{\lambda}$ be a left ideal

$$
V_{\lambda}:=S^{+}(n, r) \xi_{\lambda}
$$

Recall the multi-index $l=l(\lambda)=1^{\lambda_{1}} \ldots n^{\lambda_{n}}$ and recall that

$$
\lambda(\nu, m)=\left(\lambda_{1}, \ldots, \lambda_{\nu}+m, \lambda_{\nu+1}-m, \ldots \lambda_{n}\right) .
$$

Let $l(\nu, m)=l(\lambda(\nu, m))$. In [16], A. Santana proved the following theorem:

Theorem 4.1.1. [(4.5)Theorem, [16]] The sets
(i) $\left\{\xi_{l(\nu, 1), l} \mid \nu \in\{1,2, \ldots, n-1\}\right\}$, if char $K=0$,
(ii) $\left\{\xi_{l\left(\nu, p^{d \nu}\right), l} \mid \nu \in\{1,2, \ldots, n-1\}, 1 \leqslant p^{d_{\nu}} \leqslant \lambda_{\nu+1}\right\}$, if char $K=p$, are minimal sets of $S^{+}(n, r)$-generators of $\operatorname{rad} V_{\lambda}$.

The following lemma shows that this minimal set of generators of $A$-module $A$ is bijective to a $K$-basis of $(\operatorname{rad} A) /(\operatorname{rad} A)^{2}$ where $A=S^{+}(n, r)$.

Lemma 4.1.2. Let $B$ be an elementary finite dimensional algebra over $K$, and $R=\operatorname{rad} B$. Then any minimal set of generators of $B$-module $R$ is bijective to a minimal set of generators of $B / R$-module $R / R^{2}$, or a $K$-basis of $R / R^{2}$. In particular, let $B=S^{+}(n, r)$. Then the minimal set of generators of $S^{+}(n, r)$ module $R$ is bijective to a $K$-basis of $R / R^{2}$.

Proof. By Theorem 1.4.6(a), a minimal set of generators of $B$-module $R$ is bijective to a minimal set of generators of $B / R$-module $R / R^{2}$. Since $B / R$ is semi-simple, $R / R^{2}$ is completely reducible, i.e., $R / R^{2}$ is a direct sum of simple $B / R$-modules. Since $B$ is elementary, i.e., $B / R$ is a product of copies of $K$, the minimal set of generators of $B / R$-module $R / R^{2}$ is a $K$-basis of $R / R^{2}$.

In particular, let $B=S^{+}(n, r)$. By Theorem 1.3.8, the Borel Schur algebra $S^{+}(n, r)$ is elementary over $K$. Hence the the minimal set of generators of $S^{+}(n, r)$-module $R$ is bijective to a $K$-basis of $R / R^{2}$.

We now are ready to describe the quiver $\Gamma$ of the Borel Schur algebra $S^{+}(n, r)$. The following two theorems give the description for the quiver $\Gamma$ of $S^{+}(n, r)$.

Theorem 4.1.3. Let char $K=p>0$, and let $\lambda, \mu \in \Lambda(n, r)$ be two vertices of the quiver of $S^{+}(n, r)$ over $K$. Then the number of arrows from $\lambda$ to $\mu$ is at most one. Moreover, there is an arrow from $\lambda$ to $\mu$ if and only if $\mu=\lambda(\nu, m)$, where the integers $\nu$ and $m$ satisfy the conditions: $1 \leqslant \nu \leqslant n-1,1 \leqslant m \leqslant \lambda_{v+1}$ and $m=p^{t}$ for some nonnegative integer $t$.

Proof. Let $R$ be the radical of $S^{+}(n, r)$. By Definition 1.4.2, the number of arrows from $\lambda$ to $\mu$ in the quiver $\Gamma$ of $S^{+}(n, r)$ is the dimension of $\xi_{\mu}\left(R / R^{2}\right) \xi_{\lambda}$. By Lemma 4.1.2 and Theorem 4.1.1, $R / R^{2}$ has a basis

$$
\Delta:=\left\{\xi_{l\left(\nu, p^{\left.d_{\nu}\right), l}\right.} \mid \lambda \in \Lambda(n, r), \nu \in\{1,2, \ldots, n-1\}, 1 \leqslant p^{d_{\nu}} \leqslant \lambda_{\nu+1}\right\} .
$$

We now need to calculate the dimension of

$$
\xi_{\mu}\left(R / R^{2}\right) \xi_{\lambda} \cong \xi_{\mu}\left(\bigoplus_{\xi_{l\left(\nu, p^{d \nu}\right), t} \in \Delta} K \cdot \xi_{l\left(\nu, p^{d \nu}\right), l}\right) \xi_{\lambda}=: H(\lambda, \mu)
$$

We denote the above vector space as $H(\lambda, \mu)$. Let $c(\lambda, \mu)=\operatorname{dim} H(\lambda, \mu)$. So we only need to prove that $c(\lambda, \mu)=1$ if and only if $\mu=\lambda\left(\nu, p^{d_{\nu}}\right)$ for some nonnegative integers $1 \leqslant \nu \leqslant n-1$ and $d_{\nu}$; otherwise $c(\lambda, \mu)=0$.

First we assume that $\mu=\lambda\left(\nu, p^{d_{\nu}}\right)$ for some nonnegative integers $1 \leqslant \nu \leqslant n-1$ and $d_{\nu}$. We will prove that $c(\lambda, \mu)=1$ in this case. Let $l=l(\lambda)$. Then $\xi_{\mu, \lambda}=\xi_{l\left(\nu, p^{d \nu}\right), l} \in \Delta$. Thus we have $\xi_{\mu, \lambda} \in H(\lambda, \mu)$, so

$$
K \cdot \xi_{\mu, \lambda} \subseteq H(\lambda, \mu)
$$

By Definition 3.2.8, the Cartan invariant $c_{\lambda, \mu}$ is the dimension of $\xi_{\mu} S^{+}(n, r) \xi_{\lambda}$. By Proposition 3.2.14 (iv), $c_{\lambda, \mu}=c_{\lambda, \lambda\left(\nu, p^{d \nu}\right)}=1$. Thus we have that $\xi_{\mu} S^{+}(n, r) \xi_{\lambda}$ is one-dimensional, spanned by $\xi_{\mu, \lambda}$, that is,

$$
\xi_{\mu} S^{+}(n, r) \xi_{\lambda}=K \cdot \xi_{\mu, \lambda}
$$

By the definition of $H(\lambda, \mu)$, we know that

$$
H(\lambda, \mu) \subseteq \xi_{\mu} S^{+}(n, r) \xi_{\lambda}
$$

Hence $H(\lambda, \mu)$ satisfies the following condition:

$$
K \cdot \xi_{\mu, \lambda} \subseteq H(\lambda, \mu) \subseteq \xi_{\mu} S^{+}(n, r) \xi_{\lambda}=K \cdot \xi_{\mu, \lambda}
$$

Therefore, $H(\lambda, \mu)=K \cdot \xi_{\mu, \lambda}$. Thus we have $c(\lambda, \mu)=\operatorname{dim} H(\lambda, \mu)=1$.

Next, we suppose $c(\lambda, \mu) \neq 0$. We want to show that $c(\lambda, \mu)=1$. Let $h$ be a non-zero element in $H(\lambda, \mu)$. Note that the set $\Delta$ spans the vector space $H$. We can write $h$ as a linear combination of the elements in $\Delta$ :

$$
h=\sum_{\xi \in \Delta} a_{\xi} \xi,
$$

where $a_{\xi} \in K$. Since $h \neq 0$, there exists some $a_{\xi} \neq 0$ for some $\xi \in \Delta$. Note that $h=\xi_{\mu} h \xi_{\lambda}$ since $h \in H(\lambda, \mu)$. We know that $\xi_{\mu} \eta \xi_{\lambda}=\eta$ or 0 for all $\eta \in \Delta$. Since $\xi$ occurs in the sum of $h$ and $\xi \in \Delta$, we have

$$
\xi=\xi_{\mu} \xi \xi_{\lambda}
$$

Let $\xi=\xi_{\alpha\left(\nu, p^{d \nu}\right), \alpha}$ for some $\alpha \in \Lambda(n, r)$ and nonnegative integers $1 \leqslant \nu \leqslant n-1$ and $d_{\nu}$. Since $\xi=\xi_{\mu} \xi \xi_{\lambda}$, by the multiplication rule for the Schur algebra $S(n, r)$, we have

$$
\underline{n}^{\lambda} \sim \underline{n}^{\alpha}, \quad \underline{n}^{\alpha\left(\nu, p^{d \nu}\right)} \sim \underline{n}^{\mu} .
$$

Thus $\alpha=\lambda$ and $\mu=\alpha\left(\nu, p^{d_{\nu}}\right)$. Hence $\mu=\lambda\left(\nu, p^{d_{\nu}}\right)$. For such $\lambda$ and $\mu$, we have proved that $H(\lambda, \mu)=K \cdot \xi_{\mu, \lambda}$. Therefore $c(\lambda, \mu)=1$.

Similarly, by Theorem 4.1.1, we can get the quiver of $S^{+}(n, r)$ over a field $K$ of characteristic 0 .

Theorem 4.1.4. Let char $K=0$, and let $\lambda, \mu \in \Lambda(n, r)$ be two vertices of the quiver of $S^{+}(n, r)$ over $K$. Then the number of arrows from $\lambda$ to $\mu$ is at most one. Moreover, there is an arrow from $\lambda$ to $\mu$ if and only if $\mu=\lambda(\nu, 1)$, where the integers $\nu$ satisfy the condition: $1 \leqslant \nu \leqslant n-1$.

By Theorems 4.1.3 and 4.1.4, there is precisely one arrow from $\lambda$ to $\mu$ if and only if $\mu=\lambda(\nu, m)$, where the integers $\nu$ and $m$ satisfy the conditions: $1 \leqslant \nu \leqslant n-1,1 \leqslant m \leqslant \lambda_{v+1}$ and $m=p^{t}$ for some nonnegative integer $t$. (When the characteristic of $K$ is 0 , we let $m=1$ ). We label this arrow as $\xi_{\mu, \lambda}$, where $\xi_{\mu, \lambda}$ sometimes denote an arrow in the quiver of $S^{+}(n, r)$ instead of an element of $S^{+}(n, r)$.

Definition 4.1.5. Let $\lambda$ and $\mu$ be two compositions of $r$ with at most $n$ parts. Let $\lambda$ and $\mu$ satisfy the conditions in Theorems 4.1 .3 or 4.1.4, i.e.,

$$
\mu-\lambda=p^{t} \alpha_{\nu},
$$

for some $1 \leqslant \nu \leqslant n-1$ and $t \geqslant 0\left(p^{t}=1\right.$ if $\left.p=0\right)$. Then there is precisely one arrow from $\lambda$ to $\mu$ in the quiver of $S^{+}(n, r)$, labeled by $\xi_{\mu, \lambda}$. We say that this arrow belongs to the simple root $\alpha_{\nu}$, and has length $p^{t}$.

Hence all arrows in the quiver of $S^{+}(n, r)$ over $K$ of characteristic 0 , have length 1.

By Definition 4.1.5, every arrow in the quiver $\Gamma$ of $S^{+}(n, r)$ belongs to certain simple root of type $A_{n-1}: \alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}$.

Furthermore, by Definition 3.1.1 and Definition 4.1.5, it is easy to check that the embedding $\varphi_{t}^{\alpha}$ has the following property.

Proposition 4.1.6. Let $s \leqslant r$ be a positive integer and $\xi(b, a)$ a label for an arrow in the quiver of $S^{+}(2, s)$ over a field $K$ of characteristic $p$, that is, $b-a=p^{u}$ for some $u \geqslant 0$. Let $\varphi_{t}^{\alpha}$ be an embedding as in Definition 3.1.1, from $S^{+}(2, s)$ to $S^{+}(n, r)$ over $K$, where $1 \leqslant t \leqslant n-1$ and $\alpha \in \Lambda(n, r-s)$. Then the arrow labeled by the element $\varphi_{t}^{\alpha}(\xi(b, a))$ belongs to the simple root $\alpha_{t}$ and has the length $p^{u}$.

### 4.2 The quiver of $S^{+}(3, r)$

In this section we list some quivers of $S^{+}(3, r)$ over a field $K$ of characteristic $p$. For simplicity, we denote a composition $(a, b, c)$ by $a b c$, for example 010 denotes the composition $(0,1,0)$.

The quiver of $S^{+}(3,1)$ for any $p$ :


The quiver of $S^{+}(3,2)$ for $p=0$ :


The quiver of $S^{+}(3,2)$ for $p=2$ :


The quiver of $S^{+}(3,3)$ for $p=2$ :


The quiver of $S^{+}(3,3)$ for $p=3$ :


## Chapter 5

## Special types of relations for the quiver of $S^{+}(n, r)$

In the previous chapter we described the quiver $\Gamma$ of the Borel Schur algebra $S^{+}(n, r)$ over a field $K$ (Theorems 4.1.3 and 4.1.4). We now consider the relations of the quiver $\Gamma$. Recall that there is a surjective homomorphism $\tilde{f}$ : $K \Gamma \rightarrow S^{+}(n, r)$ where $\tilde{f}$ maps the labels of the paths in the path algebra $K \Gamma$ to the basis elements in the Borel Schur algebra $S^{+}(n, r)$ by Definition 4.1.5, and the relations of the quiver $\Gamma$ is the kernel of $\tilde{f}$.

We describe all relations in the case of characteristic 0 (Section 5.6) and we provide some relations in the case of positive characteristic for some special subgraphs of the quiver $\Gamma$.

In Section 5.1 the subgraph in $\Gamma$ is a rectangle, which we call a diamond. We obtain a relation in which the arrows belong to the simple roots $\alpha_{i}$ and $\alpha_{j}$ with $|i-j| \geqslant 2$.

In Section 5.2 we describe the relations for $S^{+}(3, r)$ for the paths from $(0,0, r)$ to $(r, 0,0)$ in $\Gamma$.

In Section 5.3 we consider the $n \times m$ and $m \times n$ rectangles in $\Gamma$ of $S^{+}(3, r)$.
We obtain a formula for a special path in these rectangles in Theorems 5.3.5 and 5.3.10.

In Section 5.4 we consider the $1 \times m$ and $m \times 1$ rectangles in $\Gamma$. Using the formula for the corresponding paths in Section 5.3, we describe the relations for these rectangles in Theorems 5.4.5 and 5.4.12. In this case, we obtain all relations (see Theorems 5.4.7 and 5.4.12).

In Section 5.5 we get the relations for the $n \times m$ rectangle in $\Gamma$ of $S^{+}(3, r)$ in zero characteristic, in terms of the words of $R$ 's and $D$ 's.

In Section 5.6 we use the results from [6], to describe all relations in $\Gamma$ of $S^{+}(n, r)$ over a field of characteristic 0.

Our approach is as follows. We consider some special subgraphs in the quiver $\Gamma$ of $S^{+}(n, r)$ over a field $K$. We obtained already some relations (which we call $p$-adic) for the quiver $\Gamma$ in Theorems 3.3.4 and 2.3.1. We will study the relations modulo these known $p$-adic relations. Our method is to calculate the dimension of the vector space spanned by the paths from one vertex $\lambda$ to another vertex $\mu$ in the subgraph in the path algebra $K \Gamma$, the dimension of the corresponding Hom space $\operatorname{Hom}_{A}\left(A \xi_{\mu}, A \xi_{\lambda}\right)$ with $A=S^{+}(n, r)$ which is the Cartan invariant $\widehat{c}_{\lambda, \mu}$ by Definition 3.2.8, and the dimension of the quotient of $K \Gamma$ modulo the known relations. We then consider the relationship between these dimensions to check whether we found all the relations.

### 5.1 The diamond relation

Let $n \geqslant 4$. Let $D$ be the following subgraph of the quiver $\Gamma$ of $S^{+}(n, r)$ over $K$, (we also call $D$ a diamond),

where $\alpha, \alpha^{1}, \beta$, and $\beta^{1}$ are compositions in $\Lambda(n, r)$; the integer $p$ is the characteristic of the field $K ; \alpha_{i}$ and $\alpha_{j}$ are two simple roots of type $A_{n-1}$ such that $1 \leqslant i, j \leqslant n-1$ and $|i-j| \geqslant 2 ; a, b$ are nonnegative integers, satisfying the following conditions:

$$
\begin{aligned}
& \alpha^{1}=\alpha+p^{a} \alpha_{i} \\
& \beta^{1}=\alpha+p^{b} \alpha_{j} \\
& \beta=\alpha+p^{a} \alpha_{i}+p^{b} \alpha_{j}
\end{aligned}
$$

where $p^{a}=p^{b}=1$ if $p=0$.

Proposition 5.1.1. Let $n \geqslant 4$. Let $D$ be the above subgraph in the quiver $\Gamma$ satisfying the above conditions. Then for the $\tilde{f}$-images of the paths $\xi_{\beta, \alpha^{1}} \xi_{\alpha^{1}, \alpha}$ and $\xi_{\beta, \beta^{1}} \xi_{\beta^{1}, \alpha}$ in the path algebra $K \Gamma$, we have

$$
\begin{equation*}
\xi_{\beta, \alpha^{1}} \xi_{\alpha^{1}, \alpha}=\xi_{\beta, \beta^{1}} \xi_{\beta^{1}, \alpha} \tag{5.1.1}
\end{equation*}
$$

in the algebra $S^{+}(n, r)$. Hence we have a relation

$$
\xi_{\beta, \alpha^{1}} \xi_{\alpha^{1}, \alpha}-\xi_{\beta, \beta^{1}} \xi_{\beta^{1}, \alpha},
$$

for the quiver $\Gamma$ of $S^{+}(n, r)$.

Proof. Let $A=S^{+}(n, r)$. By Proposition 3.2.14 (iii), the Cartan invariant $c_{\alpha, \beta}=1$. By Definition 3.2.8, $c_{\alpha, \beta}$ is the dimension of $H(\alpha, \beta):=$ $\operatorname{Hom}_{A}\left(A \xi_{\beta}, A \xi_{\alpha}\right)$. Since $\xi_{\beta, \alpha}$ is an element of $H(\alpha, \beta)$, we have $H(\alpha, \beta)=$ $K \xi_{\beta, \alpha}$. By the multiplication for the Schur algebra in Definition 1.1.1, the LHS and RHS of Equation (5.1.1) are both scalar multiples of $\xi_{\beta, \alpha}$.

By the multiplication formula for Schur algebras in Definition 1.1.1

$$
L H S=\xi_{\beta, \alpha^{1}} \xi_{\alpha^{1}, \alpha}=Z \xi_{\beta, \alpha}
$$

where $Z$ is the number of multi-indices $s$ of $\mathrm{I}(n, r)$ satisfying the condition:

$$
\begin{equation*}
\left(\underline{n}^{\beta}, \underline{n}^{\alpha^{1}}\right) \sim\left(\underline{n}^{\beta}, s\right), \quad\left(\underline{n}^{\alpha^{1}}, \underline{n}^{\alpha}\right) \sim\left(s, \underline{n}^{\alpha}\right) \tag{5.1.2}
\end{equation*}
$$

Since $|i-j| \geqslant 2$, by the definition of the relation $\sim$, we can assume that $i=1$ and $j=3$. Let $\alpha=\left(a_{1}, \ldots, a_{n}\right)$ be a composition of $r$ with at most $n$ parts. Then

$$
\begin{aligned}
& \alpha^{1}=\alpha+p^{a} \alpha_{1}=\left(a_{1}+p^{a}, a_{2}-p^{a}, a_{3}, \ldots, a_{n}\right) \\
& \beta=\alpha+p^{a} \alpha_{1}+p^{b} \alpha_{3}=\left(a_{1}+p^{a}, a_{2}-p^{a}, a_{3}+p^{b}, a_{4}-p^{b}, a_{5}, \ldots, a_{n}\right)
\end{aligned}
$$

By the definition of the relation $\sim$ in Section 1.1, and by the second relation in Equation 5.1.2, the only difference between $s$ and $\underline{n}^{\alpha}$ is in the first ( $a_{1}+a_{2}$ ) places. By the first relation in Equation 5.1.2, the first ( $a_{1}+a_{2}$ ) places of $\underline{n}^{\beta}$ and $s$ are the same. Thus $s$ must be the multi-index $\underline{n}^{\alpha^{1}}$, so $Z=1$. Hence

$$
L H S=\xi_{\beta, \alpha^{1}} \xi_{\alpha^{1}, \alpha}=\xi_{\beta, \alpha} .
$$

Similarly, we can calculate that

$$
R H S=\xi_{\beta, \beta^{1}} \xi_{\beta^{1}, \alpha}=\xi_{\beta, \alpha} .
$$

Hence we have

$$
\xi_{\beta, \alpha^{1}} \xi_{\alpha^{1}, \alpha}=\xi_{\beta, \beta^{1}} \xi_{\beta^{1}, \alpha} .
$$

Remark. We can use Theorem 1.1.4 to calculate the coefficient $Z$ in LHS.

$$
Z=\prod_{a, b \in \underline{n}} \frac{r_{a, b}!}{r_{a, 1, b}!\cdots r_{a, n, b}!},
$$

where $i=\underline{n}^{\beta}, j=\underline{n}^{\alpha^{1}}$ and $l=\underline{n}^{\alpha}$, for all $a, d, b \in \underline{n}, r_{a, b}=\left|R_{a, b}(i, l)\right|$ and $r_{a, d, b}=\left|R_{a, d, b}(i, j, l)\right|$.

Recall that

$$
r_{a, b}=\left|R_{a, b}(i, l)\right|=\left|\left\{\rho \in \underline{r} \mid i_{\rho}=a, l_{\rho}=b\right\}\right| .
$$

Let $\alpha=\left(a_{1}, \ldots, a_{n}\right)$ be in $\Lambda(n, r)$. We have

$$
\begin{aligned}
& r_{t, t}=a_{t}, \quad t \neq i, i+1, j, j+1 \\
& r_{i, i}=a_{i}, \quad r_{i, i+1}=p^{a}, \quad r_{i+1, i+1}=a_{i+1}-p^{a} \\
& r_{j, j}=a_{j}, \quad r_{j, j+1}=p^{b}, \quad r_{j+1, j+1}=a_{i+1}-p^{b} \\
& r_{a, b}=0, \text { otherwise. }
\end{aligned}
$$

and

$$
\begin{aligned}
& r_{t, t, t}=a_{t}, \quad t \neq i, i+1, j, j+1, \\
& r_{i, i, i}=a_{t}, \quad r_{i, i, i+1}=p^{a}, \quad r_{i+1, i+1, i+1}=a_{i+1}-p^{a}, \\
& r_{j, j, j}=a_{j} \quad r_{j, j, j+1}=p^{b}, \quad r_{j+1, j+1, j+1}=a_{j+1}-p^{b}, \\
& r_{a, d, b}=0, \text { otherwise. }
\end{aligned}
$$

Hence $Z=1$.

We call the relation in Proposition 5.1.1 a diamond relation.

By Proposition 5.1.1, if $n \geqslant 4$, we have the diamond relations for the quiver $\Gamma$ of $S^{+}(n, r)$ where the arrows belong to the simple roots $\alpha_{i}$ and $\alpha_{j}$ such that $|i-j| \geqslant 2$. We then consider the relations for the quiver $\Gamma$ where the relative arrows belong to two simple roots $\alpha_{i}$ and $\alpha_{i+1}$ for $1 \leqslant i \leqslant n-2$. This can be studied for the quiver of $S^{+}(3, r)$, where the simple roots are $\alpha_{1}$ and $\alpha_{2}$. Hence from now on, we mainly consider the relations for the quiver of $S^{+}(3, r)$ except for Section 5.6.

### 5.2 Some relations for the quiver of $S^{+}(3, r)$

In this section we consider the paths from $(0,0, r)$ to $(r, 0,0)$ in the path algebra $K \Gamma$ where $\Gamma$ is the quiver of $S^{+}(3, r)$ of zero characteristic.

Let $T$ be the vector space spanned by the paths from $(0,0, r)$ to $(r, 0,0)$ in the path algebra $K \Gamma$. Let $D(r)$ be the dimension of $T$. For $r=1,2,3$, we calculate the corresponding $D(r)$ as follows (for the quiver $\Gamma$, see Section 4.2):

The quiver of $S^{+}(3,1)$ for $p=0$ :

$D(1)=1$.

The quiver of $S^{+}(3,2)$ for $p=0$ :

$D(2)=2$.

The quiver of $S^{+}(3,3)$ for $p=0$ :

$D(3)=5$.

We now introduce the following definition.

Definition 5.2.1. ([17], Page 221) The $n$-th Catalan number $C_{n}=$ $\frac{1}{n+1}\binom{2 n}{n}$ is the number of Dyck paths from $(0,0)$ to $(2 n, 0)$, i.e., lattice paths with steps $(1,1)$ and $(1,-1)$, never falling below the $x$-axis.

Proposition 5.2.2. $D(r)=C_{r}$.

Proof. By Definition 5.2.1, $C_{r}$ is the number of the lattice paths from $(0,0)$ to $(2 n, 0)$, with steps $(1,1)$ and $(1,-1)$, never falling below the $x$-axis, which is the $D(r)$.

Proposition 5.2.3. There are $\left(C_{r}-1\right)$ linearly independent relations in $T$.

Proof. By Proposition 5.2.2, the dimension of $T$ is $D(r)=C_{r}$. Let $\lambda:=$ $(0,0, r)$ and $\alpha:=(r, 0,0)$. By Proposition 3.2.14 (ii), the Cartan invariant $c_{\lambda, \alpha}=1$. By Definition 3.2.8, this implies the Hom space $\operatorname{Hom}_{A}\left(A \xi_{\alpha}, A \xi_{\lambda}\right)$ is one-dimensional and generated by $\xi_{\alpha, \lambda}$ where $A=S^{+}(3, r)$. So the paths from
$\lambda$ to $\alpha$ in the path algebra $K \Gamma$ is mapped by $\tilde{f}$ to a scalar multiple of $\xi_{\alpha, \lambda}$ in $S^{+}(3, r)$. Hence the $\tilde{f}$-images of these $C_{r}$ paths in $T$ are all multiples of $\xi_{\alpha, \lambda}$. In other words, we obtain $\left(C_{r}-1\right)$ linearly independent relations in $T$.

### 5.3 The $n \times m$ and $m \times n$ rectangles

Let $K$ be a field of characteristic $p \geqslant 0$. Let $A$ be the Borel Schur algebra $S^{+}(3, r)$ over $K$. Let $\Gamma$ be the quiver of $A$. Let $\alpha_{1}$ and $\alpha_{2}$ be simple roots of type $A_{2}$.

In this section we consider the $n \times m$ and $m \times n$ rectangle in the quiver $\Gamma$ where $n$ and $m$ are positive integers. We calculate a special path in these two rectangles.

Let $i$ be an integer with $0 \leqslant i \leqslant m$. We first consider the following $n \times m$ rectangle:


We assume that $\alpha^{00}=\left(a_{1}, a_{2}, a_{3}\right)$ with the conditions $a_{2} \geqslant m$ and $a_{3} \geqslant n$. Then we write $\alpha^{00}$ as follows:

$$
\alpha^{00}=(u, m+v, n+w)
$$

where $u, v, w$ are nonnegative integers. Thus, the compositions $\alpha^{0 i}$ and $\alpha^{n i}$ are as follows:

$$
\begin{aligned}
& \alpha^{0 i}:=\alpha^{00}+i \alpha_{1}=(u+i, m-i+v, n+w) \\
& \alpha^{n i}:=\alpha^{0 i}+n \alpha_{2}=(u+i, m-i+n+v, w) .
\end{aligned}
$$

We have
$\alpha^{0 m}=(u+m, v, n+w), \quad \alpha^{n 0}=(u, m+n+v, w), \quad \alpha^{n m}=(m+u, n+v, w)$.

Recall that we consider all paths in the path algebra $K \Gamma$ modulo the $p$-adic relations (i.e. those given by $S^{+}(2, s)$ sub-quivers (see after Theorem 3.3.4)). In particular, this implies that there is only one path from $\alpha^{0 k}$ to $\alpha^{0 l}$ (or from $\alpha^{n k}$ to $\alpha^{n l}$ ) where $0 \leqslant k<l \leqslant m$.

Denote by $P_{i}$ the path in the path algebra $K \Gamma$ modulo the $p$-adic relations, from $\alpha^{00}$ to $\alpha^{0 i}$, to $\alpha^{n i}$ and to $\alpha^{n m}$.

Recall the map $\tilde{f}$ from $K \Gamma$ to $S^{+}(n, r)$ (see Section 1.4).

## Proposition 5.3.1.

$$
\begin{equation*}
\widetilde{f}\left(P_{i}\right)=i^{+}(m-i)^{+} n^{+} \xi_{\alpha^{n m}, \alpha^{n i}} \xi_{\alpha^{n i}, \alpha^{0 i}} \xi_{\alpha^{0 i}, \alpha^{00}} \tag{5.3.1}
\end{equation*}
$$

Proof. The path $P_{i}$ can be written as follows:

$$
P_{i}=P\left(\alpha^{n m}, \alpha^{n i}\right) P\left(\alpha^{n i}, \alpha^{0 i}\right) P\left(\alpha^{0 i}, \alpha^{00}\right)
$$

where $P\left(\alpha^{n m}, \alpha^{n i}\right)$ is the unique path from $\alpha^{n i}$ to $\alpha^{n m}, P\left(\alpha^{n i}, \alpha^{0 i}\right)$ is the unique path from $\alpha^{0 i}$ to $\alpha^{n i}$ and $P\left(\alpha^{0 i}, \alpha^{00}\right)$ is the unique path from $\alpha^{00}$ to $\alpha^{0 i}$. By Theorem 2.5.3, the $\tilde{f}$-images of the paths

$$
\begin{aligned}
& \widetilde{f}\left(P\left(\alpha^{n m}, \alpha^{n i}\right)\right)=(m-i)^{+} \xi_{\alpha^{n m}, \alpha^{n i}}, \\
& \widetilde{f}\left(P\left(\alpha^{n i}, \alpha^{0 i}\right)\right)=n^{+} \xi_{\alpha^{n i}, \alpha^{0 i}}, \\
& \widetilde{f}\left(P\left(\alpha^{0 i}, \alpha^{00}\right)\right)=i^{+} \xi_{\alpha^{0 i}, \alpha^{00}} .
\end{aligned}
$$

Hence we obtain Equation (5.3.1).

By Proposition 3.2.15, we have the following proposition.

Proposition 5.3.2. Let $d:=\min \{m, n\}$. Let $H$ be $\operatorname{Hom}_{A}\left(A \xi_{\alpha^{n m}}, A \xi_{\alpha^{00}}\right)$. Then the dimension of $H$ is $(d+1)$. Moreover, $H \simeq \xi_{\alpha^{n m}} A \xi_{\alpha^{00}}$ is spanned by

$$
\left\{X_{t} \mid X_{t}=\xi_{i t, \underline{3}^{a^{00}}}, \quad i_{t}=1^{u+m-t} 2^{n+v} 1^{t} 3^{w}, t=0,1, \ldots, d\right\}
$$

Moreover, $X_{t}=\xi_{3^{a^{n m}}, q_{t}}$, where $q_{t}=1^{u} 3^{t} 2^{m+v} 3^{n+w-t}$ and $0 \leqslant t \leqslant d$.

Our aim is to calculate $\widetilde{f}\left(P_{i}\right)$.

## Lemma 5.3.3.

$$
\xi_{\alpha^{n i}, \alpha^{0 i}} \xi_{\alpha^{0 i}, \alpha^{00}}=\xi_{\alpha^{n i}, \alpha^{00}}
$$

Proof. Let $d^{\prime}=\min \{n, i\}$. By Proposition 5.3.2, $\xi_{\alpha^{n i}} A \xi_{\alpha^{00}}$ has a basis

$$
\left\{\xi_{i_{t}^{\prime}, 3^{000}} \mid i_{t}^{\prime}=1^{u+i-t} 2^{m-i+n+v} 1^{t} 3^{w}, t=0,1, \ldots, d^{\prime}\right\}
$$

By Lemma 1.1.2, we have

$$
\xi_{\alpha^{n^{i}, \alpha^{0 i}}} \xi_{\alpha^{0 i}, \alpha^{00}}=\sum_{t=0}^{d^{\prime}} Z_{t} \xi_{i_{t}^{i}, \underline{3}^{000}},
$$

where $Z_{t}$ is the number of multi-indices $s=\left(s_{1}, \ldots, s_{r}\right)$ in $\mathbf{I}(3, r)$ satisfying the following conditions:

$$
\left(\underline{3}^{\alpha^{n i}}, \underline{3}^{\alpha^{0 i}}\right) \sim\left(i_{t}^{\prime}, s\right), \quad\left(\underline{3}^{\alpha^{0 i}}, \underline{3}^{\alpha^{00}}\right) \sim\left(s, \underline{3}^{\alpha^{00}}\right)
$$

That is,

$$
\begin{align*}
& \left(1^{u+i} 2^{m-i+n+v} 3^{w}, 1^{u+i} 2^{m-i+v} 3^{n+w}\right) \sim\left(1^{u+i-t} 2^{m-i+n+v} 1^{t} 3^{w}, s\right),  \tag{5.3.2}\\
& \left(1^{u+i} 2^{m-i+v} 3^{n+w}, 1^{u} 2^{m+v} 3^{n+w}\right) \sim\left(s, 1^{u} 2^{m+v} 3^{n+w}\right) . \tag{5.3.3}
\end{align*}
$$

By (5.3.3), the last $(n+w)$ places of $s$ are 3's. By (5.3.2), the first $(u+i-t)$ places and the $t$ places from the last $(w+t)$-th to the last $(w+1)$-th ones of $s$ are 1's.

We claim that $t=0$. Otherwise $t \geqslant 1$. Then the $t$ places from the last $(w+t)$ th to the last $(w+1)$-th places of $s$ are 1 's. This is a contradiction with that the last $(n+w)$ places of $s$ are 3 's where $n \geqslant 1$. Hence $t=0$. By (5.3.2), the first ( $u+i$ ) places of $s$ are 1's. Since $s \sim 1^{u+i} 2^{m-i+v} 3^{n+w}, s=1^{u+i} 2^{m-i+v} 3^{n+w}$. Thus $Z_{0}=1$. Note that $i_{0}^{\prime}=\underline{3}^{\alpha^{n i}}$. Hence we obtain our formula.

Lemma 5.3.4. Let $d_{i}:=\min \{m-i, n\}$. Then

$$
\xi_{\alpha^{n m}, \alpha^{n i}} \xi_{\alpha^{n i}, \alpha^{00}}=\sum_{t=0}^{d_{i}}\binom{m-t}{i} X_{t}
$$

where $0 \leqslant i \leqslant m$. In particular,

$$
\xi_{\alpha^{n m}, \alpha^{n 0}} \xi_{\alpha^{n 0}, \alpha^{00}}=\sum_{t=0}^{d} X_{t} .
$$

Proof. By Lemma 1.1.2 and Proposition 5.3.2, we have

$$
\xi_{\alpha^{n m}, \alpha^{n i}} \xi_{\alpha^{n i}, \alpha^{00}}=\sum_{t=0}^{d} Z_{t} \xi_{3^{3^{n m}}, q_{t}},
$$

where $q_{t}=1^{u} 3^{t} 2^{m+v} 3^{n+w-t}$ and $Z_{t}$ is the number of multi-indices $s=$ $\left(s_{1}, \ldots, s_{r}\right)$ in $\mathbf{I}(3, r)$ satisfying the condition:

$$
\begin{align*}
& \left(1^{u+m} 2^{n+v} 3^{w}, 1^{u+i} 2^{m-i+n+v} 3^{w}\right) \sim\left(1^{u+m} 2^{n+v} 3^{w}, s\right),  \tag{5.3.4}\\
& \left(1^{u+i} 2^{m-i+n+v} 3^{w}, 1^{u} 2^{m+v} 3^{n+w}\right) \sim\left(s, 1^{u} 3^{t} 2^{m+v} 3^{n+w-t}\right), \tag{5.3.5}
\end{align*}
$$

By (5.3.5), the first $u$ places of $s$ are 1's. By (5.3.4), the last $w$ places of $s$ are 3's. Since $s \sim 1^{u+i} 2^{m-i+n+v} 3^{w}$, it remains which places of $s$ will be the $i$ copies of 1's.

By (5.3.4), the first $(u+m)$ places of $s$ must be 1's or 2's. Thus, these $i$ copies of 1 's of $s$ are in the $m$ places from the first $(u+1)$-th to the first $(u+m)$-th ones.

By (5.3.5), the $t$ places of $s$ from the first $(u+1)$-th to the first $(u+t)$-th place are 2's. Hence it remains to choose $i$ places from $(m-t)$ places from the first $(u+t+1)$-th to the first $(u+t+m)$-th places of $s$, to put $i$ copies of 1 's. So the number of such $s$ is $\binom{m-t}{i}$. That is,

$$
Z_{t}=\binom{m-t}{i}
$$

We claim $t \leqslant m-i$. Otherwise $t>m-i$. Then $m-t<i$. Note that we need to put $i$ 1's in the $(m-t)$ places from the first $(u+t+1)$-th to the first $(u+m)$-th places. This is impossible. Hence $t \leqslant m-i$. By Proposition 5.3.2, $t \leqslant d \min \{m, n\}$. Let $d_{i}:=\min \{m-i, n\}$, then $0 \leqslant t \leqslant d_{i}$. Hence

$$
\xi_{\alpha^{n m}, \alpha^{n i}} \xi_{\alpha^{n i}, \alpha^{00}}=\sum_{t=0}^{d_{i}}\binom{m-t}{i} X_{t} .
$$

Note that $d_{0}=d$. So we obtain the special formula when $i=0$.

We now calculate $\widetilde{f}\left(P_{i}\right)$ where $i=0,1, \ldots, m$.

Theorem 5.3.5. Let $d_{i}:=\min \{m-i, n\}$. Then

$$
\widetilde{f}\left(P_{i}\right)=i^{+}(m-i)^{+} n^{+} \sum_{t=0}^{d_{i}}\binom{m-t}{i} X_{t}
$$

where $0 \leqslant i \leqslant m$. In particular,

$$
\widetilde{f}\left(P_{0}\right)=m^{+} n^{+} \sum_{t=0}^{d} X_{t}, \quad \widetilde{f}\left(P_{m}\right)=m^{+} n^{+} X_{0}
$$

Proof. By Equation (5.3.1),

$$
\widetilde{f}\left(P_{i}\right)=i^{+}(m-i)^{+} n^{+} \xi_{\alpha^{n m}, \alpha^{n i}} \xi_{\alpha^{n i}, \alpha^{0 i}} \xi_{\alpha^{0 i}, \alpha^{00}}
$$

By Lemma 5.3.3, we have

$$
\xi_{\alpha^{n i}, \alpha^{00}} \xi_{\alpha^{00}, \alpha^{10}}=\xi_{\alpha^{n i}, \alpha^{00}}
$$

So, by Lemma 5.3.4,

$$
\tilde{f}\left(P_{i}\right)=i^{+}(m-i)^{+} n^{+} \xi_{\alpha^{n m}, \alpha^{n i}} \xi_{\alpha^{n i}, \alpha^{00}}=i^{+}(m-i)^{+} n^{+} \sum_{t=0}^{d_{i}}\binom{m-t}{i} X_{t} .
$$

Finally, we consider the related $m \times n$ rectangle in the quiver $\Gamma$. This subgraph can also be obtained by interchanging the simple roots $\alpha_{1}$ and $\alpha_{2}$ in the above $n \times m$ rectangle:

where $\beta^{00}$ is the following composition

$$
\beta^{00}=(u, n+v, m+w) .
$$

Thus, the compositions $\beta^{0 i}$ and $\beta^{n i}$ are as follows:

$$
\begin{aligned}
& \beta^{0 i}:=\beta^{00}+i \alpha_{2}=(u, v+n+i, w+m-i), \\
& \beta^{n i}:=\beta^{0 i}+n \alpha_{1}=(u+n, v+i, w+m-i) .
\end{aligned}
$$

Denote by $Q_{i}$ the path in the path algebra $K \Gamma$ modulo the $p$-adic relations, from $\beta^{00}$ to $\beta^{0 i}$, to $\beta^{n i}$ and to $\beta^{n m}$.

We simply list the corresponding propositions and theorems.

Proposition 5.3.6.

$$
\begin{equation*}
\widetilde{f}\left(Q_{i}\right)=i^{+}(m-i)^{+} n^{+} \xi_{\beta^{n m}, \beta^{n i}} \xi_{\beta^{n i}, \beta^{00}} \xi_{\beta^{0 i}, \beta^{10}} \tag{5.3.2}
\end{equation*}
$$

Proposition 5.3.7. Let $d:=\min \{m, n\}$. Let $H^{\prime}$ be the $\operatorname{Hom}_{A}\left(A \xi_{\beta^{n m}}, A \xi_{\beta^{00}}\right)$. Then the dimension of $H^{\prime}$ is $(d+1)$. Moreover, $H \simeq \xi_{\beta^{n m}} A \xi_{\beta^{00}}$ is spanned by

$$
\left\{X_{t}^{\prime} \mid X_{t}^{\prime}=\xi_{i^{\prime}, \underline{3}^{300}}, \quad i_{t}^{\prime}=1^{u+n-t} 2^{m+v} 1^{t} 3^{w}, t=0,1, \ldots, d\right\}
$$

Moreover, $X_{t}^{\prime}=\xi_{3^{\rho n m}, q_{t}}$, where $q_{t}^{\prime}=1^{u} 3^{t} 2^{n+v} 3^{m+w-t}$ and $0 \leqslant t \leqslant d$.

Lemma 5.3.8.

$$
\xi_{\beta^{n m}, \beta^{n i}} \xi_{\beta^{n i}, \beta^{0 i}}=\xi_{\beta^{n m}, \beta^{0 i}}
$$

Lemma 5.3.9. Let $d_{i}^{\prime}:=\min \{i, n\}$. Then

$$
\xi_{\beta^{n m}, \beta^{0 i}} \xi_{\beta^{0 i}, \beta^{00}}=\sum_{t=0}^{d_{i}^{\prime}}\binom{m-t}{m-i} X_{t}^{\prime}
$$

where $0 \leqslant i \leqslant m$. In particular,

$$
\xi_{\beta^{n m}, \beta^{0 m}} \xi_{\beta^{0 m}, \beta^{00}}=\sum_{t=0}^{d} X_{t}^{\prime} .
$$

Theorem 5.3.10. Let $d_{i}^{\prime}:=\min \{i, n\}$. Then

$$
\widetilde{f}\left(Q_{i}\right)=i^{+}(m-i)^{+} n^{+} \sum_{t=0}^{d_{i}^{\prime}}\binom{m-t}{m-i} X_{t}^{\prime}
$$

where $0 \leqslant i \leqslant m$. In particular,

$$
\tilde{f}\left(Q_{0}\right)=m^{+} n^{+} X_{0}^{\prime}, \quad \widetilde{f}\left(Q_{m}\right)=m^{+} n^{+} \sum_{t=0}^{d} X_{t}^{\prime}
$$

### 5.4 The $1 \times m$ and $m \times 1$ relations

In this section we consider the special case $n=1$ for the $n \times m$ and $m \times n$ rectangles in Section 5.3. In this special case we obtain the $1 \times m$ and $m \times 1$ relations.

Let $K$ be a field of characteristic $p \geqslant 0$. Let $A$ be $S^{+}(3, r)$ over $K$. Let $\alpha_{1}$ and $\alpha_{2}$ be simple roots of type $A_{2}$.

First we consider the following $1 \times m$ subgraph:


We assume that $\alpha^{00}=\left(a_{1}, a_{2}, a_{3}\right)$ with the conditions $a_{1} \geqslant m$ and $a_{3} \geqslant 1$. We write $\alpha^{0 i}$ and $\alpha^{1 i}(0 \leqslant i \leqslant m)$ as the following compositions in $\Lambda(3, r)$ :

$$
\begin{aligned}
& \alpha^{0 i}:=\left(a_{1}+i, a_{2}-i, a_{3}\right)=\alpha^{00}+i \alpha_{1}, \\
& \alpha^{1 i}:=\left(a_{1}+i, a_{2}-i+1, a_{3}-1\right)=\alpha^{0 i}+\alpha_{2} .
\end{aligned}
$$

Let $T$ be the vector space spanned by the paths from $\alpha^{00}$ to $\alpha^{1 m}$ in the path algebra $K \Gamma$ (modulo the $p$-adic relations!). Next we consider the relations in $T$.

By the end of Chapter 3, we have the path $P\left(\alpha^{0 i}, \alpha^{00}\right)$ from $\alpha^{00}$ to $\alpha^{0 i}$ in $T$. Define by $P_{i}$ the path in $T$ as in the proof of Proposition 5.3.1:

$$
\left.P_{i}=P\left(\alpha^{1 m}, \alpha^{1 i}\right) P\left(\alpha^{1 i}, \alpha^{0 i}\right) P\left(\alpha^{0 i}, \alpha^{00}\right)\right)
$$

where $0 \leqslant i \leqslant m$.

Proposition 5.4.1. The set $\left\{P_{i} \mid 0 \leqslant i \leqslant m\right\}$ is a basis of $T$. Hence the dimension of $T$ is $(m+1)$.

Proof. Since the simple roots in type $A_{2}$ are $\alpha_{1}$ and $\alpha_{2}$, there is no path from $\alpha^{00}$ to $\alpha^{1 m}$ which goes partly outside the rectangle in $K \Gamma$. Thus the paths from $\alpha^{00}$ to $\alpha^{1 m}$ in $T$ are linear combinations of the products of the paths $P_{i}$ for $0 \leqslant i \leqslant m$. In other words, $\left\{P_{i} \mid 0 \leqslant i \leqslant m\right\}$ spans $T$.

Next we prove that $\left\{P_{i} \mid 0 \leqslant i \leqslant m\right\}$ is linearly independent in $T$. In the path algebra $K \Gamma$, we know that $\left\{P_{i} \mid 0 \leqslant i \leqslant m\right\}$ is linearly independent. Since our $p$-adic relations at the end of Chapter 3, are for the paths which have their different parts only in the first row (related to the simple root $\alpha_{1}$ ), or only in the second row (related to the simple root $\alpha_{2}$ ). In other words, there is no $p$-adic relation for the paths whose different parts are of part in the first row and of part in the second row. Thus there is no $p$-adic relation for the set $\left\{P_{i} \mid 0 \leqslant i \leqslant m\right\}$. Hence $\left\{P_{i} \mid 0 \leqslant i \leqslant m\right\}$ are linearly independent in $K \Gamma$ modulo our $p$-adic relations, that is, are linearly independent in $T$.

Therefore $\left\{P_{i} \mid 0 \leqslant i \leqslant m\right\}$ is a basis of $T$.

We list the corresponding results for $n=1$ in the $n \times m$ rectangle in Section 5.3.

Proposition 5.4.2.

$$
\begin{equation*}
\widetilde{f}\left(P_{i}\right)=i^{+}(m-i)^{+} \xi_{\alpha^{1 m}, \alpha^{1 i}} \xi_{\alpha^{1 i}, \alpha^{0 i}} \xi_{\alpha^{0 i}, \alpha^{00}} . \tag{5.4.1}
\end{equation*}
$$

By Proposition 5.3.2, we have:

Proposition 5.4.3. Let $A=S^{+}(3, r)$ and $H=\operatorname{Hom}_{A}\left(A \xi_{\alpha^{1 m}}, A \xi_{\alpha^{00}}\right)$. Then the dimension of $H$ is 2 . Moreover, $H \simeq \xi_{\alpha^{1 m}} A \xi_{\alpha^{00}}$ is spanned by $\left\{X_{0}, X_{1}\right\}$, where

$$
X_{0}:=\xi_{\underline{3}^{\alpha^{1 m}}, \underline{3}^{a^{00}}}, X_{1}:=\xi_{\underline{3}^{\alpha^{1 m}}, 1^{a_{1}} 3^{a^{a} 3^{a_{3}-1}}} .
$$

By Theorem 5.3.5, we have:
Proposition 5.4.4.

$$
\widetilde{f}\left(P_{i}\right)=i^{+}(m-i)^{+}\left(\binom{m}{i} X_{0}+\binom{m-1}{i} X_{1}\right)
$$

In particular,

$$
\widetilde{f}\left(P_{0}\right)=m^{+}\left(X_{0}+X_{1}\right), \quad \widetilde{f}\left(P_{m}\right)=m^{+} X_{0}
$$

We now describe relations in $T$ in terms of $P_{i}$ 's where $i=0,1 \ldots, m$.

## Theorem 5.4.5.

$$
i^{+}(m-i)^{+}\binom{m-1}{i} \tilde{f}\left(P_{0}\right)-m^{+} \tilde{f}\left(P_{i}\right)+i^{+}(m-i)^{+}\binom{m-1}{i-1} \widetilde{f}\left(P_{m}\right)=0
$$

where $1 \leqslant i \leqslant m-1$. That is, we have relations in the quiver $\Gamma$ :

$$
i^{+}(m-i)^{+}\binom{m-1}{i} P_{0}-m^{+} P_{i}+i^{+}(m-i)^{+}\binom{m-1}{i-1} P_{m}
$$

where $1 \leqslant i \leqslant m-1$.

Proof. By Proposition 5.4.4,

$$
\begin{aligned}
& m^{+} \tilde{f}\left(P_{i}\right)=i^{+}(m-i)^{+}\left(\binom{m}{i} m^{+} X_{0}+\binom{m-1}{i} m^{+} X_{1}\right) \\
& =i^{+}(m-i)^{+}\left(\left(\binom{m-1}{i}+\binom{m-1}{i-1}\right) m^{+} X_{0}+\binom{m-1}{i} m^{+} X_{1}\right) \\
& =i^{+}(m-i)^{+}\left(\binom{m-1}{i}\left(X_{0}+X_{1}\right)+\binom{m-1}{i-1} X_{0}\right) \text {, } \\
& =i^{+}(m-i)^{+}\left(\binom{m-1}{i} \tilde{f}\left(P_{0}\right)+\binom{m-1}{i-1} \widetilde{f}\left(P_{m}\right)\right),
\end{aligned}
$$

as required.

Corollary 5.4.6. (a). Let $a$ be $a$ nonnegative integer, and let $m=m^{\prime} p^{a}$ and $i=i^{\prime} p^{a}$ in Theorem 5.4.5, with $p \geqslant m^{\prime}>i^{\prime} \geqslant 1$. Let $P_{i^{\prime}}^{a}$ be the path $P_{i^{\prime} p^{a}}$, then $P_{i}^{0}=P_{i}$ as above. Thus the relations in Theorem 5.4 .5 can be written as

$$
\left(m^{\prime}-i^{\prime}\right) P_{0}^{a}-m^{\prime} P_{i^{\prime}}^{a}+i^{\prime} P_{m^{\prime}}^{a}
$$

where $1 \leqslant i^{\prime} \leqslant m^{\prime}-1$. In particular, let $m^{\prime}=2$, then $i^{\prime}=1$, and we have the relation

$$
P_{0}^{a}-2 P_{1}^{a}+P_{2}^{a} .
$$

(b). Let $K$ be of characteristic 0 , that is, $p=0$. Then the relations in Theorem 5.4.5 can be written as

$$
(m-i) P_{0}-m P_{i}+i P_{m},
$$

where $1 \leqslant i \leqslant m-1$.

Proof. (a). By the formula in Theorem 2.5.3

$$
\left(i^{\prime} p^{a}\right)^{+} \equiv i^{\prime}!, \quad\left(m^{\prime} p^{a}-i^{\prime} p^{a}\right)^{+} \equiv\left(m^{\prime}-i^{\prime}\right)!(\bmod p)
$$

By Lemma 2.2.2, since $i^{\prime} \leqslant m^{\prime}-1 \leqslant p-1$,

$$
\binom{m^{\prime} p^{a}-1}{i^{\prime} p^{a}}=\binom{\left(m^{\prime}-1\right) p^{a}+(p-1) p^{a-1}+\ldots+(p-1)}{i^{\prime} p^{a}}
$$

and

$$
\binom{\left(m^{\prime}-1\right) p^{a}+(p-1) p^{a-1}+\ldots+(p-1)}{i^{\prime} p^{a}} \equiv\binom{m^{\prime}-1}{i^{\prime}} \prod_{s=0}^{a-1}\binom{p-1}{0}
$$

Thus

$$
\binom{m^{\prime} p^{a}-1}{i^{\prime} p^{a}} \equiv\binom{m^{\prime}-1}{i^{\prime}} \quad(\bmod p)
$$

Similarly, we have

$$
\begin{aligned}
\binom{m p^{a}-1}{i p^{a}-1} & =\binom{\left(m^{\prime}-1\right) p^{a}+(p-1) p^{a-1}+\ldots+(p-1)}{\left(i^{\prime}-1\right) p^{a}+(p-1) p^{a-1}+\ldots+(p-1)} \\
& \equiv\binom{m^{\prime}-1}{i^{\prime}-1} \quad(\bmod p)
\end{aligned}
$$

Hence we get
$i^{\prime}!\left(m^{\prime}-i^{\prime}\right)!\binom{m^{\prime}-1}{i^{\prime}}=\left(m^{\prime}-i^{\prime}\right)\left(m^{\prime}-1\right)!, \quad i^{\prime}!\left(m^{\prime}-i^{\prime}\right)!\binom{m^{\prime}-1}{i^{\prime}-1}=i^{\prime}\left(m^{\prime}-1\right)!$.
Thus the formula in Theorem 5.4 .5 can be written as

$$
\left(m^{\prime}-i^{\prime}\right)\left(m^{\prime}-1\right)!\widetilde{f}\left(P_{0}^{a}\right)-m^{\prime}!\widetilde{f}\left(P_{i^{\prime}}^{a}\right)+i^{\prime}\left(m^{\prime}-1\right)!\widetilde{f}\left(P_{m^{\prime}}^{a}\right)=0
$$

where $p \geqslant m^{\prime}>i^{\prime} \geqslant 1$. Since $m^{\prime} \leqslant p$, so $\left(m^{\prime}-1\right)!\neq 0(\bmod p)$, hence we obtain the relations

$$
\left(m^{\prime}-i^{\prime}\right) P_{0}^{a}-m^{\prime} P_{i^{\prime}}^{a}+i^{\prime} P_{m^{\prime}}^{a}
$$

where $1 \leqslant i^{\prime} \leqslant m^{\prime}-1$.
(b). Since $m^{+}=m$ ! for $K$ of characteristic 0 , the formula can be written as

$$
\left.i!(m-i)!\binom{m-1}{i} \widetilde{f}\left(P_{0}\right)-m!!\widetilde{f}\left(P_{i}\right)+i!(m-i)!\binom{m-1}{i-1} \widetilde{f} P_{m}\right)=0
$$

So we have the relations

$$
(m-i) P_{0}-m P_{i}+i P_{m}
$$

where $1 \leqslant i \leqslant m-1$.

Theorem 5.4.7. All the relations in $T$ are generated by the relations in Theorem 5.4.5:

$$
i^{+}(m-i)^{+}\binom{m-1}{i} P_{0}-m^{+} P_{i}+i^{+}(m-i)^{+}\binom{m-1}{i-1} P_{m}
$$

where $1 \leqslant i \leqslant m-1$.

Proof. By Propositions 5.4.1 and 5.4.3, we need to find $(m-1)$ linearly independent relations in $T$. So it remains to prove that those ( $m-1$ ) relations in Theorem 5.4.5 are linearly independent.

Let

$$
x_{i}=i^{+}(m-i)^{+}\binom{m-1}{i}, \quad y_{i}=i^{+}(m-i)^{+}\binom{m-1}{i-1}
$$

We write the formula in Theorem 5.4.5 as follows:

$$
D \widetilde{P}=0_{1 \times(m+1)}
$$

where the matrix $D$ is the following $(m-1) \times(m+1)$ matrix,

$$
D=\left(\begin{array}{cccccc}
x_{1} & -m^{+} & 0 & \cdots & 0 & y_{1} \\
x_{2} & 0 & -m^{+} & \ddots & \vdots & y_{2} \\
\vdots & \vdots & \ddots & \ddots & 0 & \vdots \\
x_{m-1} & 0 & \cdots & 0 & -m^{+} & y_{m-1}
\end{array}\right)
$$

and $\widetilde{P}$ is the following $(m+1) \times 1$ vector,

$$
\widetilde{P}=\left(\widetilde{f}\left(P_{0}\right), \tilde{f}\left(P_{1}\right), \ldots, \tilde{f}\left(P_{m}\right)\right)^{\prime}
$$

The matrix $D$ has a sub-matrix

$$
\left(\begin{array}{cccc}
-m^{+} & 0 & \cdots & 0 \\
0 & -m^{+} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & -m^{+}
\end{array}\right)
$$

which is nonsingular since $m^{+} \not \equiv 0(\bmod p)$ for any positive integer $m$ by Theorem 2.5.3. Thus the matrix $D$ has rank $(m-1)$. Hence these relations are linearly independent. Therefore, we obtain all relations in $T$.

We call the relations in Theorem 5.4.5, the $1 \times m$ relations.

We can rewrite the relations in Theorem 5.4.5 as follows.

## Theorem 5.4.8.

$$
\begin{aligned}
\tilde{f}\left(P_{i}\right)-\left(m^{+}\right)^{-1} i^{+}(m-i)^{+}\binom{m-1}{i} & \tilde{f}\left(P_{0}\right) \\
& -\left(m^{+}\right)^{-1} i^{+}(m-i)^{+}\binom{m-1}{i-1} \widetilde{f}\left(P_{m}\right)=0
\end{aligned}
$$

where $1 \leqslant i \leqslant m-1$. That is, we have the following relations in the quiver $\Gamma$ :

$$
P_{i}-\left(m^{+}\right)^{-1} i^{+}(m-i)^{+}\binom{m-1}{i} P_{0}-\left(m^{+}\right)^{-1} i^{+}(m-i)^{+}\binom{m-1}{i-1} P_{m}
$$

where $1 \leqslant i \leqslant m-1$. Hence these relations are in one-to-one correspondence with the paths $P_{i}$ where $1 \leqslant i \leqslant m-1$.

Proof. By Theorem 2.5.3, $m^{+} \not \equiv 0(\bmod p)$ for any positive integer $m$. It remains to multiply by $-\left(m^{+}\right)^{-1}$ the equations in Theorem 5.4.5.

Finally, we consider the related $m \times 1$ subgraph in the quiver $\Gamma$. This subgraph can also be obtained by interchanging the simple roots $\alpha_{1}$ and $\alpha_{2}$ in the above $1 \times m$ subgraph(or this is the special case $n=1$ for the $m \times n$ rectangle in Section 5.3):

where $\beta^{00}=\left(b_{1}, b_{2}, b_{3}\right)$ is in $\Lambda(3, r)$ and for $i=0,1, \ldots, m$,

$$
\begin{gathered}
\beta^{0 i}=\beta^{00}+i \alpha_{2}=\left(b_{1}, b_{2}+i, b_{3}-i p^{a}\right), \\
\beta^{1 i}=\beta^{0 i}+\alpha_{1}=\left(b_{1}+1, b_{2}-1+i p^{a}, b_{3}-i p^{a}\right) .
\end{gathered}
$$

We simply list the corresponding propositions and theorems.

Proposition 5.4.9. Let $A=S^{+}(3, r)$. Then

$$
H^{\prime}:=\operatorname{Hom}_{A}\left(A \xi_{\beta^{1 m}}, A \xi_{\beta^{00}}\right)
$$

is 2-dimensional and spanned by

$$
Y_{0}:=\xi_{3^{\beta^{1 m}}, 3^{3^{000}}}, Y_{1}:=\xi_{3^{\beta^{1 m}}, 1^{1 b^{1}} 2^{b_{2} 3^{b_{3}-1}}} .
$$

Let $T^{\prime}$ be the vector space spanned by the paths from $\beta^{00}$ to $\beta^{1 m}$ modulo the $p$-adic relations in Theorem 3.3.4 in the path $K \Gamma$. Let $Q_{i}$ be the following path in $T^{\prime}$ from $\beta^{00}$ to $\beta^{0 i}$, to $\beta^{1 i}$ and to $\beta^{1 m}$. Then $Q_{i}$ can be written as

$$
\begin{equation*}
\tilde{f}\left(Q_{i}\right)=i^{+}(m-i)^{+} \xi_{\beta^{1 m}, \beta^{1 i}} \xi_{\beta^{1 i}, \beta^{0 i}} \xi_{\beta^{0 i}, \beta^{00}} \tag{5.4.2}
\end{equation*}
$$

where $i=0,1, \ldots, m$.

Lemma 5.4.10. We have

$$
\xi_{\beta^{1 m}, \beta^{0 i}} \xi_{\beta^{0 i}, \beta^{00}}=\binom{m}{i} Y_{0}+\binom{m-1}{i} Y_{1}
$$

where $0 \leqslant i \leqslant m$. In particular,

$$
\begin{gathered}
\xi_{\beta^{2 m}, \beta^{10}} \xi_{\beta^{10}, \beta^{10}}=Y_{0}+Y_{1}, \\
\xi_{\beta^{2 m}, \beta^{1 m}} \xi_{\beta^{1 m}, \beta^{10}}=Y_{0}
\end{gathered}
$$

Proposition 5.4.11. We have

$$
\tilde{f}\left(Q_{i}\right)=i^{+}(m-i)^{+}\left(\binom{m}{i} Y_{1}+\binom{m-1}{i-1} Y_{2}\right) .
$$

In particular,

$$
\tilde{f}\left(Q_{0}\right)=m^{+} Y_{0}, \quad \tilde{f}\left(Q_{m}\right)=m^{+}\left(Y_{0}+Y_{1}\right)
$$

## Theorem 5.4.12.

$$
i^{+}(m-i)^{+}\binom{m-1}{i} \widetilde{f}\left(Q_{0}\right)-m^{+} \tilde{f}\left(Q_{i}\right)+i^{+}(m-i)^{+}\binom{m-1}{i-1} \tilde{f}\left(Q_{m}\right)=0
$$

where $0 \leqslant i \leqslant m$. Then we have all relations in $T^{\prime}$ :

$$
i^{+}(m-i)^{+}\binom{m-1}{i} Q_{0}-m^{+} Q_{i}+i^{+}(m-i)^{+}\binom{m-1}{i-1} Q_{m}
$$

where $0 \leqslant i \leqslant m$.
Corollary 5.4.13. (a). Let a be a nonnegative integer, and let $m=m^{\prime} p^{a}$ and $i=i^{\prime} p^{a}$ in Theorem 5.4.12, with $p \geqslant m^{\prime}>i^{\prime} \geqslant 1$. Let $Q_{i^{\prime}}^{a}$ be the path $Q_{i^{\prime} p^{a}}$, then $Q_{i}^{0}=Q_{i}$. Thus the relations in Theorem 5.4 .5 can be written as

$$
\left(m^{\prime}-i^{\prime}\right) Q_{0}^{a}-m^{\prime} Q_{i^{\prime}}^{a}+i^{\prime} Q_{m^{\prime}}^{a},
$$

where $1 \leqslant i^{\prime} \leqslant m^{\prime}-1$. In particular, let $m^{\prime}=2$, then $i^{\prime}=1$, and we have the relation

$$
Q_{0}^{a}-2 Q_{1}^{a}+Q_{2}^{a}
$$

(b). Let $K$ be of characteristic 0 , that is, $p=0$. Then the relations in Theorem 5.4.12 can be written as

$$
(m-i) Q_{0}-m Q_{i}+i Q_{m}
$$

where $1 \leqslant i \leqslant m-1$.

## Theorem 5.4.14.

$$
\begin{aligned}
\tilde{f}\left(Q_{i}\right)-\left(m^{+}\right)^{-1} i^{+}(m-i)^{+}\binom{m-1}{i} & \tilde{f}\left(Q_{0}\right) \\
& -\left(m^{+}\right)^{-1} i^{+}(m-i)^{+}\binom{m-1}{i-1} \tilde{f}\left(Q_{m}\right)=0
\end{aligned}
$$

where $1 \leqslant i \leqslant m-1$. That is, we have all relations in $T^{\prime}$ :

$$
Q_{i}-\left(m^{+}\right)^{-1} i^{+}(m-i)^{+}\binom{m-1}{i} Q_{0}-\left(m^{+}\right)^{-1} i^{+}(m-i)^{+}\binom{m-1}{i-1} Q_{m}
$$

where $1 \leqslant i \leqslant m-1$. Hence these relations are in one-to-one correspondence to the paths $Q_{i}$ where $1 \leqslant i \leqslant m-1$.

We call the relations in Theorem 5.4.12, the $m \times 1$ relations .

### 5.5 The $n \times m$ rectangle for characteristic 0

Let $A$ be the Borel Schur algebra $S^{+}(3, r)$ over $K$ of characteristic 0 . Let $\Gamma$ be the quiver $\Gamma$ of $A$. By Theorem 4.1.4, the lengths of the arrows in $\Gamma$ are 1. Let $m, n$ be positive integers. We consider the following $n \times m$ rectangle in the quiver $\Gamma$ :

where $\alpha^{00}=\left(a_{1}, a_{2}, a_{3}\right)$ and the compositions $\alpha^{j i}(0 \leqslant i \leqslant m$ and $0 \leqslant j \leqslant n)$ are as follows:

$$
\alpha^{j i}=\alpha^{00}+i \alpha_{1}+j \alpha_{2}=\left(a_{1}+i, a_{2}-i+j, a_{3}-j\right)
$$

with the conditions that $a_{2} \geqslant m$ and $a_{3} \geqslant n$.

By Proposition 3.2.15, we have the following lemma.

Lemma 5.5.1. Let $d:=\min \{m, n\}$. Let $H=\operatorname{Hom}_{A}\left(A \xi_{\alpha^{n m}}, A \xi_{\alpha^{00}}\right)$. Then the dimension of $H$ is equal to $(d+1)$.

Let $T$ be the vector space spanned by the paths from $\alpha^{00}$ to $\alpha^{n m}$ in the $n \times m$ rectangle in the path algebra $K \Gamma$. Let $\Psi(m, n)$ be the set of all words consisting of $m$ letters $R$ (right) and $n$ letters $D$ (down).

Lemma 5.5.2. The set $\Psi(m, n)$ can be regarded as a basis of $T$. Hence the dimension of $T$ is equal to $\binom{m+n}{m}$.

Proof. Since there is only one path from $\alpha^{j i}$ to $\alpha^{k i}$ (or from $\alpha^{j i}$ to $\alpha^{j l}$ ) where $0 \leqslant i \leqslant l \leqslant j<k \leqslant m$, the paths from $\alpha^{00}$ to $\alpha^{n m}$ in the path algebra $K \Gamma$ can be labeled by words from $\Psi(m, n)$. The set $\Psi(m, n)$ is a basis of $T$. The number of such words is $\binom{m+n}{m}$. Hence the dimension of $T$ is $\binom{m+n}{m}$.

Hence we can rewrite the relations in Corollary 5.4.6 as follows:

Lemma 5.5.3. Let $i$ and $m^{\prime}$ be integers with $1 \leqslant i \leqslant m^{\prime}-1 \leqslant m-1$. Then

$$
\left(m^{\prime}-i\right) W_{0}\left(D R^{m^{\prime}}\right) W_{1}-m^{\prime} W_{0} R^{i}\left(D R^{m^{\prime}-i}\right) W_{1}+i W_{0}\left(R^{m^{\prime}} D\right) W_{1}
$$

where $W_{0}$ and $W_{1}$ are words of $R$ 's and $D$ 's such that $W_{0} W_{1} \in \Psi\left(m-1, n-m^{\prime}\right)$. Similarly, we have

$$
\left(m^{\prime}-i\right) V_{0}\left(D^{m^{\prime}} R\right) V_{1}-m V_{0}\left(D^{i} R D^{m^{\prime}-i}\right) V_{1}+i V_{0}\left(R D^{m^{\prime}}\right) V_{1}
$$

where $V_{0}$ and $V_{1}$ are words of $R$ 's and $D$ 's such that $V_{0} V_{1} \in \Psi\left(m-m^{\prime}, n-1\right)$. In particular, let $m^{\prime}=2$, then $i=1$, we have

$$
\begin{gather*}
W_{0}\left(D R^{2}\right) W_{1}-2 W_{0}(R D R) W_{1}+W_{0}\left(R^{2} D\right) W_{1}  \tag{5.5.1}\\
V_{0}\left(D^{2} R\right) V_{1}-2 V_{0}(D R D) V_{1}+V_{0}\left(R D^{2}\right) V_{1} \tag{5.5.2}
\end{gather*}
$$

where $W_{0}, W_{1}, V_{0}$ and $V_{1}$ are words of $R$ 's and $D$ 's such that $W_{0} W_{1} \in \Psi(m-$ $1, n-2)$ and $V_{0} V_{1} \in \Psi(m-2, n-1)$. These relations are generated by the following relations:

$$
\begin{equation*}
D R^{2}-2 R D R+R^{2} D, \quad D^{2} R-2 D R D+R D^{2} \tag{5.5.3}
\end{equation*}
$$

Definition 5.5.4. We call the relations in Equation (5.5.3), the $1 \times 2$ relation and $2 \times 1$ relation respectively.

Our aim is to prove that all relations in $T$ are generated by $1 \times 2$ relation or $2 \times 1$ relation .

Define the lexicographic ordering on the words in $\Psi(m, n)$ by setting $D \succ R$.
Example 5.5.5. The $1 \times 2$ relation:

$$
D R R-2 R D R+R R D, \quad \text { where } D R R \succ R D R \succ R R D .
$$

The $2 \times 1$ relation:

$$
D D R-2 D R D+R D D, \quad \text { where } D D R \succ D R D \succ R D D .
$$

We can list all words of $R$ 's and $D$ 's in $\Psi(m, n)$ by this lexicographic ordering.
Theorem 5.5.6. The relations from $\alpha^{00}$ to $\alpha^{n m}$ in $T$ are generated by the $1 \times 2$ or $2 \times 1$ relations.

Proof. By Lemma 5.5.2, $\operatorname{dim} T=\binom{m+n}{m}$. By Lemma 5.5.1, the Hom space $H:=\operatorname{Hom}_{A}\left(A \xi_{\alpha^{n m}}, A \xi_{\alpha^{00}}\right)$ is $(d+1)$ dimensional. Recall that the surjective map $\tilde{f}$ maps $T$ to the Hom space $H$. The relations in $T$ are the kernel of $\tilde{f}$. So we only need to find $\binom{m+n}{m}-d-1$ linearly independent relations in $T$ generated by the $1 \times 2$ or $2 \times 1$ relations in $T$.

There are $\binom{m+n}{m}$ words of $R$ and $D$ in $\Psi(m, n)$.
The words in $\Psi(m, n)$, which don't contain a sub-word $D D R$ or $D R R$, are of the following forms

$$
R^{n-i}(D R)^{i} D^{m-i}
$$

where $0 \leqslant i \leqslant d$. There are $(d+1)$ such words. Hence, the number of the words containing a sub-word $D D R$ or $D R R$ is equal to $\binom{m+n}{m}-d-1$.

We assume that $P=W(D D R) V$ is in $\Psi(m, n)$ where $W V \in \Psi(m-2, n-1)$. Then the words $W(D R D) V$ and $W(R D D) V$ are in $\Psi(m, n)$. Hence we have the relation

$$
\begin{aligned}
W(D D R) V-2 W(D R D) V & +W(R D D) V \\
& (W(D D R) V \succ W(D R D) V \succ W(R D D) V),
\end{aligned}
$$

which is generated by the $2 \times 1$ relation. Similarly, if $P=W^{\prime}(D R R) V^{\prime}$ is in $\Psi(m, n)$ where $W^{\prime} V^{\prime} \in \Psi(m-1, n-2)$. Then we have the relation

$$
\begin{aligned}
W(D R R) V-2 W(R D R) V & +W(R R D) V \\
& (W(D R R) V \succ W(R D R) V \succ W(R R D) V),
\end{aligned}
$$

which is generated by the $1 \times 2$ relation. Note that the word $P$ is the leading term in the above relations in the lexicographic ordering. Thus these relations in $T$ are linearly independent. Hence we found $\binom{m+n}{m}-d-1$ linearly independent relations in $T$.

### 5.6 Relations for $S^{+}(n, r)$ in characteristic 0

In this section we use the results from [6] to describe all relations for $S^{+}(n, r)$ over a field of characteristic 0 . Without loss of generality we can assume that the ground field is the field of rational numbers $\mathbb{Q}$.

Recall that $\varepsilon_{1}, \ldots, \varepsilon_{n}$ is the standard orthogonal basis of the euclidean space $\mathbb{R}^{n}$. Let $($,$) denote the inner product on this space and define \alpha_{i}=\varepsilon_{i}-\varepsilon_{i+1}$. $\left\{\alpha_{1}, \ldots, \alpha_{n-1}\right\}$ is a base of simple roots of the root system of type $A_{n-1}$.

Doty and Qiaquinto in [6] found the following presentation of the Schur algebra by generators and relations.

Theorem 5.6.1. ([6]) The $\mathbb{Q}$-algebra $S(n, r)$ is the associative algebra (with 1) given by generators $1_{\lambda}(\lambda \in \Lambda(n, r)), e_{i}, f_{i}(1 \leqslant i \leqslant n-1)$ subject to the relations

$$
\begin{aligned}
& 1_{\lambda} 1_{\mu}=\delta_{\lambda \mu} 1_{\lambda}, \quad \sum_{\lambda \in \Lambda(n, r)} 1_{\lambda}=1 \\
& e_{i} 1_{\lambda}= \begin{cases}1_{\lambda+\alpha_{i}} e_{i} & \text { if } \lambda+\alpha_{i} \in \Lambda(n, r) \\
0 & \text { otherwise }\end{cases} \\
& f_{i} 1_{\lambda}= \begin{cases}1_{\lambda-\alpha_{i}} f_{i} & \text { if }-\alpha_{i} \in \Lambda(n, r) \\
0 & \text { otherwise } \\
e_{i} 1_{\lambda-\alpha_{i}} & \text { if }-\alpha_{i} \in \Lambda(n, r) \\
0 & \text { otherwise } \\
1_{\lambda} e_{i}= \begin{cases}f_{i} 1_{\lambda+\alpha_{i}} & \text { if }+\alpha_{i} \in \Lambda(n, r) \\
0 & \text { otherwise }\end{cases} \\
1_{\lambda} f_{i}=\left\{\begin{array}{ll}
0
\end{array}\right) \\
e_{i} f_{j}-f_{j} e_{i}=\delta_{i j} \quad \sum_{\lambda \in \Lambda(n, r)}\left(\lambda_{j}-\lambda_{j+1}\right) 1_{\lambda} \\
e_{i}^{2} e_{j}-2 e_{i} e_{j} e_{i}+e_{j} e_{i}^{2}=0 \quad(|i-j|=1) \\
e_{i} e_{j}-e_{j} e_{i}=0 \quad(|i-j|>1) \\
f_{i}^{2} f_{j}-2 f_{i} f_{j}+f_{i} f_{i}^{2}=0 \quad(|i-j|=1) \\
f_{i} f_{j}-f_{j} f_{i}=0 \quad(|i-j|>1) .\end{cases}
\end{aligned}
$$

It follows from the results in [6] that the Borel Schur algebra $S^{+}(n, r)$ over $\mathbb{Q}$ has the following presentation by generators and relations.

Theorem 5.6.2. ([6]) The $\mathbb{Q}$-algebra $S^{+}(n, r)$ is the associative algebra $A$ (with 1 ) given by generators $1_{\lambda}(\lambda \in \Lambda(n, r)), e_{i}(1 \leqslant i \leqslant n-1)$ subject to the relations

$$
\begin{aligned}
& \left(\mathcal{R}_{1}\right) \quad 1_{\lambda} 1_{\mu}=\delta_{\lambda \mu} 1_{\lambda}, \quad \sum_{\lambda \in \Lambda(n, r)} 1_{\lambda}=1 \\
& \left(\mathcal{R}_{2}\right) \quad e_{i} 1_{\lambda}= \begin{cases}1_{\lambda+\alpha_{i}} e_{i} & \text { if } 1+\alpha_{i} \in \Lambda(n, r) \\
0 & \text { otherwise } \\
1_{\lambda} e_{i}=\left\{\begin{array}{ll}
e_{\lambda-\alpha_{i}} & \text { if }-\alpha_{i} \in \Lambda(n, r) \\
0 & \text { otherwise }
\end{array} \text { ll} .\right.\end{cases} \\
& \left(\mathcal{R}_{3}\right) \quad e_{i}^{2} e_{j}-2 e_{i} e_{j} e_{i}+e_{j} e_{i}^{2}=0 \quad(|i-j|=1) \\
& e_{i} e_{j}-e_{j} e_{i}=0 \quad(|i-j|>1) .
\end{aligned}
$$

In the following, we let $A$ be the associative algebra in Theorem 5.6.2.
Set $E_{i}^{\lambda}=e_{i} 1_{\lambda}$ for $1 \leqslant i \leqslant n-1$ and $\lambda \in \Lambda(n, r)$. Note that by the relations $\left(\mathcal{R}_{2}\right)$ in Theorem 5.6.2, $E_{i}^{\lambda}=0$ unless $\lambda+\alpha_{i} \in \Lambda(n, r)$.

Lemma 5.6.3. Let $\nu, \lambda, \mu \in \Lambda(n, r)$. Then

$$
1_{\mu} E_{i}^{\nu} 1_{\lambda}=\delta_{\mu, \nu+\alpha_{i}} \delta_{\nu, \lambda} E_{i}^{\nu}
$$

Moreover, $E_{i}^{\mu} E_{j}^{\lambda}=0$ unless $\mu-\alpha_{j}=\lambda$, and

$$
E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda}=e_{i} e_{j} 1_{\lambda}
$$

Proof. By the definition of $E_{i}^{\nu}$ and the relations $\left(\mathcal{R}_{1}\right)$ in Theorem 5.6.2, we have

$$
1_{\mu} E_{i}^{\nu}=1_{\mu} e_{i} 1_{\nu}=1_{\mu} 1_{\nu+\alpha_{i}} e_{i}=\delta_{\mu, \nu+\alpha_{i}} 1_{\nu+\alpha_{i}} e_{i}=\delta_{\mu, \nu+\alpha_{i}} e_{i} 1_{\nu}
$$

Thus

$$
1_{\mu} E_{i}^{\nu} 1_{\lambda}=e_{i} 1_{\nu} 1_{\lambda}=\delta_{\nu, \lambda} e_{i} 1_{\nu}=\delta_{\nu, \lambda} E_{i}^{\nu}
$$

Moreover, by the above formula,

$$
E_{i}^{\mu} E_{j}^{\lambda}=\left(E_{i}^{\mu} 1_{\mu}\right)\left(1_{\lambda+\alpha_{j}} E_{j}^{\lambda}\right)=\delta_{\mu, \lambda+\alpha_{j}} E_{i}^{\mu} E_{j}^{\lambda},
$$

and

$$
E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda}=e_{i} 1_{\lambda+\alpha_{j}} e_{j} 1_{\lambda}=e_{i} e_{j} 1_{\lambda} .
$$

Note that if $\lambda+\alpha_{j}$ is not in $\Lambda(n, r)$, i.e. $E_{i}^{\lambda+\alpha_{j}}=0$, the above equation still holds.

Recall that $\operatorname{rad} A$, the radical of $A$, is a nilpotent ideal $R$ of $A$ such that $A / R$ is semi-simple (see Section 1.2). Next we will calculate the radical of $A$.

By Lemma 5.6.3, $E_{i}^{\mu} E_{j}^{\lambda}=0$ unless $\mu-\alpha_{j}=\lambda$, which gives the multiplication formula for $E_{i}^{\lambda}$ 's in $A$. Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Lambda(n, r)$. Suppose that there exists some $i$ with $1 \leqslant i \leqslant n-1$ such that $\lambda_{i} \geqslant 1$, then $\lambda-\alpha_{i} \in \Lambda(n, r)$. This means for the diagram of $\lambda$ we can move 1 box from the $i$-th line to the $(i+1)$-th line. For each $\lambda_{i}$ with $1 \leqslant i \leqslant n-1$, we can follow this procedure for the diagram of $\lambda$, moving the boxes of line $i$ to the bottom line $n$. We can always repeat this procedure, until the remaining diagram will have the only line on the bottom, i.e. $(0, \ldots, 0, r)$. More precisely, we have

$$
\lambda-\Sigma_{i=1}^{n-1} \lambda_{i}\left(\alpha_{i}+\ldots+\alpha_{n-1}\right)=(0, \ldots, 0, r)
$$

where $\lambda-\lambda_{i}\left(\alpha_{i}+\ldots+\alpha_{n-1}\right)$ means moving the $i$-th line of the diagram of $\lambda$ to the $n$-th line, this implies we need to move $n-i$ times for each of the $\lambda_{i}$ boxes of line $i$. Thus the total number of moves for this procedure will be

$$
n_{\lambda}:=(n-1) \lambda_{1}+(n-2) \lambda_{2}+\ldots+\lambda_{n-1} .
$$

Note that for $(0, \ldots, 0, r)$, we can not run this procedure, since for any $i$, $(0, \ldots, 0, r)-\alpha_{i}$ is not in $\Lambda(n, r)$. Thus, the maximal number of moves we can make to to remain in $\Lambda(n, r)$ is $n_{\lambda}$. Note that

$$
\max _{\lambda} n_{\lambda}=(n-1) r, \text { which is attained for } \lambda=(r, 0, \ldots, 0)
$$

Hence, for any $\lambda \in \Lambda(n, r)$,

$$
\lambda-\sum_{i} t_{i} \alpha_{i}, \text { with the condition } \sum_{i} t_{i} \geqslant(n-1) r+1,
$$

then $\lambda-\sum_{i} t_{i} \alpha_{i}$ will be not in $\Lambda(n, r)$.
Proposition 5.6.4. Let $R=\operatorname{rad} A$. Then $R$ is generated by all $E_{i}^{\lambda}$ as an algebra. Moreover, the vector space $R / R^{2}$ has a basis

$$
\left\{E_{i}^{\lambda}+R^{2} \mid 1 \leqslant i \leqslant n-1, \lambda \in \Lambda(n, r), \lambda+\alpha_{i} \in \Lambda(n, r)\right\} .
$$

Proof. Let $E$ be the subalgebra of $A$ generated by all $E_{i}^{\lambda}$ 's. We need to prove that $E=R$. Note that for any $i$ with $1 \leqslant i \leqslant n-1$,

$$
e_{i}=e_{i} 1=e_{i} \sum_{\lambda \in \Lambda(n, r)} 1_{\lambda}=\sum_{\lambda \in \Lambda(n, r)} E_{i}^{\lambda}
$$

Since $E_{i}^{\lambda} \in E$, we have $e_{i} \in E$. By Lemma 5.6.3, $E$ is stable under multiplications by $1_{\lambda}$ 's, so $E$ is an ideal of $A$. It is easy to see that

$$
A / E \cong \bigoplus_{\lambda \in \Lambda(n, r)} K 1_{\lambda}
$$

so $A / E$ is semi-simple.
Let $N=(n-1) r+1$. Note that $N>\max _{\lambda} n_{\lambda}$. Consider $E^{N+1}$. Let $x \in E^{N+1}$, then $x$ is a linear combination of the products $E_{i_{0}}^{\lambda^{0}} E_{i_{1}}^{\lambda^{1}} \ldots E_{i_{M}}^{\lambda^{M}}$, where $M \geqslant N$.

Since $E_{i}^{\mu} E_{j}^{\lambda}=0$ unless $\mu-\alpha_{j}=\lambda$, the above product $E_{i_{0}}^{\lambda^{0}} E_{i_{1}}^{\lambda^{1}} \ldots E_{i_{M}}^{\lambda^{M}}=0$ unless

$$
\lambda^{0}-\sum_{k=1}^{M} \alpha_{i_{k}} \in \Lambda(n, r)
$$

However, this is impossible since $M \geqslant N>\max _{\lambda} n_{\lambda}$. Thus any product in the linear combination of $x$ will be 0 . Hence $x=0$. That is $E^{N+1}=0$, which implies that $E$ is nilpotent. Therefore $E$ is the radical of $A$, i.e. $E=R$.

Now it is clear that $R / R^{2}$ is spanned by all nonzero $E_{i}^{\lambda}+R^{2}$, where $1 \leqslant i \leqslant$ $n-1, \lambda \in \Lambda(n, r)$. Next we prove that these nonzero $E_{i}^{\lambda}+R^{2}$ are linearly independent. Suppose that there exist rational numbers $a_{i, \lambda}$, such that

$$
\sum_{i, \lambda} a_{i, \lambda}\left(E_{i}^{\lambda}+R^{2}\right)=0
$$

we need to prove that all $a_{i, \lambda}=0$. Assume there exists $a_{i, \lambda} \neq 0$, for some $i$ and $\lambda$. Since

$$
\sum_{i, \lambda} a_{i, \lambda}\left(E_{i}^{\lambda}+R^{2}\right)=\sum_{i, \lambda} a_{i, \lambda}\left(E_{i}^{\lambda}\right)+R^{2}=0
$$

we multiply $1_{\lambda+\alpha_{i}}$ on the left hand side, and multiply $1_{\lambda}$ on the right hand side of the above equation, then by Lemma 5.6.3, only $E_{i}^{\lambda}$ in the sum survives, we get:

$$
1_{\lambda+\alpha_{i}}\left(\sum_{i, \lambda} a_{i, \lambda}\left(E_{i}^{\lambda}\right)+R^{2}\right) 1_{\lambda}=a_{i, \lambda} E_{i}^{\lambda}+R^{2}=0
$$

Thus $a_{i, \lambda} E_{i}^{\lambda} \in R^{2}$. Since $a_{i, \lambda} \neq 0$, we have $E_{i}^{\lambda} \in R^{2}$, which is a contradiction. Hence all $E_{i}^{\lambda}+R^{2}$ will be linear independent and form a basis of $R / R^{2}$.

Now we describe the quiver $\Gamma$ of $A$.

Theorem 5.6.5. The quiver $\Gamma$ of $A$ over $\mathbb{Q}$ is given as follows. The set of vertices is $\Gamma_{0}=\Lambda(n, r)$; the number of arrows from vertex $\lambda$ to vertex $\mu$ for $\lambda, \mu \in \Lambda(n, r)$, is equal to 1 or 0 ; this number is equal to 1 if and only if $\mu-\alpha_{i}=\lambda$ for some $1 \leqslant i \leqslant n-1$.

Proof. Let $R=\operatorname{rad} A$. By Proposition 5.6.4,

$$
A / R \cong \bigoplus_{\lambda \in \Lambda(n, r)} K 1_{\lambda} .
$$

By Definition 1.4.5, $A$ is elementary. Thus, by Definition 1.4.2, the vertex set $\Gamma_{0}$ is $\Lambda(n, r)$.

Next we consider the arrows. Note that the number of arrows from vertex $\lambda$ to vertex $\mu$ for $\lambda, \mu \in \Lambda(n, r)$, is the dimension of $1_{\mu}\left(R / R^{2}\right) 1_{\lambda}$. And by Proposition 5.6.4, $R / R^{2}$ has a basis

$$
\left\{E_{i}^{\nu}+R^{2} \mid 1 \leqslant i \leqslant n-1, \nu \in \Lambda(n, r), \nu+\alpha_{i} \in \Lambda(n, r)\right\} .
$$

Hence we need to calculate the dimension of

$$
1_{\mu}\left(R / R^{2}\right) 1_{\lambda} \cong 1_{\mu}\left(\bigoplus_{\nu, i} K \cdot E_{i}^{\nu}+R^{2}\right) 1_{\lambda}=: H(\mu, \lambda)
$$

By Lemma 5.6.3, $H(\mu, \lambda) \neq 0$, if and only if there exists $1 \leqslant i \leqslant n-1$ and $\nu \in \Lambda(n, r)$ such that $\lambda=\nu$ and $\mu-\alpha_{i}=\nu$. Moreover, in this case $H(\mu, \lambda)$ is one-dimensional and spanned by $E_{i}^{\nu}+R^{2}$, where $\lambda=\nu$ and $\mu-\alpha_{i}=\nu$.

Note that in Theorem 5.6.5, there is precisely one arrow from $\lambda$ to $\mu=\lambda+\alpha_{i}$ for some $1 \leqslant i \leqslant n-1$, corresponding to $E_{i}^{\lambda}$ and labeled by $E_{i}^{\lambda}$.

Let $\mathbb{Q} \Gamma$ be the path algebra of $\Gamma$ over $\mathbb{Q}$. Then by Theorem 1.4.6, there is a surjective ring homomorphism $\varphi: \mathbb{Q} \Gamma \longrightarrow A$, defined as follows: $\varphi\left(1_{\lambda}\right)=$ $1_{\lambda}$ and $\varphi\left(E_{i}^{\lambda}\right)=E_{i}^{\lambda}=e_{i} 1_{\lambda}$ for all $1 \leqslant i \leqslant n-1$ and $\lambda \in \Lambda(n, r)$. By Theorem 1.4.6, $\operatorname{ker} \varphi$ contains exactly all relations of the quiver $\Gamma$.

Definition 5.6.6. We define the following relations for the path algebra $\mathbb{Q} \Gamma$ :

$$
\begin{gather*}
E_{i}^{\lambda+\alpha_{i}+\alpha_{j}} E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda}-2 E_{i}^{\lambda+\alpha_{i}+\alpha_{j}} E_{j}^{\lambda+\alpha_{i}} E_{i}^{\lambda}  \tag{R}\\
\quad+E_{j}^{\lambda+2 \alpha_{i}} E_{i}^{\lambda+\alpha_{i}} E_{i}^{\lambda} \quad(|i-j|=1) \\
E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda}-E_{j}^{\lambda+\alpha_{i}} E_{i}^{\lambda} \quad(|i-j|>1),
\end{gather*}
$$

where $E_{k}^{\nu}$ is treated as zero if either $\nu \notin \Lambda(n, r)$ or $\nu+\alpha_{k} \notin \Lambda(n, r)$ (i.e. there is no such arrow $E_{k}^{\nu}$ ).

Let $T$ be the ideal of $\mathbb{Q} \Gamma$ generated by the above relations $(\mathcal{R})$.

Lemma 5.6.7. $T \subseteq \operatorname{ker} \varphi$.

Proof. We need to prove that $\varphi(\mathcal{R})=0$. By the definition of $\varphi$ and the relations $\left(\mathcal{R}_{2}\right)$ in Theorem 5.6 .2 (or see Lemma 5.6.3),

$$
\begin{aligned}
& \varphi\left(E_{i}^{\lambda+\alpha_{i}+\alpha_{j}} E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda}\right) \\
= & \varphi\left(E_{i}^{\lambda+\alpha_{i}+\alpha_{j}}\right) \varphi\left(E_{i}^{\lambda+\alpha_{j}}\right) \varphi\left(E_{j}^{\lambda}\right) \\
= & e_{i} 1_{\lambda+\alpha_{i}+\alpha_{j}} e_{i} 1_{\lambda+\alpha_{j}} e_{j} 1_{\lambda} \\
= & e_{i}^{2} 1_{\lambda+\alpha_{j}} e_{j} 1_{\lambda} \\
= & e_{i}^{2} e_{j} 1_{\lambda}
\end{aligned}
$$

Similarly

$$
\begin{aligned}
& \varphi\left(E_{i}^{\lambda+\alpha_{i}+\alpha_{j}} E_{j}^{\lambda+\alpha_{i}} E_{i}^{\lambda}\right)=e_{i} e_{j} e_{i} 1_{\lambda} \\
& \varphi\left(E_{j}^{\lambda+2 \alpha_{i}} E_{i}^{\lambda+\alpha_{i}} E_{i}^{\lambda}\right)=e_{j} e_{i}^{2} 1_{\lambda}
\end{aligned}
$$

By Theorem 5.6.2, $A$ satisfies the relations $\left(\mathcal{R}_{3}\right)$, hence

$$
\begin{aligned}
& \varphi\left(E_{i}^{\lambda+\alpha_{i}+\alpha_{j}} E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda}-2 E_{i}^{\lambda+\alpha_{i}+\alpha_{j}} E_{j}^{\lambda+\alpha_{i}} E_{i}^{\lambda}+E_{j}^{\lambda+2 \alpha_{i}} E_{i}^{\lambda+\alpha_{i}} E_{i}^{\lambda}\right) \\
= & \left(e_{i}^{2} e_{j}-2 e_{i} e_{j} e_{i}+e_{j} e_{i}^{2}\right) 1_{\lambda}=0,
\end{aligned}
$$

where $|i-j|=1$. And by Lemma 5.6.3,

$$
\varphi\left(E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda}-E_{j}^{\lambda+\alpha_{i}} E_{i}^{\lambda}\right)=\left(e_{i} e_{j}-e_{j} e_{i}\right) 1_{\lambda}=0
$$

where $|i-j|>1$. Thus $T \subseteq \operatorname{ker} \varphi$.

Let $F$ be the free associative algebra with unit and free generators $e_{i}, 1_{\lambda}$, where $1 \leqslant i \leqslant n-1$ and $\lambda \in \Lambda(n, r)$. Let $\theta$ and $\psi$ be the canonical homomorphisms from $F$ to $A$ and $\mathbb{Q} \Gamma$, defined as follows: $\theta\left(1_{\lambda}\right)=1_{\lambda}, \theta\left(e_{i}\right)=e_{i} ; \psi\left(1_{\lambda}\right)=1_{\lambda}$, $\psi\left(e_{i}\right)=\sum_{\lambda \in \Lambda(n, r)} E_{i}^{\lambda}$. Note that $\theta$ is surjective. The map $\psi$ is also surjective, since

$$
E_{i}^{\lambda}=\left(\sum_{\lambda \in \Lambda(n, r)} E_{i}^{\lambda}\right) 1_{\lambda}=\psi\left(e_{i}\right) \psi\left(1_{\lambda}\right)=\psi\left(e_{i} 1_{\lambda}\right)
$$

for all $1 \leqslant i \leqslant n-1$ and $\lambda \in \Lambda(n, r)$. Thus we have the following diagram:


Note that

$$
\varphi \psi\left(1_{\lambda}\right)=\varphi\left(1_{\lambda}\right)=1_{\lambda}=\theta\left(1_{\lambda}\right)
$$

and

$$
\varphi \psi\left(e_{i}\right)=\varphi\left(\sum_{\lambda \in \Lambda(n, r)} E_{i}^{\lambda}\right)=\sum_{\lambda \in \Lambda(n, r)} e_{i} 1_{\lambda}=e_{i} \cdot 1=e_{i}=\theta\left(e_{i}\right),
$$

for all $1 \leqslant i \leqslant n-1$ and $\lambda \in \Lambda(n, r)$. Hence $\theta=\varphi \psi$, i.e.the above diagram commutes.

Lemma 5.6.8. For the above diagram, $\operatorname{ker} \varphi=\psi(\operatorname{ker} \theta)$.

Proof. Let $x \in \psi(\operatorname{ker} \theta)$. Then $x=\psi(y)$ for some $y \in \operatorname{ker} \theta$. Thus $\varphi(x)=$ $\varphi \psi(y)=\theta(y)=0$, i.e. $x \in \operatorname{ker} \varphi$. Thus $\psi(\operatorname{ker} \theta) \subseteq \operatorname{ker} \varphi$.

Now let $a \in \operatorname{ker} \varphi$. Since $\psi$ is surjective, then there exists $b \in F$ such that $a=$ $\psi(b)$. Then $\theta(b)=\varphi \psi(b)=\varphi(a)=0$, i.e. $b \in \operatorname{ker} \theta$, thus $a=\psi(b) \in \psi(\operatorname{ker} \theta)$. Hence $\operatorname{ker} \varphi=\psi(\operatorname{ker} \theta)$.

Theorem 5.6.9. The ideal $T$ of $A$ contains exactly all relations of $A$, i.e.

$$
\operatorname{ker} \varphi=T
$$

Proof. By Lemma 5.6.7, we only need to prove that $\operatorname{ker} \varphi \subseteq T$. By Lemma 5.6.8, we need to prove that $\psi(\operatorname{ker} \theta) \subseteq T$. By Theorem 5.6.2, $\operatorname{ker} \theta$ is
generated by the relations $\mathcal{R}_{1}, \mathcal{R}_{2}$ and $\mathcal{R}_{3}$ as an ideal. Thus it is enough to prove that $\psi$ maps each relation in $\mathcal{R}_{1}, \mathcal{R}_{2}$ and $\mathcal{R}_{3}$ into $T$.
$\left(\mathcal{R}_{1}\right):$ Note that path algebra $\mathbb{Q} \Gamma$ satisfies all relations in $\mathcal{R}_{1}$, so the image of all these relations in $\mathbb{Q} \Gamma$ is zero.
$\left(\mathcal{R}_{2}\right)$ : Assume $\lambda \in \Lambda(n, r)$, and $\lambda+\alpha_{i} \in \Lambda(n, r)$. Then one has

$$
\psi\left(e_{i} 1_{\lambda}\right)=E_{i}^{\lambda}
$$

and

$$
\psi\left(1_{\lambda+\alpha_{i}} e_{i}\right)=\psi\left(1_{\lambda+\alpha_{i}}\right) \psi\left(e_{i}\right)=1_{\lambda+\alpha_{i}}\left(\sum_{\nu \in \Lambda(n, r)} E_{i}^{\nu}\right)=E_{i}^{\lambda}=\psi\left(e_{i} 1_{\lambda}\right)
$$

thus

$$
\psi\left(e_{i} 1_{\lambda}-1_{\lambda+\alpha_{i}} e_{i}\right)=0
$$

Assume now $\lambda \in \Lambda(n, r)$ and $\lambda+\alpha_{i} \notin \Lambda(n, r)$. Since $\psi\left(e_{i} 1_{\lambda}\right)=E_{i}^{\lambda}$, and $\lambda+\alpha_{i} \notin \Lambda(n, r), E_{i}^{\lambda}=0$. Thus $\psi\left(e_{i} 1_{\lambda}\right)=0$. And the other case in the relations $\mathcal{R}_{2}$ is considered similarly. Thus $\psi\left(\mathcal{R}_{2}\right)=0$.
$\left(\mathcal{R}_{3}\right):$ Let $1 \leqslant i, j \leqslant n-1$. Since $\psi\left(e_{i}\right)=\sum_{\lambda \in \Lambda(n, r)} E_{i}^{\lambda}$, and $E_{i}^{\mu} E_{j}^{\lambda}=0$ unless $\mu-\alpha_{j}=\lambda$ by Lemma 5.6.3,

$$
\begin{aligned}
\psi\left(e_{i} e_{j}\right) & =\psi\left(e_{i}\right) \psi\left(e_{j}\right) \\
& =\left(\sum_{\mu \in \Lambda(n, r)} E_{i}^{\mu}\right)\left(\sum_{\lambda \in \Lambda(n, r)} E_{j}^{\lambda}\right) \\
& =\sum_{\lambda, \mu \in \Lambda(n, r)} E_{i}^{\mu} E_{j}^{\lambda} \\
& =\sum_{\lambda \in \Lambda(n, r)} E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda} .
\end{aligned}
$$

Thus

$$
\psi\left(e_{i}^{2} e_{j}\right)=\sum_{\lambda \in \Lambda(n, r)} E_{i}^{\lambda+\alpha_{i}+\alpha_{j}} E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda}
$$

Similarly

$$
\psi\left(e_{i} e_{j} e_{i}\right)=\sum_{\lambda \in \Lambda(n, r)} E_{i}^{\lambda+\alpha_{i}+\alpha_{j}} E_{j}^{\lambda+\alpha_{i}} E_{i}^{\lambda}
$$

and

$$
\psi\left(e_{j} e_{i}^{2}\right)=\sum_{\lambda \in \Lambda(n, r)} E_{j}^{\lambda+2 \alpha_{i}} E_{i}^{\lambda+\alpha_{i}} E_{i}^{\lambda}
$$

Hence

$$
\begin{aligned}
\psi\left(e_{i}^{2} e_{j}-2 e_{i} e_{j} e_{i}+e_{j} e_{i}^{2}\right)= & \psi\left(e_{i}^{2} e_{j}\right)-2 \psi\left(e_{i} e_{j} e_{2}\right)+\psi\left(e_{j} e_{i} e_{i}\right) \\
= & \sum_{\lambda \in \Lambda(n, r)}\left(E_{i}^{\lambda+\alpha_{i}+\alpha_{j}} E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda}\right. \\
& \left.\quad-2 E_{i}^{\lambda+\alpha_{i}+\alpha_{j}} E_{j}^{\lambda+\alpha_{i}} E_{i}^{\lambda}+E_{j}^{\lambda+2 \alpha_{i}} E_{i}^{\lambda+\alpha_{i}} E_{i}^{\lambda}\right) \in T,
\end{aligned}
$$

if $|i-j|=1$. Similarly we have

$$
\psi\left(e_{i} e_{j}-e_{j} e_{i}\right)=\psi\left(e_{i} e_{j}\right)-\psi\left(e_{j} e_{i}\right)=\sum_{\lambda \in \Lambda(n, r)}\left(E_{i}^{\lambda+\alpha_{j}} E_{j}^{\lambda}-E_{j}^{\lambda+\alpha_{i}} E_{i}^{\lambda}\right) \in T
$$

if $|i-j|>1$. Thus $\psi\left(\mathcal{R}_{3}\right) \subseteq T$. Therefore $\psi(\operatorname{ker} \theta) \subseteq T$. Hence $\operatorname{ker} \varphi=$ $\psi(\operatorname{ker} \theta)=T$.
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