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ABSTRACT

Transcriptomic Assessment of Quinone Mediated Hepatic Oxidative Stress 

Joel D Parry, MRC Toxicology Unit, University of Leicester

Several important anti-cancer drugs contain quinone moieties. Quinones can be chemically 
highly reactive and cause redox cycling, sulphydryl arylation or interact with reducing 
centres such as the mitochondrial electron transport chain. This chemistry maybe essential 
for anticancer pharmacology, but the associated toxicity also restricts use and affects 
development of drugs with quinone-related metabolites. Quinone based drugs are complex 
structures with multiple chemical properties. Therefore in this work to further understand 
quinone toxicity in drugs simpler structures with defined chemistry were used as tools. To 
discern mechanistic insight transcriptomic investigations were undertaken in rat 
hepatocytes and in vivo mouse liver exposed to a range of prototypical quinones. Genes 
important in response to quinone exposure were identified and analysed using several 
bioinformatic tools.

Transcriptomics in hepatocytes could not differentiate quinone redox effects from other 
interactions, although 22 ‘quinone signature genes’ indicated a coordinated response to 
redox stress. A  central role for mitochondria as targets of quinone interaction was 
confirmed, the transcriptomic profile indicating optimisation of energy metabolism and 
suppression of intrinsic apoptosis. Pim l and Pim3 kinases were central to this response, 
confirmed in follow up experiments.

Pharmacokinetics from mice treated in vivo with 25mg/kg DMNQ or menadione 
intraperitoneally indicated DMNQ to be more widely distributed and better suited as an in 
vivo redox model compound than menadione. However, in vivo redox challenge from 
DMNQ in the liver was transient and insufficient to cause oxidative damage. The findings 
indicate that DM NQ has utility for studying redox stress in vivo, although a repeat dosing 
approach is required in future.

The findings add to the knowledgebase of quinone toxicity. Particularly the increased 
responsiveness and sensitivity of hepatocytes in vitro compared to in vivo which may lead 
to an erroneous perception of toxicity if in vitro systems are studied alone.
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R-S* - Thiyl radical

R-SH - Thiol moiety

RT-QPCR - Real-time quantitative PCR

siRNA - Small interfering RNA

SOD - Superoxide dismutase

Sp1 - Specificity protein 1 transcription factor

SSIIRT - Superscript II reverse transcriptase

T - Thymine

TBHP - Terf-butylhydroperoxide

TBHQ - Terf-butylhydroquinone
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TCA Trichloroacetic acid

TF(s) Transcription factor(s)

TGFp Tissue growth factor beta

Tm Melting temperature

Tmax Time to maximum

TNFcc Tumour necrosis factor alpha

Topo II Topoisomerase II

TQ Thymoquinone

UQ Ubiquinone

UTR Untranslated region

UV Ultraviolet

VC Vehicle control

17



CHAPTER 1.GENERAL INTRODUCTION
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1.1. Introduction to Quinones

Quinones are diketones derived from aromatic hydrocarbons[l] and are found extensively 

in nature[2;3]. In prokaryotes, fungi and plants quinones are synthesized via the polyketide 

pathway. In mammals this pathway is absent and so endogenous quinones are produced via 

the oxidative metabolism of estrogens and catecholamines[3]. Physiologically quinones are 

utilised as redox-active cofactors which act as electron shuttles in the electron-transport 

chains of aerobic respiration and photosynthesis[4]. Quinone moieties are also present as 

redox cofactors in a number of enzymes (Table 1.1)[5].

Table 1.1: Quinone cofactors and their distribution in nature

Quinone Cofactor Enzyme Class Organisms

Topaquinone Amine oxidases Prokaryotes and eukaryotes

Lysyl topaquinone Lysyl oxidase Mammals

Tryptophan tryptophylquinone Alkylamine dehydrogenases Gram negative bacteria

Cysteinyl-tyrosyl radical Galactose oxidase Fungi

Adapted from Mclntire, 1998[5]

Arguably one of the most important function of quinones in biological systems is as 

electron transfer molecules in mitochondrial respiration and photosynthesis. In the 

mitochondrial electron transport chain (ETC) of mammalian cells (Figure 1.1), the 

lipophilic ubiquinone (UQ or coenzyme Q) serves as the electron shuttle between Complex 

I (NADH dehydrogenase or NADH:ubiquinone oxidoreductase) and/or Complex II  

(succinate:ubiquinone reductase) and Complex I I I  (bci-complex) of the respiratory 

chain[6;7]. Complexes I and II  reduce ubiquinone to the hydroquinone ubiquinol. Two 

electrons are then shuttled through Complex I I I  to the next electron acceptor (cytochrome 

c), with the concomitant translocation of two protons into the inter-mitochondrial 

membrane space, via a mechanism known as the ‘Q-cycle’ [6]. The corresponding electron 

shuttle within plants, plastoquinone is an analogue of ubiquinone[7;8]. Plastoquinone also 

accepts electrons from Photosystem II  of the photosynthetic electron transfer chain in 

chloroplasts and shuttles them to the b6-f complex.
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Figure 1.1
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Figure 1.1: Graphical representation of the mitochondrial electron transport chain
(Obtained from http://biocarta.com)

Energy from the transfer of electrons (white arrows) down the electron transport chain is used to pump protons (pink 
arrows) from the mitochondrial matrix into the intermembrane space, creating an electrochemical proton gradient across 
the mitochondrial inner membrane. This electrochemical proton gradient allows ATP synthase (ATP-ase) to use the flow 
of H+ through the enzyme back into the matrix to generate ATP from adenosine diphosphate (ADP) and inorganic 
phosphate. Complex I (NADH:ubiquinone oxidoreductase) accepts electrons from the Krebs cycle electron carrier NADH, 
and passes them to UQ (or coenzyme Q), which also receives electrons from complex II (succinate dehydrogenase). UQ 
passes electrons to complex III (cytochrome bci complex), which passes them to cytochrome c (cyt c). Finally cyt c 
passes electrons to Complex IV (cytochrome c oxidase), which uses the electrons and hydrogen ions to reduce molecular 
oxygen to water.

1.1.1. Human Exposure to Quinones

In addition to endogenous quinones, humans are exposed to quinones (and related 

compounds) from a number o f sources, including diet, medicinal and environmental. As 

quinones are common secondary metabolites in plants, the active ingredients o f many 

herbal remedies are quinones[9]. Extract o f henna (Lawsonia inermis), which contains
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lawsone (2-hydroxy-1,4-naphthoquinone), is used as a ‘traditional’ medicine to treat a 

number of inflammatory ailments. Senna (the dried leaves of Cassia acutifolia) has been 

used as an herbal laxative for hundreds of years. One of the active constituents of senna is 

the quinone rhein (4,5-dihydroxyanthraquinone-2-carboxylic acid)[10]. A number of plant- 

derived dyes also contain quinone derivatives, for example pigments extracted from henna 

and madder (Rubia tinctorum)[3]. Quinones are also common environmental pollutants[3]. 

Quinone derivatives of polycyclic aromatic hydrocarbons are constituents of engine 

exhaust fumes, cigarette smoke and urban air particulates from organic waste 

combustion[l;9;ll].

1.1.2. Quinones in Medicine

In addition to herbal remedies, quinone-related compounds are important in modern 

medicine. Some of the most widely used antibiotics and anti-cancer drugs are polyketide 

quinones[12] belonging to the anthracycline class of antibiotics (Table 1.2). Since the early 

1960s, two anthracylcines in particular, Adriamycin (doxorubicin) and Daunomycin 

(daunorubicin) have been amongst the most frequently prescribed chemotherapy 

agents[13]. Both doxorubicin and daunorubicin were originally isolated from Streptomyces 

peucetius vercaesitue[ 13] and exhibit activity against a number of human cancers[14]. 

Doxorubicin in particular, is effective in the treatment of a wide range of tumour types, 

including acute leukaemias and lymphomas, sarcomas, malignant neoplasms of the bladder, 

breast, lung, ovary, stomach and thyroid[13]. Daunorubicin is most frequently used to treat 

adult myelogenous leukaemia[14].

Table 1.2: Quinone-related therapeutics

Compound Quinone Class Clinical Use

Anthracycline antibiotics Doxorubicin Cancer

Daunorubicin Cancer

Tetracenomycin Antibiotic

Mitomycin quinone-containing Mitomycin C Cancer
alkylating agents

Porfiromycin Cancer

Benzoquinone-containing alkylating Triaziquone Cancer
agents

Diaziquone Cancer

Carbazilquinone Cancer
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The precise mechanisms that underlie the anti-tumour activity of the anthracycline 

antibiotics are yet to be defined. There is evidence to suggest a number of modes of action 

may be involved, including direct interaction with genomic DNA, inhibition of the enzyme 

DNA topoisomerase I I  (Topo II) and perturbation of DNA and RNA synthesis[14]. 

Doxorubicin has been shown to interfere with Topo II  activity in vitro[ 15]. Topo II  

catalyses the transient double strand breakage and subsequent rejoining of DNA during 

genome replication and repair. Doxorubicin (and other Topo II  inhibitor anti-cancer agents, 

such as etoposide) hinders the ability of Topo II  to repair the double strand breaks it makes, 

effectively converting the enzyme into a DNA-damaging agent[15]. Anthracyclines have 

also been shown to directly interact with DNA by intercalating between base pairs[14]. As 

potential intercalation sites become saturated, the melting temperature (Tm) of the DNA  

increases and affords greater stability to the DNA double helix. The intercalating 

mechanism can also be used to explain the inhibitory effects that anthracyclines have on 

DNA and RNA synthesis [14].

A second important class of quinone-related drugs are the quinone-containing alkylating 

agents (Table 1.2). The anti-tumour activities of this class of quinone have been known 

since the 1950s[16]. The most frequently prescribed quinone-containing alkylating agent is 

mitomycin C, first isolated from Streptomyces caespitosus in 1958[16]. Since the 1970s, 

mitomycin C has been used to treat solid tumours, such as bladder cancer and gastric, 

pancereatic and oesophageal carcinomas. It is also frequently used in combination with 

other anti-tumour agents, including doxorubicin and 5-flurouracil.

As the class name suggests, the quinone-containing alkylating agents contain two core 

structural elements that are critical to their activity. The first is a redox-active quinone 

moiety and the second, an alkylating element that can covalently bind to cellular 

macromolecules. In general, quinone-containing alkylaters require reduction of their 

quinone moiety for the alkylating group to become active[16-18]. For this reason they are 

often referred to as ‘bioreductive alkylating agents’ . Once activated, the alkylating element 

becomes electrophilic and can covalently bind protein and DNA. From an anti-tumour 

perspective, the most important interaction is with DNA, resulting in the formation of 

DNA-monoadducts (or DNA cross-links in the case of bifunctional alkylators). This results 

in induction of apoptosis and cell death.
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Intracellular activation of quinone-containing alkylating agents is carried out by one- and 

two-electron reductases (Table 1.3). The relatively selective nature of these drugs for 

cancer cells is primarily due to the enhanced potential for reductive metabolism that is 

observed in hypoxic cells near the necrotic core of tumours. Indeed, enhanced expression of 

some reductases has been observed in tumours (e.g. NAD(P)H:quinone oxidoreductase 

(NQ O l) and carbonyl reductase)[17]. The basic premise is that in hypoxic tumour cells the 

reduction of the quinone moiety is favoured, resulting in activation of the alkylating 

moiety. In healthy, well oxygenated cells, the less toxic pro-drug is regenerated through a 

process known as redox cycling (discussed in detail in section 1.2.1).

Table 1.3: Examples of one- and two-electron reductases that catalyse the reduction 
of the quinone moieties of quinone-containing alkylating drugs

Reaction Reductase Enzyme Subcellular Location

One-electron reduction P450 (cytochrome) oxidoreductase Endoplasmic reticulum

NADH:Cytochrome b5 reductase Mitochondrion, outer membrane

Carbonyl reductase Cytosol

Two-electron reduction NAD(P)H:quinone oxidoreductase Cytosol

Xanthine dehydrogenase Peroxisome

Adapted from Beall and Winski, 2000(17]

1.1.3. Quinone-Related Toxicity

Although certain quinones have clear therapeutic benefit, exposure to quinone-related 

compounds is associated with toxicity in a number of target organs. Common quinone- 

associated toxicities (in humans and animals) include haemolytic anaemia, renal and 

hepatic damage, immunotoxicity[9;19] and possibly neoplastic change[l]. Two 

predominant mechanisms are responsible for the toxic effects of quinone exposure: 1) 

Covalent binding to vital cellular macromolecules, and 2) oxidative stress, via redox 

cycling[2;20-22] (Figure 1.2). The relative importance of each of the two mechanisms 

varies from quinone to quinone and can depend on factors such as the level of substitution 

within the quinone structure, or the redox potential of the quinone[23].
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Many quinones have potent electrophilic centres (e.g. the 3-carbon in 2-methyl-1,4,- 

naphthoquinone (menadione)) that are susceptible to attack from cellular nucleophiles (e.g. 

protein thiols and the thiol group in reduced glutathione (GSH)) [2;20-22]. GSH (whose 

function and biosynthesis is discussed in detail in section 1.3.1) readily forms conjugates 

with quinones through its nucleophilic cysteinyl SH group[23;24], thus potentially 

diverting electrophilic attack from important cellular macromolecules. The rapid depletion 

of GSH by electrophilic quinones can disrupt the redox balance of a cell. This can both 

mimic oxidative stress (oxidative stress is discussed in more detail in section 1.2) and 

sensitize a cell to subsequent oxidative challenge[25]. Once cellular GSH reserves become 

depleted, protein thiols are more vulnerable to attack by electrophilic quinones. If  residues 

critical for a protein’s activity are covalently bound, this can lead to impaired function, 

resulting in perturbation of important cellular pathways and cytotoxicity[2;20;25]. For 

example, protein arylation potential has been shown to be important in menadione[26], 1,4- 

benzoquinone and 1,4-naphthoquinone cytotoxicity in rat hepatocytes[20;27].

Quinone-induced oxidative stress occurs due to the generation of reactive oxygen species 

(ROS) as a consequence of redox cycling, through either one- or two-electron 

reduction[21]. As mentioned previously (section 1.1.2 and Table 1.3), one electron 

reduction is carried out by various one-electron reductases and results in the generation of a 

semiquinone radical (Figure 1.2). The semiquinone radical readily autoxidises back to the 

parent quinone in the presence of molecular oxygen resulting in the generation of 

superoxide anion (O2’’) (Figure 1.2). The downstream effects of this reaction (in terms of 

oxidative stress and toxicity) will be discussed in more detail in section 1.2. Two-electron 

transfer reduction is driven by DT-diaphorase (also known as NAD(P)H:quinone 

oxidoreductase (NQOl)) in animals[28]. This reaction is generally considered to be non­

toxic and results in the generation of a relatively stable hydroquinone (or quinol). 

Hydroquinones are cleared from the body through conjugation with sulphate or glucuronic 

acid, producing conjugates that are more readily excreted in the urine[9;28].
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Figure 1.2
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Figure 1.2: Quinone (menadione) metabolism and toxicity
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Although two-electron reduction is predominantly considered as a detoxification pathway, 

hydroquinones can autoxidise and cause toxicity through ROS generation[9;29] (Figure 

1.2). The partially substituted quinone lawsone (2-hydroxy-1,4-naphthoquinone) induces 

oxidative stress (i.e. increased oxidized glutathione) in rat hepatocytes in the absence of 

one-electron reduction[30]. Gant et al demonstrated that this was probably the result of 

redox cycling via two-electron reduction (unpublished work, 1988). Watanabe et al also 

demonstrated that extracellular autoxidation of hydroquinones were causative in the 

cytotoxicity of menadione and 2,3-dimethoxy-l,4-naphthoquine (DMNQ) to A549-S 

cells[31]. The degree to which this occurs is dependent upon the rate at which the parent 

quinone is reduced by NQOl and the stability of the hydroquinone[9]. The autoxidation 

reaction often occurs through a free radical chain reaction propagated by 02*’[21]. A 

semiquinone radical is generated (along with hydrogen peroxide) which undergoes further 

oxidation back to the parent quinone, and further generation of 02*'(Figure 1.2).

In addition to oxidative stress caused by redox cycling of the parent quinone, a number of 

quinones are known to have redox-active GSH conjugates. GSH conjugation (discussed in 

more detail in section 1.3.1) is generally considered to be a detoxification of electrophilic 

compounds like quinones[32]. However, a number of quinones maintain equivalent redox 

potentials in their GSH-conjugated form (e.g. menadione and the benzoquinone metabolite 

of bromobenzene)[32;33] (Figure 1.2).

In addition to causing oxidative stress, redox cycling quinones also have the ability to 

adversely affect cellular energy metabolism. This occurs through perturbation of the normal 

flow of electrons along the mitochondrial respiratory chain, decreasing ATP generation. 

Redox cycling quinones (e.g. menadione and doxorubicin) act as alternate electron 

acceptors, being reduced by complex I (NADH-ubiquinone oxidoreductase). Electrons are 

diverted from the respiratory chain which greatly diminishes the efficiency of energy 

conversion, whilst simultaneously increasing substrate oxidation[34]. Quinone cytotoxicity 

has been demonstrated to correlate with ATP depletion in hepatocytes[35;36]

In terms of clinically relevant quinone toxicities, the cardiac changes associated with 

anthracycline treatment are one of the most important. Cardiac toxicity limits the clinical 

usefulness of doxorubicin and daunorubicin[13]. Both compounds induce chronic 

cumulative dose-related cardiomyopathy[13;37]. For doxorubicin an empirical safe dose
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limit of 500mg/m2 is used in the clinic, as the incidence of cardiomyopathy rises sharply at 

dose levels in excess of 550mg/m2[38]. One of the predominant mechanisms through which 

anthracyclines cause cardiomyopathy is thought to be oxidative stress[13]. This is partly 

due to redox cycling of the anthracycline quinone moiety, which undergoes one-electron 

reduction by complex I of the respiratory chain[34;39]. A role for oxidative stress in 

anthracycline cardiotoxicity has been confirmed by the protective effect of agents that 

reduce ROS generation. For example, co-administration of the iron chelating agent 

dexrazoxane has been shown to reduce anthracycline cardiotoxicity[13]. The binding of 

free (or loosely bound) iron reduces the potential for ROS generation through the Fenton 

reaction (discussed in section 1.2.1). In addition, a number of agents with antioxidant 

properties (e.g. vitamin E, curcumin and thymoquinone) have been shown to be 

cardioprotective in animal models of doxorubicin toxicity[13;37]. However, anthracycline 

toxicity is multifactorial with redox cycling-mediated oxidative stress being one 

component[38].

A number of other drugs also have quinone-related metabolites that are known to contribute 

to their toxicity. An important example is paracetamol, which can be metabolised to 

reactive A-acetyl-p-benzoquinoneimine (NAPQI) by the major enzyme cytochromes P450 

(CYP) (e.g. CYP2E1, CYP1A2 and CYP3A4)[40]. Paracetamol is also metabolised to 

glucuronide and sulphate derivatives that are excreted in the urine. However during 

overdose, the proportion of paracetamol undergoing activation to NAPQI becomes so great 

that it overwhelms protective mechanisms and causes widespread hepatic necrosis[40].

1.2. Redox Cycling and Oxidative Stress

The term redox cycling is used to define the cyclic transition of chemicals from a reduced 

to an oxidised state. A diverse range of compounds can undergo redox cycling and the 

process is a critical element of many biological processes, such as ubiquinone in the 

mitochondrial respiratory,chain (as discussed in Section 1.1). Redox cycling results in the 

production of ROS. I f  deregulated, redox cycling can result in potentially toxic levels of 

ROS formation resulting in oxidative damage to cellular macromolecules[41].

A wide range of xenobiotics can also undergo redox cycling (Table 1.4) and concomitant 

ROS generation. As mentioned previously, redox cycling is known to play an important 

role in the toxicity of quinone and quinone-related metabolites[28;42-45].
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Table 1.4: Examples of compound classes that undergo redox cycling

Class Examples

Quaternary bipyridyl compounds Paraquat and diquat

Benzoquinones and naphthoquinones 1,4-benzoquinone, Menadione and 2,3-dimethoxy-1,4-
napthoquinone

Anthracyclines and heterocyclic quinones Adriamycin (doxorubicin), Mitomycin C and streptonegrin

Nitro and azo compounds Nitrofurantoin and prontosil

1.2.1. Redox Cycling

Redox cycling essentially involves one electron-reduction of a compound to form a 

semiquinone reactive intermediate, followed by an auto-oxidation reaction in the presence 

of molecular oxygen (02)[29;46] (Figure 1.2). During this process the intermediary 

compound transfers the extra electron to C>2[29;42]. This results in the production of the 

parent compound (now available to undergo another round of one-electron reduction) and 

superoxide anion (O2* ). The O2*' may undergo further one-electron reduction to form 

hydrogen peroxide (H 2O2), either enzymatically (driven by superoxide dismutase (SOD)) or 

spontaneously [29;42;46;47]. The H 2O2 formed is not reactive per se, however it is the 

main source of a far more reactive species in the presence of transition metal ions[41]. If  

the H 2O2 formed is not detoxified by enzymes, such as catalase or glutathione peroxidase 

(GSHPx), formation of the hydroxyl radical (HO*) can result. The HO* is formed non- 

enzymatically via the Fenton reaction involving transition metal ions (e.g. iron and copper) 

(Figure 1.3)[42;48]. The HO* is one of the most reactive ROS produced as a result of redox 

cycling[42]. The highly reactive nature of HO* ensures that the species is short-lived, 

initiating oxidative damage to macromolecules that are within close proximity of its 

formation[41].

One of the key issues with redox cycling is that a disproportionate level of ROS generation 

can result from a relatively modest dose level. If  large amounts of redox cycling compound 

are present, cellular defence mechanisms can become overwhelmed. This results in 

cytotoxic levels of ROS generation, resulting in reduced glutathione (GSH) and reduced 

nicotinamide dinucleotide phosphate (NADPH) depletion, lipid peroxidation and oxidative 

damage to proteins and DNA; a condition known as ‘oxidative stress’.
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Figure 1.3

Fenton Reaction Equation

H20 2 + Fe2+ ----------- ► Fe3+ + HO- + OH-

Figure 1.3: Production of HO* Via Fenton Chemistry

1.2.2. Oxidative Damage to Cellular Macromolecules

The ensuing oxidative stress that is caused by excessive levels o f ROS can result in damage 

to cellular macromolecules, such as lipids, nucleic acids and proteins[49]. This damage can 

lead to loss o f functional activity o f components o f the cell that are essential to viability and 

survival. These effects result in the cytotoxicity associated with oxidative stress.

L ip id peroxidation o f cellular membranes is one o f the key markers o f oxidative 

stress[50;51] and may be a contributory factor in toxicity associated with redox cycling 

compounds[52]. Lipid peroxidation can be divided into three phases, initiation, propagation 

and termination[50;51;53]. The initiation step involves the interaction o f the free radicals 

produced by redox cycling with the unsaturated fatty acid o f membrane phospholipids[44]. 

An unsaturated lip id (LH) is first attacked by an initiating radical (e.g. HO*), resulting in 

the formation o f a lip id  radical (L*) (via hydrogen abstraction)[42;44]. The L* readily reacts 

with O2 to form a lip id peroxyl radical (LOO*). LOO* can abstract hydrogen from a 

neighbouring LH within the membrane to yield the corresponding lip id hydroperoxide 

(LOOH), and a newly formed L* (which may now undergo the same process, leading to 

propagation o f lip id peroxidation). LOOH can undergo a Fenton-type reaction (Figure 1.3) 

with Fe2+ to yield the lip id alkoxyl radical (LO*). The LO* may subsequently fragment, 

giving rise to a number o f breakdown products (e.g. lip id aldehyes (LOH) and alkene 

radical). The radicals produced during the latter phase o f lip id peroxidation may serve to 

initiate new peroxidation chains through generation o f L*[42;44;51 ;53].
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Unrestricted lipid peroxidation quickly results in damage to cellular membranes resulting in 

a decrease in fluidity, an increase in permeability and adverse effects on membrane-bound 

protein function[50]. The reactive breakdown products produced can also initiate damage to 

DNA and proteins. For example, electrophilic aldehydes, such a malondialdehyde and 

glyoxal, are known to react with DNA to form base adducts. Also, alkenals and 4- 

hydroxyalkenals can covalently bind to thiol[54] groups within proteins via thioether bond 

formation [55].

In addition to initiation of lipid peroxidation, ROS generated through redox cycling can 

also cause extensive oxidative damage to DNA. Oxidative damage to DNA can take the 

form of both oxidised base modifications and DNA strand breaks[56]. Numerous oxidative 

base modifications have been identified in DNA, although by far the most abundant is 7,8- 

dihydro-8-oxoguanine, commonly referred to as 8-oxoguanine (8-oxoG)[57-59]. 8-oxoG is 

formed through reaction of HO* with guanine to form a C8-OH adduct radical, with the 

subsequent loss of an electron (e ) and proton (H+)[60]. An alternative major oxidation 

product of guanine may also be formed when the C8-OH adduct radical is reduced and 

subsequently converted to 2,6-diamino-4-hydroxy-5-formamido-pyrimidine (FaPy). The 

most common form of oxidized pyrimidine is thymine glycol, again a product of reaction 

with the HO*[60].

As well as being the most common oxidative base modification, 8-oxoG is the most critical 

in terms of mutagenic capacity[60]. 8-oxoG can pair with cytosine and adenine nucleotides 

with virtually equivalent efficiency, resulting in GC —» TA transversions. Oxidative 

damage to dGTP within the free nucleotide pool can also result in incorporation of 8-oxo- 

dGTP into genomic DNA, potentially leading to both GC —» TA and TA —» GC 

transversions[60].

The HO* is the ROS identified as being predominantly responsible for oxidative damage to 

DNA[56;59], although peroxyl radicals (e.g. LOO*, one of the products of lipid 

peroxidation) are also known to be involved. ROS-mediated oxidative damage to DNA has 

been implicated in the mutagenicity and carcinogenicity of redox cycling compounds (e.g. 

mitomycin C and doxorubicin)[l].
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Similarly, the HO* is chiefly responsible for ROS-mediated oxidative damage of proteins. 

The HO* can readily abstract hydrogen from thiol (R-SH) moieties to form thiyl radical (R- 

S*). Subsequent interaction between R-S* modifications can yield disulphide bridges (R-S- 

S-R)[44]. The HO* can also sequentially remove hydrogen from the CH2 groups in amino 

acid residues of proteins to yield a carbonyl group (Hancock, P. 2002: personal 

communication). Carbonyl modifications can react with amines resulting in cross-linking 

with other proteins or DNA. These forms of oxidative damage to proteins result in 

conformational changes that can adversely affect function[44].

1.3. The Cellular Response to Oxidative Stress

Mammalian cells possess an array of biochemical and enzymatic antioxidants that maintain 

the redox balance and protect cellular macromolecules from the damaging effects of ROS 

(Table 1.5). Under pro-oxidant conditions, biochemical antioxidants are rapidly utilised and 

a shift in the redox balance can result in oxidative stress. To counter this event, cells can 

mount an ‘oxidative stress response’ . During this response the activity and transcription of 

antioxidant enzymes are up-regulated, and the generation of biochemical antioxidants is 

increased. This enables the stressed cell to return to a state of redox balance.

Termination of lipid peroxidation can be achieved by the interaction of endogenous 

antioxidants (e.g. vitamin E (a-tocopherol)). Vitamin E reacts with LOO* to form the 

corresponding LOOH and a-tocopherol quinone, thus halting propagation by preventing 

generation of newly formed L*. LOOH may then undergo reaction with GSH (driven by 

GSHPx or phospholipid hydroperoxide GSH Peroxidase) to form LOH and oxidised 

glutathione (GSSG)[42;53;61].
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Table 1.5 Examples of biochemical and enzymatic antioxidants

Protective Agent Function

Superoxide dismutases Dismutates 02*- to H2O2

Catalase Reduces H202to water and O2.

GSHPx (GSH) Reduces H2O2 and organic peroxides (to water, and water 
and alcohol, respectively)

Phospholipid hydroperoxide GSH Peroxidase Reduces lipid hydroperoxides to water and lipid aldehydes.

Antioxidants (e.g. vitamin E, ascorbate, retinoic Halts lipid peroxidation by reducing lipid peroxyl radicals to
acid) lipid hydroperoxides

Thioredoxins Contain redox active thiol groups that directly reduce ROS 
and regenerate oxidatively inactivated proteins

Ferritin and other metal ion sequestering proteins Prevents the formation of HO* via the Fenton reaction

1.3.1. Glutathione Synthesis, Regulation and Function

GSH or, y-glutamylcysteinylglycine, is a tripeptide of glutamate, cysteine and glycine 

(Figure 1.4) and is probably the single most important biochemical antioxidant within 

mammalian cells. GSH protects cells from the toxic effects of ROS by reacting with H 2O2 

and organic hydroperoxides (ROOH)[42;62]. This reaction is driven by the enzyme GSHPx 

and results in the generation of the oxidised disulphide form of glutathione (GSSG). 

Intracellular concentrations of GSH vary greatly between cell/tissue types (0.5-10mM), 

with one of the highest concentrations in hepatocytes (typically 4-8mM)[42]. GSH exists in 

two pools within the cell; cytosolic and mitochondrial. Mitochondria lack the enzymes 

required for GSH synthesis and therefore import GSH from the cytosol[62]. In hepatocytes, 

mitochondrial GSH accounts for 10-15 percent of the total cellular pool and is at a 

concentration of lOmM (higher than the 4-8mM range observed in the cytosol of 

hepatocytes) [42]. Mitochondrial GSH plays an essential role in the detoxification of H 2O2 , 

an unwanted by-product of four-electron reduction of oxygen to water by the respiratory 

chain. There is some leakage of electrons along the respiratory chain, resulting in the 

production of O2-*, and subsequently H202[42;63]. Mitochondria lack catalase, thus GSH is 

solely responsible for the detoxification of H 2O2 in these organelles[42;62]. Mitochondria 

do possess all the enzymes and co-factors necessary for the GSH redox cycle, ensuring the 

reduction of GSSG to GSH[42]. The high physiologic ROS generation within mitochondria 

results in a GSH:GSSG ratio of around 10:1, whereas within the cytosol it is typically 

100:1 [42].

32



Figure 1.4
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Figure 1.4: Chemical structure of GSH (A) and GSSG (B).

GSH is synthesised in virtually all mammalian cells by two ATP-requiring reactions 

(Figure 1.5)[64]. The first reaction is the formation o f y-glutamylcysteine (y-GC) from 

glutamate and cysteine, which is catalysed by y-glutamylcysteine synthetase. The ‘second’ 

reaction is the formation o f GSH from y-GC and glycine, which is catalysed by GSH 

synthetase. In mammals, y-GC synthetase is a heterodimer composed o f a heavy subunit 

(which is enzymatically active) and a light subunit (which is inactive and plays a regulatory 

role) which are thought to be bound by hydrophobic interaction[64]. GSH synthetase is a 

homodimer and shows substrate specificity for glycine and the cysteinyl moiety o f y- 

GC[64;65].
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Figure 1.5
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Figure 1.5: The y-Glutamyl Cycle.

Adapted from Ristoff and Larsson[65]

y-GC synthetase and GSH synthetase are two enzymic components o f the y-glutamyl cycle 

(Figure 1.5). The cycle involves four additional enzymes that are responsible for GSH 

degradation. Following synthesis, most mammalian cells export GSH (to a varying degree) 

upon which the y-glutamyl bond is open to cleavage by y-glutamyl transpeptidase (y- 

GT)[65]. y-GT is a membrane bound protein whose active site is found on the outside o f 

certain organs/cells (e.g. kidney, biliary duct, intestine, pancreas, lung and 

lymphocytes)[62;64;66]. y-GT is also known to be present in certain body fluids (e.g. 

serum, bile extract and amniotic flu id)[62]. y-GT transfers the y-glutamyl moiety o f GSH to 

an acceptor amino acid (A A ) with concomitant translocation o f y-glutamyl-AA and the 

cysteinylglycine moieties across the cellular membrane. Once in the cytosol, 

cysteinylglycine undergoes hydrolysis via dipeptidase resulting in the generation o f
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cysteine and glycine. The constituent amino acids are now available to re-enter the y- 

glutamyl cycle at the ‘firs t’ and ‘second’ reactions respectively (Figure 1.5). The fate o f y- 

glutamyl-AA is slightly more complex. The dipeptide is first acted upon by y-glutamyl 

cyclotransferase to yield the acceptor A A  and 5-oxoproline. 5-oxoproline is rearranged by 

5-oxoprolinase producing glutamate, which re-enters the cycle at the ‘firs t’ reaction (Figure 

1.5)[64;65].

As mentioned previously, GSH protects cells from the toxic effects o f ROS by reacting 

with H2O2 and ROOH[42;62]. This reaction is driven by the enzyme GSHPx and results in 

the generation o f the GSSG and water (in the case o f H2O2), or water and an alcohol (in the 

case o f ROOH) (Figure 1.6).

Figure 1.6
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Figure 1.6: Detoxification of hydroperoxides by GSHPx

The reduction o f hydroperoxides by GSHPx is an important cellular defence system and 

prevents the formation o f the highly reactive *OH. The GSSG formed is reduced to GSH by 

the enzyme GSH reductase (GSHr), at the expense o f the reducing equivalent NADPH[64]. 

This reaction is termed the ‘GSH redox cycle’ and is responsible for maintaining a balance 

between GSH and GSSG levels within the cell that is heavily weighted towards GSH under 

normal physiological conditions[42;64]. Thus, the GSH to GSSG ratio in most cells is 

between 20: l and 1000:1 [67]. Under conditions o f extreme oxidative stress the GSH redox 

cycle cannot maintain the normal GSH:GSSG balance as NADPH becomes depleted.
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Excessive levels of GSSG are excreted by the cell and consequently intracellular 

glutathione is depleted[62].

The conjugation of GSH to electrophilic xenobiotics (or their metabolites) also leads to 

depletion of cellular glutathione. GSH is the most abundant intracellular non-protein 

thiol[33;68]. Conjugation of xenobiotics to GSH therefore re-directs the damaging effects 

of electrophilic attack away from important functional thiol groups within cellular 

proteins[33;66;69]. A  wide range of xenobiotics undergo GSH conjugation; examples 

include quinones and quinone derivatives, epoxides (e.g. benzene epoxide), certain 

halogenated aromatic and aliphatic compounds (e.g. 3,4-dichloronitrobenzene), and 

unsaturated aliphatic compounds with suitable electron-withdrawing groups (e.g. diethyl 

maleate)[28;61;68;70;71].

GSH conjugation can be both enzymatic and non-enzymatic[68;69]. The glutathione-S- 

transferase (GST) enzyme family drives enzymatic conjugation. GSTs are widely expressed 

in mammalian tissues, although the liver displays the greatest level of expression[32;45]. 

GSTs are dimeric proteins with each subunit possessing a GSH binding site (G-site) and a 

hydrophobic region that serves as the binding site for the electrophilic substrate[32;72]. 

GSTs have broad substrate specificities[72] and produce GSH S-conjugates through the 

formation of a thioether bond between the GSH sulphydryl group and the electrophilic 

substrate (Figure 1.2). GSH S-conjugates may also be formed non-enzymatically with 

particularly reactive electrophiles (e.g. quinones and diethyl maleate, the latter often being 

used to deplete GSH in vivo experimentally)[33;70].

The fate of the GSH S-conjugate in the liver is frequently through biliary 

elimination[28;45;73]. However, many GSH S-conjugates undergo further enzymic 

modification that results in both biliary and urinary excretion of acetylcysteine conjugates 

(often referred to as mercapturic acids)[28;45;68]. The y-glutamyl and glycine moieties are 

sequentially removed by glutathionase and peptidase enzymes, respectively. Finally, the 

amino group of cysteine is acetylated resulting in the formation of the mercapturic acid 

derivative, which is excreted[68]. For most compounds GSH conjugation is considered to 

be a detoxification reaction[32;45]. However, for certain xenobiotics the reaction with GSH 

can lead to products that are as toxic (if not more toxic) than the parent 

compound[32;33;69]. Examples of such compounds include halogenated alkanes and
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alkenes (e.g. dichloromethane and hexachlorobutadiene), and quinones and quinoneimines 

(e.g. bromobenzoquinone)[28;32;33;70].

When intracellular GSH levels are depleted cells respond by increasing synthesis. As GSH 

levels decrease the activity of y-GC synthetase (the enzyme that catalyses the ‘first’ step in 

GSH synthesis) increases. GSH competitively binds to the glutamate-binding site of y-GC 

synthetase blocking the binding of the substrate, and is therefore a competitive feedback- 

inhibitor of the enzyme. Thus, reduced GSH levels will increase y-GC synthesis. y-GC 

synthetase transcription also increases under conditions that deplete GSH (e.g. oxidative 

stress and the level of GSH conjugates), which may also lead to increased y-GC synthesis. 

However, the rate of y-GC synthesis is also heavily dependent upon the intracellular 

availability of cysteine. Because most tissues lack the ability to synthesise cysteine, in 

mammals the liver is heavily relied upon to meet any increased requirement by exporting 

GSH.

The liver acts as a GSH and cysteine reservoir due to the highly active cystathionine 

pathway in hepatocytes. The cystathione pathway is highly responsive to cysteine 

requirement[42]. The activity of two enzymes in the cystathione pathway appear to be 

modulated by oxidative stress[74]. Cystathione (3-synthase activity increases and 

methionine synthase activity decreases. The former catalyses the formation of cystathione 

(a cysteine precursor) from homocysteine. The latter utilises homocysteine for methionine 

synthesis. The opposing effect that oxidative stress has on the key cystathione-utilising 

enzymes means that cysteine synthesis increases[74].

1.3.2. Transcriptional Responses to Oxidative Stress

The transcription of a wide range of genes is modulated during the adaptive response to 

oxidative stress (Figure 1.7). A coordinated and balanced response is undertaken by 

increasing transcription of genes whose proteins enhance production of antioxidants and 

effect the repair of ROS-induced biochemical lesions, while at the same time decreasing 

transcription of ROS-producing systems[49].

One of the key mechanisms through which oxidative stress modulates transcription is 

regulation of redox-sensitive cysteinyl residues within a number of transcription factors 

(TF) to enhance or reduce their activity[75-77]. Positive oxidative stress sensors include
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TFs such as activator protein-1 (AP-1), nuclear factor-kappa B (NF-kB) and nuclear factor 

(erythroid-derived 2)-like 2 (Nrf2). Negative oxidative stress sensors include nuclear factor 

I/C (CCAAT-binding transcription factor) (NFI) and specificity protein 1 TF (Spl)[49;77].

Figure 1.7
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Figure 1.7: Schematic of the adaptive response to oxidative stress

Adapted from Morel and Barouki, 1999(49]

A  critical modulator o f redox-sensitive transcriptional regulation is a protein called Redox 

factor-1 (Ref-1). The Ref-1 protein is a bifunctional enzyme that is involved in D N A  repair 

and activation o f a number o f stress-response TFs[76;78;79]. Ref-1 is thought to act 

directly on critical cysteinyl residues w ithin the DNA binding domains o f AP-1, N F-kB, 

p53, activating transcription factor/cAMP-response element binding protein (ATF/CREB), 

hypoxia-inducible factor (F IIF )-la  and H IF-like factor[76;78]. When the redox-sensitive 

cysteinyl residues of these TFs are oxidised, their DNA binding capacity is generally 

reduced. Ref-1 is believed to carry out the reduction o f the same cysteinyl residues within 

the TFs as part o f a redox cascade within the nucleus involving thioredoxin[49], although 

the precise mechanism is not fu lly  understood[78]. The result is enhanced binding o f Ref-1-
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regulated TFs to their respective D N A response elements and increased transcription o f 

target genes.

One o f the key pathways o f gene regulation in the oxidative stress response is that o f the 

antioxidant response element (ARE) (Figure 1.8), also known as the electrophile response 

element[80;81]. Rushmore et al originally identified and characterised the ARE in the rat, 

while investigating the transcriptional control o f the Gsta2 gene in response to phenolic 

antioxidants and oxidative stress-inducing agents (e.g. H202)[82]. They determined that the 

core ARE (cARE) sequence comprised the consensus 5’ -RGTGACNNNGC-3’ . The ARE 

is a c/s-acting enhancer sequence now known to be found in the promoter regions o f a large 

battery o f genes, including enzymes associated with glutathione regulation, antioxidant 

proteins and drug-metabolising enzymes (Table 1.6)[83;84]. In essence, ARE-regulated 

genes effect the control o f cellular redox status, protect against the ravages o f oxidative 

stress and aid in the detoxification of electrophilic xenobiotics[83].

Figure 1.8
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Figure 1.8: Schematic of the Nrf2-ARE pathway activation

Adapted from Lyakhovich et ai[85]

The ARE is bound by the ubiquitously expressed Nrf2, a transcriptional activator belonging 

to the basic-leucine zipper (bZIP) class o f transcription factors. bZIP proteins (which
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include members of the AP-1 family, small M af proteins and ATF/CREB TFs) can bind to 

DNA as part of homodimer and/or heterodimer complexes[77;83;86]. Nrf2 normally 

resides within the cytosol, where it is associated with a cytoskeletal inhibitory partner 

called kelch-like ECH-associated protein 1 (keapl)[84]. Keapl, which contains several 

highly reactive cysteinyl residues, is thought to act as a redox sensor. Under pro-oxidant 

conditions the reactive cysteinyl residues are oxidised to form disulphide bridges, inducing 

a conformational change in keapl [80;84]. This change results in the dissociation of the 

Keapl/Nrf2 complex, freeing Nrf2 to translocate into the nucleus, bind the ARE and 

initiate transcription of ARE-responsive genes (Figure 1.8).

In addition to the role that Keapl plays in ARE regulation, phosphorylation of Nrf2 is 

thought to be necessary for Nrf2-mediated activation of ARE-containing genes. A number 

of upstream kinase pathways, responsive to a range of stressors and inducers, have been 

proposed as transducers of Nrf2 activity (e.g. members of the mitogen-activated protein 

(MAP) kinase pathway, such as p38 and extracellular-regulated kinase (ERK); and 

signallers of endoplasmic reticulum (ER) stress, such as PERK (ER-transmembrane protein 

kinase)[80]. Two kinases have been demonstrated to be critical in Nrf2 activation, protein 

kinase C (PKC) and phosphatidylinositol 3-kinase (PI3-kinase)[84;87]. PKC, a member of 

the PKC pathway that senses changes in cellular redox status, carries out the direct 

phosphorylation of Nrf2. This has been demonstrated to be a critical event in its activation 

and nuclear translocation[84]. PI3-kinase, a kinase intrinsic in a number of cell survival 

pathways, is involved in augmenting the actin cytoskeletal rearrangement that occurs 

during an oxidative stress response, a prerequisite for the translocation of Nrf2 (normally 

associated with actin) to the nucleus[84].
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Table 1.6: ARE-containing genes and their function

Pathway/Function Gene Abbreviation

Phase II metabolism 
(glutathione conjugation)

Glutathione S-transferase A1,2 ,4  and 5 

Glutathione S-transferase M1,2 ,3  and 4

GSTA1,2,4and5 

GSTM1.2,3and4

Glutathione S-transferase P1 GSTP1

Quinone metabolism 
(two electron reduction)

NAD(P)H:quinone oxidoreductase NQ01

GSH biosynthesis/redox cycle Glutamate-cysteine ligase, catalytic subunit GCLC

Glutamate-cysteine ligase, modulatory subunit GCLM

Glutathione Peroxidase 2 GPx2

Glutathione Reductase GSR

Biliary secretion of GSSG Multidrug resistance-associated protein 2 MRP2 (also known as 
ABCC2)

Antioxidant generation/Heme 
metabolism

Heme oxygenase 1 HMOX1

Antioxidant/metal chelation Metallothionein-1 and 2 MT1 and MT2

Antioxidant Inducible NO synthase iNOS

Superoxide dismutase 1 and 3 SOD1 and SOD3

Thiol redox regulation Thioredoxin reductase 1 TXNRD1

Thioredoxin TXN

Peroxiredoxin 1 PRDX1

Adapted from Morel and Barouki, Lyakhovich etal, and Vollrath efa(49;85;88]

Nrf2 is also known to have a number of binding partners that modulate ARE-binding and 

transcriptional activation. Members of the small Maf proteins (e.g. MafF, G and K) are able 

to heterodimerise with Nrf2 and enhance ARE binding. However, the Nrf2 transcriptional 

activation of the ARE is repressed, leading to decreased expression of ARE-responsive 

genes. Additional binding partners belonging of the bZIP family (e.g. CREB, c-JUN, c- 

FOS and activating transcription factor 4 (ATF4)) enhance both binding of Nrf2 to the 

ARE and transcriptional activation [83;86]. Overall, it seems that the degree of ARE- 

activation is optimised to the stressing agent and severity of redox perturbation. This is 

achieved through the coordinated response of the Nrf2/Keapl complex, several kinase 

pathways and a number Nrf2 DNA binding partners.
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A wide range of compounds have been shown to activate the ARE pathway (Table 1.7). 

They include natural and synthetic phenolic antioxidants, quinones, heavy metals, 

hydroperoxides, and compounds that can react directly with sulphydryl groups (e.g. diethyl 

maleate)[83;85]. Common properties that these compounds possess include the ability to 

generate ROS through redox cycling (or metabolites that can), electrophilic moieties (that 

deplete GSH and/or oxidize cysteinyl residues on proteins, thus mimicking oxidative 

stress), or pro-oxidant activity[89].

Table 1.7: Compounds that induce ARE-mediated transcription

Compound Class Examples Mechanism of ARE Induction

Phenols 3-hydroxycoumarin, butylated 
hydroxyanisole, catechol

Metabolism to redox 
cycling/electrophilic derivative

Quinones te/f-butylhydroquinone, p- 
benzoquinone, hydroquinone

Redox cycling and GSH depletion

GSH depleters Diethyl maleate, isothiocyanates 
(e.g. sulforane)

Sulphydryl group oxidation

Hydroperoxides Hydrogen peroxide, ferf-butyl 
hydroperoxide

Enhancement of ROS generation

Heavy metal atoms Cadmium, copper, mercury, lead Enhancement of ROS generation

Adapted from Nguyen et a/and Lyakhovich eta{85;89]

1.4. Transcript Analysis, Transcriptomics and Microarrays

By comparing the transcriptional levels of genes in tissues or cells from ‘control’ and ‘test’ 

states, it is possible to gain insight into the mechanisms and pathways underlying the 

comparative phenotypes observed. There are a multitude of techniques available to 

researchers to undertake these types of transcriptional investigation, although they can be 

broadly defined as ‘open systems’ and ‘closed systems’.

Open transcriptional systems have the advantage of not requiring any prior sequence 

knowledge of the genes under investigation. Thus they can be used to study model 

organisms for which there is little genomic sequence information available and poor gene 

annotation. Open systems can also be used to identify previously unknown genes in model 

organisms for which quality genomic sequence information does exist. A  number of 

alternative approaches are used in open systems (Table 1.8), including ‘differential display’
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(DD) (more appropriately referred to as ‘fragment display’ (FD))[90], ‘tag sequencing’ and 

‘subtractive/competitive hybridisation’ techniques. In general, the main disadvantage 

associated with open transcriptional systems is their relatively low throughput, both in 

terms of numbers of gene modulations that can be positively identified and the number of 

transcriptional comparisons that can be made. Individual techniques also have more 

specific drawbacks, in terms of sensitivity and false positive rates (summarised in Table 

1.8).

Closed transcriptional systems include an equally diverse array of techniques, although the 

shared attribute is the requirement for prior sequence knowledge of the gene(s) under 

investigation. Closed systems include techniques that are only amenable to investigating 

the transcriptional levels of single (e.g. Northern blots and the ribonuclease protection 

assay) or small subsets of genes (e.g. real-time quantitative PCR (RT-QPCR)). At the other 

end of the spectrum, they include those capable of simultaneously measuring the expression 

levels of thousands of genes, i.e. microarrays. The later have lead to the development of 

‘transcriptomics’, broadly defined as the rapid and quantitative comparison of large-scale 

mRNA expression profiles in biological systems.
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Table 1.8: Open transcriptional techniques (adapted from Scheel eta{90])

Technique Method Sensitivity/Throughput

Fragment Display mRNA populations are used to prepare cDNA fragments which 
are PCR amplified and displayed by gel electrophoresis.

DD had poor reproducibility, sensitivity (under-representation of rare transcripts) 
and high false positive rate.

A correlation between mRNA abundance and PCR fragment 
intensity allows identification of differentially expressed 
fragments.

Use of restriction enzymes to fragment cDNA, which is ligated to universal primers 
prior to PCR amplification and electrophoresis have allowed the disadvantages of 
DD to be overcome.

Differential bands must be excised, re-amplified, (cloned) and 
sequenced to identify the gene represented.

Throughput still remains low due to the requirement to excise and sequence 
fragments to identify regulated transcripts.

Taq sequencing Two broad methodologies available; SAGE (Serial Analysis of 
Gene Expression) and MPSS (Massive Parallel Signature 
Sequencing)

Conversion of mRNA to cDNA, which is used to undertake 
SAGE and MPSS and then relies on the fact that a small 
sequence stretch (10-20mer) can positively identify a specific 
gene.

Abundance of given gene is proportional to its sequence tag 
representation.

SAGE can be insensitive to rare transcripts unless huge numbers (<100,000) 
sequene tags are generated.

MPSS allows the rapid generation of up to 1 million sequence tags, affording 
increased sensitivity.

Both tag sequencing techniques are hugely expensive and low throughput in 
terms of mRNA populations that can be evaluated.

Subtractive/competitive
hybridisation

Hybridisation of mRNA/cDNA from ‘tester’ population to excess 
of ‘driver1 population. Un-hybridised species are separated and 
represent up-regulated genes in ‘tester’ population.

Differentially expressed mRNAs/cDNAs are then cloned and 
sequenced.

Additional rounds of hybridisation can be used to enrich 
differentially expressed genes

Reversal of ‘tester’ and ‘driver’ mRNA/cDNA populations is required to identify 
down-regulated genes in the sample of interest.

Susceptible to false positives and insensitive to low magnitude changes (<5 fold).

High level of redundancy in regulated clones results in identification of only a 
small number of differentially expressed genes.

Additional rounds of hybridisation can be time consuming
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In the last 10 years, microarrays have become an established part of the research armoury 

and are a powerful tool. They have been applied to further the understanding of biological 

processes in a range of fields, including toxicology[91-95]. Combined with the huge 

advances in genome sequencing and gene annotation made in recent years, they have led to 

the advantages of ‘open’ transcriptional systems becoming more or less obsolete. As 

genome sequencing of an increasing number of model species is completed, it is becoming 

practicable to use microarrays to measure transcription at a virtually genome-wide scale. 

This has enabled the generation of huge volumes of data, faster than ever before.

All microarray platforms utilise the ability of nucleic acids immobilised on a solid substrate 

( ‘probe’) to hybridise with labelled complementary sequences in solution ( ‘target’) that 

have been derived from total RNA under investigation. One of the earliest microarray 

methods used positively charged nylon as the immobilising substrate onto which PCR 

products (amplified from cDNA libraries) were spotted. A radiolabelled ‘target’ was then 

hybridised, the excess washed off and binding measured using phosphorescence detection. 

Although relatively cheap and easily accessible, this approach has fallen out of favour in 

recent years due its use of radioactivity, relatively low density and poor sensitivity. It has 

now been almost completely superseded by two predominant microarray platforms; the 

Stanford-type microarray system and Affymetrix GeneChips®.

1.4.1. Stanford-Type Microarrays

The manufacture of glass slide microarrays and their application to transcriptomic 

investigations was pioneered by the Brown lab in Stanford University, California from 

1995 onwards[90]. The first published study utilising the Stanford microarray system was 

an investigation of the differential expression of 45 Arabidopsis genes in Arabidopsis 

thaliana[96]. This early application using a low density version of the Stanford microarray 

was quickly followed a year later when DeRisi et al used the same methodology in a higher 

density format[97]. They eyaluated the transcriptional expression of over 1000 genes in the 

human UACC-903 melanoma cell line under normal and tumour suppressing conditions, to 

identify genes that may be important in this response[97]. Since then, Brown et al have 

made available details of the design, manufacture and methodologies associated with the 

use of the Stanford microarray system. This has led to wide spread adoption of the system
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throughout the scientific community, including the Systems Toxicology Group at the MRC 

Toxicology Unit, Leicester.

The Stanford system involves the printing of solutions of either PCR amplified cDNAs or 

short synthesised oligonucleotides (oligos) onto poly-L-lysine-coated glass microscope 

slides at very high density. This is carried out through the use of robotic arrayers that can 

print large numbers of replicate microarrays (over 100 per run) in a single run. High density 

printing (up 20-30 probe spots per square millimetre)[90] is achieved by printing heads 

containing up to 32 metallic microquills that deposit the probe solutions onto the glass 

slides. The probes are then covalently bound to the glass slides using a UV-crosslinker.

To undertake transcriptomic investigations using the Stanford-type arrays, competitive 

hybridisation of ‘control’ and ‘test’ targets is carried out simultaneously (Figure 1.9). This 

process involves the synthesis of fluorescently-labelled cDNA reverse-transcribed from 

each total RNA sample under investigation. This is achieved through direct incorporation 

of dUTP labelled with one of two fluorescent cyanine dyes (Cy3 or Cy5) during reverse 

transcription. Alternatively, indirect labelling by incorporation of amino-allyl dUTP during 

reverse transcription (which can subsequently be coupled to esterised Cy3 or Cy5) can be 

used.

Once labelling is complete, the control and test targets are co-hybridised to the same 

microarray and data captured using a laser scanner capable of exciting at appropriate dual 

wavelengths. To account for any differences in labelling efficiency and signal intensity of 

the two fluorophores, the hybridisation experiment is often repeated with the targets 

reverse-labelled. Relative abundance of each gene is derived from the intensity of a 

particular spot, while differential expression between the two targets is inferred from the 

ratio between the two fluorescent channels.
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Figure 1.9
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Figure 1.9: Stanford-type microarray production and hybridisation[98]

1.4.2. Affymetrix GeneChips®

Affym etrix GeneChips®, first commercially manufactured in 1994, d iffer from the Stanford 

microarray platform in two main ways. Firstly, sets o f multiple 25-mer oligos are used as 

probes for each gene (versus a single cDNA or oligo for the Stanford platform). Secondly, 

the probe sets are hybridised with a single target population, thus two microarrays are 

required to undertake a comparison o f differential gene expression.

A  number o f chemistries have been combined by A ffym etrix to develop their GeneChip 

technology. GeneChips® are manufactured using a process known as photolithography, 

which enables the production o f microarrays with m illions o f probes. The 

photolithographic process begins w ith a quartz wafer being coated with a light sensitive 

chemical that prevents binding o f nucleotides until exposed to light (Figure 1.10). 

Lithographic templates are used to expose or mask defined regions (or features) o f the 

quartz wafer to light, resulting in deprotection o f exposed features. The quartz wafer is 

submerged in a solution containing the appropriate nucleotide (which also possesses a
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light-sensitive coupling group) resulting in coupling only at deprotected features. This 

process is repeated in a cyclic manner, allowing the in situ synthesis o f 25mer oligos 

possessing precisely defined sequences at each feature.

Figure 1.10
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Figure 1.10: Photolithographic synthesis of oligos for the production of Affymetrix 
GeneChips®

The cycling between deprotection of the wafer and nucleotide addition enables tight regulation of the nucleotides added at 
each feature (Affymetrix image library - http://affvmetrix.com).

The current standard GeneChips® are manufactured at a density o f over 1.3 m illion features 

per microarray (approximately 5 micron dimensions), although each quartz wafer is diced 

into tens or hundreds o f identical GeneChips® (depending on number o f individual genes 

represented). The standard expression GeneChips® possess 22 different 25mer oligo probes 

(termed a ‘probe set’ ) for each gene represented, which are distributed at locations remote 

to each other. The probe sets are 3’ -biased and designed to give the optimal balance 

between sensitivity and specificity for the target gene. To evaluate any potential for non­

specific hybridisation, each ‘perfect match’ (PM) probe feature has an adjacent paired 

‘mismatch’ (M M ) probe feature. The M M  probe differs in sequence from the PM probe by 

a single nucleotide, located in the centre o f the 25mer. The M M  features serve as controls
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that allow the subtraction of non-specific hybridisation signals (non-specific hybridisation 

for the PM and M M  features should be roughly equivalent) from the PM signal to derive 

the true signal for a particular gene.

1.4.2.1. Affymetrix GeneChip® Target Generation, Hybridisation and Scanning

To undertake a transcriptional experiment, total RNA samples are manipulated in such a 

way as to generate fragmented biotinylated-complimentary (c)RNA targets (via double­

stranded DNA synthesis). The fragmented cRNA targets hybridise to complimentary 

probes on the GeneChip® arrays (Figure 1.11).

Total RNA is initially treated with a T7-(oligo-dT) primer, which binds to the poly- 

adenylated tail of mRNA, thus selecting only mRNA to be reverse transcribed. The T7 

promoter will also be incorporated into the first strand cDNA synthesised by Superscript II  

reverse transcriptase (SSIIRT) following priming of the mRNA by the oligo-dT. This 

reaction produces a single stranded (ss) antisense DNA bound to the original input mRNA. 

The formation of the second DNA strand is dependant on RNA degradation by RNase H, 

followed by second strand synthesis by E.Coli DNA polymerase. E.Coli ligase is added to 

fix any strand breaks, and T4 polymerase is used to blunt 3’-overhangs.

Biotinylated RNA is produced via an in-vitro transcription reaction, dependant on the T7 

promoter. The RNA produced is complimentary to the original sample RNA, hence the 

term ‘cRNA’. The nucleotide substrates for the formation of cRNA are biotinylated to 

enable detection when hybridised to the GeneChip®. The cRNA is then fragmented into 35- 

200 nucleotide fragments of cRNA by metal-induced hydrolysis.

The fragmented cRNAs are hybridised to the GeneChips® overnight, excess cRNA 

removed by washing and the GeneChips® stained. There is a triple staining procedure to 

amplify the signal. First a fluorescently labelled streptavidin stain, which binds to the 

biotin-labelled cRNA fragments. This is followed by a biotinylated anti-streptavidin 

antibody, and then a repeat of the fluorescently labelled streptavidin. The GeneChip® is 

then placed into an Affymetrix Laser Array Scanner and the raw data captured by 

measurement of fluorescence signal. Scanning the GeneChip® produces a raw image data 

file (.dat file) which is analysed within the Affymetrix operating system (GeneChip®
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Operating Software (GCOS)) to produce a .cel file. The .cel file  contains a single intensity 

value for each probe feature on the GeneChip®.

Figure 1.11
One-Cycle Target Labeling

(for 1-15 pg total RNA or 0.2-2 MQ mRNA)
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Figure 1.11: Methodology Of standard eukaryotic gene expression assay.

Labelled cRNA targets derived from mRNA of an experimental sample are hybridised to nucleic acid probes 
attached to the quartz wafer chip. By monitoring the amount of label associated with each DNA location, it is 
possible to infer the relative abundance of each RNA species represented (Affymetrix image library - 
http://affvmetrix.com).

1.4.2.2. Affymetrix GeneChip® Primary Analysis and Quality Assessment

Initial analysis o f the GeneChip® involves inspection o f the .dat file  image for the presence 

o f any obvious image artefacts (e.g. bubbles, high regional/overall background, bleached 

areas, scratches, etc...). The GeneChip® is then analysed by GCOS to produce a final .chp

50

http://affvmetrix.com


file, which contains a single reported intensity value fo r each gene represented on the 

GeneChip® (this is derived from the entire probe set o f 11-22 probe features fo r each gene).

When the .chp file  is generated the GeneChip® data is normalised using a ‘global scaling’ 

approach. This involves scaling the GeneChip® to an overall mean Target Intensity Signal 

fo r the entire microarray (a value o f 150 intensity units was consistently used fo r this 

project). This approach assumes only small subsets o f genes are regulated w ith in  any 

experimental comparison. Thus, since the majority o f genes for each sample are expressed 

at consistent levels, the overall intensity signal for each GeneChip® should be the same. By 

inference, differences in the overall intensity signals between GeneChips® are a result o f 

assay variables (e.g. pipetting errors or variation in hybridisation, washing and staining 

efficiencies) which are independent o f gene expression. Apply ing the global scaling 

method corrects for these assay variables. The normalised .chp file  is used fo r all 

downstream comparative analysis between GeneChips®.

Further assessment o f the quality o f each GeneChip is carried out by generating a ‘ report’ 

file  w ith in GCOS. The ‘ report’ file  contains various metrics indicating overall hybridisation 

quality (Table 1.9). GeneChips fa lling  outside acceptable ranges for key parameters (i.e. 

background, hybridisation controls, and internal control genes) can be excluded from 

downstream analysis. Additional parameters (e.g. RawQ, percent present call and scaling 

factor) can also be taken into consideration when deciding whether a GeneChip® is o f 

acceptable quality or not.
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Table 1.9: GeneChip® hybridisation quality control metrics.

Quality Indicator Metric Description

Background and noise 
values

Average Background No specific guidelines, although Affymetrix indicate typical 
background values range from 20-100 intensity units

Raw Q value Overall indication electrical noise, which is scanner-specific. 
Values between GeneChips® should be comparable.

Hybridisation controls B/oB (1.5pM final) 

BioC (5pM final) 

BioD (25pM final) 

Cre (100pM final)

Prokaryotic gene spikes. B/oB equates to 1:100,000 copies 
and is at the limit of assay sensitivity. B/oB should be called 
‘present’ in 50% of arrays. BioC, D and cre should always be 
called present.

Internal control genes Beta-actin

GAPDH

Used to assess input RNA quality. Probes sets representing 3’ 
and 5' sequence. cRNA synthesis is inherently 3'-biased, but 
the ratio 3’:5’ ratio should be <3 for at least one gene. Ratios 
above may indicate degraded input RNA

Percent present %P The number of probe sets called ‘present’ expressed as a 

percentage of the total probe sets on the GeneChip®. 

Replicate samples should have similar %P values and 

extremely low values indicate poor sample quality.

Scaling and 
normalisation factors

SF Indicates the factor used to normalise the array to the Target 

Intensity Signal. Arrays within the same experiment should 

have SFs within a 2-fold range.

52



1.5. Thesis Rationale and Aims

Quinones moieties are important structural elements within anti-cancer medicines, in 

particular the anthracycline antibiotic doxorubicin. Although quinone-related compounds 

have clear medical value, their reactivity and associated toxicity often restricts therapeutic 

use. As a class quinones can exert toxicity through two predominant mechanisms, 1) redox 

cycling with the concomitant generation of ROS and ensuing oxidative stress, 2) 

electrophilic attack of cellular nucleophiles resulting in damage to cellular macromolecules. 

A quinone can exert toxicity through one or both mechanisms. To further understand the 

mechanisms and cellular processes involved in the toxicity of clinically important 

quinones, simpler quinone entities are frequently used as tool compounds (e.g. 2,3- 

dimethoxy-1,4-naphthoquinone (DMNQ) and menadione (MNQ)) which have better 

defined chemistry. Careful selection of quinones with defined reactivity, in terms of 

capacity to redox cycle and/or arylate nucleophiles, has allowed the involvement and 

relative importance of each mechanism to be defined based on differential effects on a 

number of endpoints. These include general cytotoxicity[26;99], mitochondrial 

perturbation[100;101], damage to the cytoskeleton[102], genomic DNA[103-105] and 

plasma membranes[52]. However to date no comprehensive transcriptomic investigation 

into the genes and pathways regulated with quinone exposure has been undertaken. Such a 

microarray-based transcriptional analysis would offer the opportunity to identify novel 

genes/control pathways important in ameliorating the response to quinone challenge. In 

addition, as redox cycling quinones are frequently used as redox stressors, such an 

investigation has the potential to further understanding of the relationship between 

oxidative stress and gene expression.

The overall aim of this project was to therefore identify novel genes and control pathways 

modulated in response to quinone exposure in vitro and in vivo. Rat hepatocyte cultures 

were used because historically they have been utilized as model systems for studying the 

cytotoxic effects of quinones at a cellular levels in Wrra[26;27;102;104]. Thus the use of 

primary rat hepatocytes for investigating in vitro transcriptomic changes in this project 

allowed data generated here to be interpreted in the context of the extensive knowledgebase 

that exists. However a critical step in understanding the relevance of in vitro findings is to
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undertake equivalent studies in vivo. For this reason transcriptional changes associated with 

redox cycling quinone exposure were also investigated in the livers of mice.

The overall aim of the thesis was broken down into this series of sub-objectives:

1. To test the hypothesis that it is possible to differentiate the mechanism through which 

quinones exert cytotoxicity using transcriptomic analysis and appropriate bioinformatics. 

The rationale was to show that such analysis can be used for the early screening of NCEs in 

drug development as well as understanding the mechanisms of quinone toxicity.

2. To undertake an investigation into the utility of DMNQ as a tool compound for studying 

hepatic redox stress in vivo. The rationale for this research is that most redox work is 

carried out in non-physiological in vitro systems. Therefore during this study the 

toxicokinetics and biodistribution of DM NQ in mice was defined, along with the 

physiological effects (changes in glutathione status and the transcriptome) of a single bolus 

dose at a level that did not cause acute hepatotoxicity. The advantages of DM NQ for 

studying redox stress in vitro have long been recognised[26]. It was hoped that this study 

would for the first time demonstrate its utility in vivo and that the data will form the 

foundation for future investigations. As such the use of DMNQ in vivo would give rise to 

opportunities for studying redox stress in multiple organs systems and could eventually 

lead to the relative importance of redox stress in the toxicity of clinically important 

quinones being better defined.

3. The use of the findings of this study to advance the understanding of relationships 

between oxidative stress and gene expression. The rationale for this research is that 

oxidative stress is a fundamental mechanism of toxicity with many pathophysiological 

consequences. Through its further understanding there is the implicit possibility of 

ameliorating further its effects in many disease states and toxicological processes.
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CHAPTER 2. MATERIALS AND METHODS

55



2.1. Hepatocyte Monolayer Culture Methodology

2.1.1. Isolation of Rat Hepatocytes Using the Ex Vivo ‘Wedge’ Perfusion 
Method

Male Han Wistar rats (10-12 weeks old) (supplied by Charles River Labs) were killed by 

cervical dislocation. The fur of the rat was dampened with industrial methylated spirit 

(IMS) before opening the abdominal cavity, just below the rib cage. The liver was cut free 

of connective tissue and placed into ice cold sterile Dulbecco’s Phosphate Buffered Saline 

(D-PBS), pH7.4 (154938, Gibco). The two to three largest lobes of the liver were perfused 

and hepatocytes isolated using the ‘wedge’ perfusion method, adapted from that of Seglan 

et a/[106].

The liver lobes were canulated via the main vein and placed onto a perfusion rig (Figure 

2.1) with a heating jacket for warming buffers to 38°C. All buffers used during the 

perfusion procedure were aerated continuously (95% O2 , 5%CC>2) and pumped at a flow 

rate of lOmL/minute with a lOlu Peristaltic Pump (Watson Marlow). Blood was cleared by 

flushing for 15 minutes with Chelating Buffer (prepared as outlined in Section 2.14). The 

Chelating Buffer was cleared by flushing the lobes with Hank’s Balanced Salt Solution 

(HBSS) (14175, Gibco) for 10 minutes. Finally, the lobes were perfused for 30 minutes 

with Collagenase Buffer (prepared as outlined in Section 2.14). Catheters were removed 

and the liver lobes placed in a sterile petri dish containing William’s E (WE) Complete 

media (prepared as outlined in Section 2.14). Unperfused regions were removed and the 

remainder of the lobes teased apart (using sterile forceps and spatulas) to release the 

hepatocytes. The cell suspension was filtered through 150pm bolting cloth into a 50mL 

Falcon tube and made up to 50mL with WE Complete media. The cells were spun for 2 

minutes at 50 x g (to remove dead and non-parenchymal cells) and the pellet re-suspended 

in 50mL of fresh WE Complete media. This was repeated three times, after which, the cell 

viability was assessed by trypan blue exclusion using a haemocytometer (as outlined in 

Section 2.1.2).
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Figure 2.1

Figure 2.1: The liver perfusion rig with three rat liver lobes in situ.

2.1.2. Determination of Hepatocyte Viability and Cell Number

Trypan blue is one o f several stains routinely used for dye exclusion tests to determine the 

viability o f a cell population. The test is based on the principle that viable cells actively 

exclude so-called ‘v ita l’ dyes (like trypan blue), whereas non-viable cells do not.

A  200pL aliquot o f the hepatocyte cell suspension was added to 200pL o f 0.4% trypan blue 

solution (T8152, Sigma) and mixed by gentle aspiration in a bijou tube. A  small sample o f 

the suspension was transferred to an improved Neubauer haemacytometer counting chamber.
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Cells were counted in two random squares of the chamber and a mean total number of 

viable (unstained) and non-viable (blue stained) cells obtained. The total number of 

cells/mL and cell viability were determined using the following formulae:

• Viable cell number/mL of cell suspension =

Mean cell count per square x dilution factor x 104

• Total viable cell number =

Number of viable cells/mL of cell suspension x volume of cell suspension

• Percent cell viability =

(Total viable cells (unstained)/total cells (stained + unstained)) x 100

Cell viability for hepatocyte preparations was routinely 80-90 percent. Hepatocyte 

preparations with cell viability less than 75 percent were not used.

2.1.3. Plating, Attachment and Recovery of Hepatocytes

Hepatocytes were diluted with Complete WE media to the appropriate density of viable 

cells for the culture vessel being used (Table 2.1). An appropriate volume of hepatocytes 

(Table 2.1) were plated onto each BioCoat Plate well (type-I collagen-coated) (Beckton 

Dickinson) and attachment allowed to proceed for 2 hours in a humidified incubator at 

37°C (containing 5% CO2 , 95% air). Following attachment, media was removed and the 

hepatocytes were washed once with sterile D-PBS (at 37°C) and an appropriate volume of 

WE Incomplete media (prepared as outlined in Section 2.14) added (volumes defined in 

Table 2.1). Hepatocytes were incubated overnight (for 16 hours) in a humidified incubator 

at 37°C (containing 5% CO2 , 95% air) to recover prior to treatment.

Table 2.1: Volumes of Tissue Culture Reagents Used for Different BioCoat Plate 
Types

Plate Type 
(Cat. No.)

Seeding 
Density '

Seeding
Volume

Number of 
Cells 

Seeded/Well

PBS Wash 
Volume

WE
Incomplete

Media
Volume

Treatment
Media

Volume

12-well plate 
(356400)

5x 105/mL 0.75mL 3.8 x105 0.5mL 0.75mL 0.75mL

6-well plate 
(356500)

5x 105/mL 2mL 1 X 106 1mL 2mL 2mL
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2.1.4. Treatment of Hepatocyte Monolayers

Following the recovery incubation, WE Incomplete media was discarded and dead cells 

removed by washing with the wells with sterile D-PBS (at 37°C) (defined in table 2.1). An 

appropriate volume (defined in table 2.1) of freshly prepared treatment media was added to 

each well. Treatment media was either Vehicle Control (WE Incomplete media/1% v/v 

dimethyl sulphoxide (DMSO) (154938, Sigma)) or Quinone Media (the quinones detailed 

in Table 2.2 were diluted in 100% DMSO before being added to WE Incomplete media to 

achieve the desired final concentration). Hepatocytes were incubated prior to sampling at 

various time points in a humidified incubator at 37°C (containing 5% CO2 , 95% air).

Table 2.2: Test Quinone Details

Quinone Abbreviation Purity Supplier Cat. No.

1,4-benzoquinone BQ >99% Sigma B1266

1,4-naphthoquinone NQ 97% Aldrich 15,275-7

2,3-dimethoxy-1,4- 
naphthoquinone

DMNQ 99% Dr T Gant, MRC Toxicology 
Unit, Leicester University

Not applicable

2-methyl-1,4-
naphthoquinone
(menadione)

MNQ >99% Sigma M5625

Thymoquinone TQ 99% Aldrich 27,466
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2.2. Transfection of Hepatocyte Monolayer Cultures with Small 
Interfering RNA

To investigate the role of quinone-regulated genes in the response of hepatocytes to redox 

stress, the gene interference technique known as small interfering RNA (siRNA) was used. 

siRNA utilises the endogenous RNA interference (RNAi) post-transcriptional control 

pathway first observed in plants[107] and later in Caenorhabdis elegans[ 108]. The term 

RNAi was later coined by Ketting and Plasterk[109]. An active RNAi pathway has since 

been demonstrated in mammalian cells and synthetic siRNAs are routinely exploited as 

tools for understanding gene function[l 10; 111]. siRNAs are short double-stranded 

oligoribonucleotides that associate with the RNA-induced silencing complex (RISC) and 

induce degradation of complementary target mRNA sequences. The result is decreased 

levels of the target gene mRNA and consequently, decreased protein expression[l 10; 111]. 

Through the use of conventional transfection techniques, it is possible to introduce siRNAs 

that target a gene of interest into cells cultured in vitro. This can bring about suppression of 

both the mRNA and protein expression of that gene. Once gene suppression (or 

‘knockdown’) has been achieved, the role of that gene can be inferred by studying 

phenotypic changes in the cells transfected.

2.2.1. Transfection Complex Preparation

The 7rart.sIT-TKO® siRNA transfection reagent (2155, Mirus Coproration) was used as 

supplied (2.5mg/mL in 100% ethanol). Lyophilised siRNAs were purchased from Ambion 

(details given in Chapter 6) and dissolved in siRNA Buffer (details of preparation are 

included in Section 2.14) to the desired working concentration. siRNA working stock 

solution were stored at -80°C until required.

siRNA transfection mixes were prepared on the day of use. The TransYT-TKO® was added 

to WE Incomplete media (without gentamicin) at the required concentration (defined in 

Chapter 6), mixed well by vortexing and incubated at room temperature for 20 minutes. A  

volume of each siRNA working stock was added (to achieve the final concentrations 

detailed in Chapter 6), or an equivalent volume of siRNA Buffer for control, and the 

solutions mixed by gentle pipetting. The siRNA mixes were incubated at room temperature 

for 20 minutes to allow siRNA complexes to form. The siRNA mixes were then used for 

transfection as outlined in Section 2.2.2.
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2.2.2. Transfection of Rat Hepatocyte Monolayers

Rat hepatocytes were prepared and viability assessed as detailed previously (Sections 2.1.1 

and 2.1.2, respectively). Hepatocyte monolayers were prepared on BioCoat tissue culture 

plates as detailed previously (Section 2.1.3), with the exception of seeding density. A  

reduced seeding density of 3.5 x 105 viable cells/mL was used (equating to approximately 

70 percent of standard). Following attachment and washing with sterile D-PBS, WE 

Complete media was added to each well (6 well plates = 1.5mL/well; 12 well plates = 

0.57mL/well). The appropriate ‘siRNA mix’ (prepared as detailed in Section 2.2.2) was 

added to each well (6 well plates = 0.5mL/well; 12 well plates = 0.19mL/well) and 

dispersed by gently rocking the plates. Hepatocytes were incubated overnight (for 16 hours) 

in a humidified incubator at 37°C (containing 5% CO2 , 95% air) to allow target gene 

knockdown to proceed prior to treatment. Treatment of hepatocytes was carried out as 

outlined previously (refer to Section 2.1.4).
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2.3. Assessment of Hepatocyte Viability Using LDH Leakage

The determination of enzyme leakage is frequently used to assess cell viability in vitro. As 

viability decreases and cells undergo necrotic cell death, enzymes that are normally 

compartmentalised within the cells leak out into the culture media. Lactate dehydrogenase 

(LDH) is frequently used for this purpose by measuring the levels found in the culture 

media and viable cells remaining in culture.

The LDH-P Assay (AE1-20, Alfa Wassermann) was used for determination of LDH levels. 

The assay utilises the ability of LDH to catalyse the conversion of pyruvate to L-lactate in 

the presence of NADH (as indicated in Figure 2.2). The rate of reaction is monitored 

photometrically at 340nm, the rate of NADH oxidation being directly related to the level of 

LDH activity within the sample.

Figure 2.2

LDH ,
Pyruvate + NADH + H+

Figure 2.2: LDH Assay Principle. In the presence of pyruvate LDH catalyses the 
oxidation of NADH to NAD*, which absorbs light at 340nm.

2.3.1. Sampling Culture Media and Hepatocyte Monolayers

At an appropriate time point, 0.25mL of hepatocyte culture media was sampled into a 

1.5mL Eppendorf tube and centrifuged at 10,000 x g for 3 minutes to remove cellular 

debris. The supernatant was transferred to a fresh 1.5mL Eppendorf and stored at 4°C until 

required. This constituted the ‘leaked’ sample. The remaining treatment media was 

removed, the hepatocytes washed with 0.5mL sterile D-PBS (at 37°C) and 0.5mL of 0.1 % 

v/v Triton-XlOO (Sigma) added. Lysis was allowed to proceed at 4°C for 30 minutes and 

0.25mL of hepatocyte lysate sampled into a 1.5mL Eppendorf tube and centrifuged at 

10,000 x g for 3 minutes to remove cellular debris. The supernatant was transferred to a 

fresh 1.5mL Eppendorf tube and stored at 4°C until required. This constituted the ‘lysed’ 

sample.
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2.3.2. Running the LDH Assay

The LDH-P Assay Working Reagent was prepared 10 minutes before use by reconstituting 

one vial of kit component R2 (lyophylised substrate containing NADH at a final 

concentration of 0.19mmol/L when formulated) with one vial of kit component R1 (assay 

buffer; 52mmol/L phosphate buffer and 0.6mmol/L pyruvate). After dissolution the 

Working Reagent was loaded onto the reagent store within the SpACE® Autoanalyser (Alfa 

Wassermann).

All ‘leaked’ and ‘lysed’ samples were run on the same day as they were prepared. Two- 

hundred microlitres of each ‘leaked’ and ‘lysed’ sample was transferred to an autanalyser 

cup and loaded onto SpACE® Autoanalyser segment. The segments were loaded onto the 

SpACE® autoanalyser and LDH-P Assay run. During the assay the SpACE® Autoanalyser 

takes 4pL from each sample cup and mixes it with 150pL of Working Reagent in a clean 

cuvette. The rate of reaction was measured at 340nm and the results reported by the 

autoanalyser in units of LDH/L. Data was expressed as LDH leaked as a percent of total.

To derive this value, the following formulas were used:

• Total leaked LDH Ills per well =

‘leaked’ LDH IU/L x media volume in mL

• Total LDH I Us per well =

total leaked LDH lUs per well + ‘lysed LDH IU/L x lysis volume in mL

• LDH leakage as a percent of total =

(Total leaked LDH lUs per well/Total LDH lUs per well) x 100

63



2.4. Assessment of Liver Damage by Measurement of Plasma 
Alanine Aminotransferase Levels

Measurement of circulating levels of alanine aminotransferase (ALT) is frequently used for 

the diagnosis of liver disease and hepatic damage as a result of toxicity. ALT is normally 

compartmentalised within the tissue and so circulating levels in healthy individuals are 

typically low (<40U/L). When injury to hepatic tissue occurs ALT is released, resulting in 

an increase in blood levels of the enzyme.

The ALT Assay (A L1-205, Alfa Wassermann) was used for determination of ALT levels. 

The assay utilises the ability of ALT to convert a-oxoglutarate and L-alanine to L-lactate 

and NAD+ (in the presence of an enzyme/coenzyme mix) (as indicated in Figure 2.3). The 

rate of reaction is monitored photometrically at 340nm, the rate of NADH oxidation being 

directly related to the level of ALT activity within the plasma sample.

Figure 2.3

ALT
a-oxoglutarate + L-alanine — -► L-glutamate + pyruvate

LDH
pyruvate + NADH + H+ - -► L-lactate + NAD+

Figure 2.3: ALT Assay Principle. ALT catalyses the first reaction and the pyruvate 
generated is utilised by LDH in the oxidation of NADH to NAD+, which 
absorbs light at 340nm.

2.4.1. The ALT Assay

The ALT Assay Working Reagent was prepared 10 minutes before use by reconstituting 

one vial of kit component R2 (lyophylised substrate containing the following when 

formulated; 0.18mmol/L NADH, 12mmol/L a-oxoglutarate, 600U/L LDH) with one vial of 

kit component R1 (assay buffer; 80mmol/L tris-buffer, pH7.5 and 240mmol/L L-alanine). 

After dissolution the Working Reagent was loaded onto the reagent store within the 

SpACE® Autoanalyser.
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Frozen plasma-EDTA samples taken from treated mice (supplied by Dr T Gant, MRC 

Toxicology Unit, Leicester University) were thawed and diluted in an appropriate volume 

of distilled water. Two-hundred microlitres of each diluted plasma sample was transferred 

to an autanalyser cup and loaded onto the SpACE® Autoanalyser segment. The segments 

were loaded onto the SpACE® autoanalyser and ALT Assay run. During the assay the 

SpACE® Autoanalyser takes 20pL from each sample cup and mixes it with 200pL of 

Working Reagent in a clean cuvette. The rate of reaction was measured at 340nm and the 

results reported by the autoanalyser in units of ALT/L.
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2.5. Assessment of Liver Damage by Measurement of Plasma 
Aspartate Aminotransferase Levels

Measurement of circulating levels of aspartate aminotransferase (AST) is frequently used 

for the diagnosis of liver disease and hepatic damage as a result of toxicity. AST is 

normally compartmentalised within the tissue and so circulating levels in healthy 

individuals are typically low (<70U/L). When injury to hepatic tissue occurs AST is 

released, resulting in an increase in blood levels of the enzyme.

The AST Assay (AE1-36, Alfa Wassermann) was used for determination of AST levels. 

The assay utilises the ability of AST to convert a-oxoglutarate and L-aspartate to L-malate 

and NAD+ (in the presence of an enzyme/coenzyme mix) (as indicated in Figure 2.4). The 

rate of reaction is monitored photometrically at 340nm, the rate of NADH oxidation being 

directly related to the level of AST activity within the plasma sample.

Figure 2.4

AST
a-oxoglutarate + L-aspartate — -► L-glutamate + oxalacetate

MDH
oxalacetate + NADH + H+ — -► L-malate + NAD+

Figure 2.4: AST Assay Principle. AST catalyses the first reaction and the oxalacetate 
generated is utilised by malate dehydrogenase (MDH) in the oxidation 
of NADH to NAD*, which absorbs light at 340nm.

2.5.1. Running the AST Assay

The AST Assay Working Reagent was prepared 10 minutes before use by reconstituting 

one vial of kit component R2 (lyophylised substrate containing the following when 

formulated; 0.18mmol/L NADH, 12mmol/L a-oxoglutarate, 600U/L malate 

dehydrogenase) with one vial of kit component R1 (assay buffer; 80mmol/L tris-buffer, 

pH7.5 and 240mmol/L L-aspartate). After dissolution the Working Reagent was loaded 

onto the reagent store within the SpACE® Autoanalyser.
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Frozen plasma-EDTA samples taken from treated mice (supplied by Dr T  Gant, MRC 

Toxicology Unit, Leicester University) were thawed and diluted in an appropriate volume 

of distilled water. Two-hundred microlitres of each diluted plasma sample was transferred 

to an autanalyser cup and loaded onto SpACE® Autoanalyser segment. The segments were 

loaded onto the SpACE® autoanalyser and AST Assay run. During the assay the SpACE® 

Autoanalyser takes 20pL from each sample cup and mixes it with 200pL of Working 

Reagent in a clean cuvette. The rate of reaction was measured at 340nm and the results 

reported by the autoanalyser in units of AST/L.

67



2.6. Measurement of Hepatocyte Total Protein Content Using the
BCA Protein Assay

Total cellular protein content was used to normalise glutathione-related endpoints (refer to 

Section 2.7) and activated caspase 3 data (refer to Section 2.8). Total protein levels were 

determined using the BCA Protein Assay Kit (2161297A, Pierce). All reagents were used 

as supplied. The BCA Protein Assay Kit use bicinchoninic acid (BCA) for the 

colourimetric quantification of total protein. The assay couples the ability of proteins to 

reduce Cu+2 to Cu+1 in an alkaline buffer (known as the Biuret reaction) and the reactivity 

of Cu+1 with BCA. This results in the production of a purple-coloured water soluble 

complex that exhibits strong absorbance at 562nm, the level of absorbance being 

proportional to the amount of protein in the test sample. The concentration of protein within 

the test sample is derived by reference to a bovine serum albumin (BSA) standard curve run 

at the same time.

2.6.1. Sample and Standard Curve Preparation

Sample preparation was as detailed in Sections 2.7.1.1, 2.12.2  and 2.8.1. The standard 

curve was prepared by diluting the 2mg/mL BSA Standard to the following concentrations; 

2,000, 1,000, 500, 250, 125, 62.5, 31.25, 16.13, 7.81 and Opg/mL. The buffer used to 

prepare the test samples was used as diluent (i.e. lOOmM sodium hydroxide (NaOH) or 

Caspase 3 Assay Lysis Buffer) to control for reagent effects on the assay.

2.6.2. Running the BCA Protein Assay

Working Reagent (WR) was prepared by mixing 50 parts BCA Reagent A  with 1 part BCA 

reagent B. Standards and test samples were added in duplicate (25pL/well) to a 96 well flat 

bottomed (black-sided) microtitre plate (6005182, Packard), along with 200pL of WR. The 

plate was mixed thoroughly on an orbital plate shaker for 30 seconds and then incubated at 

37°C for 30 minutes. The plate was cooled to room temperature and the absorbance 

measured at 562nm using a SpectroMax 190 Plate Reader (Molecular Devices). A  typical 

BSA standard curve is shown (Figure 2.5).
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Figure 2.5
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Figure 2.5: Typical BSA standard curve for the BCA Protein Assay



2.7. Measurement of Glutathione-Related Endpoints

Two alternative assays were used for measuring glutathione status within hepatocytes and 

liver tissue. The O-Phthaldialdehyde (OPT) method (outlined in section 2.7.1) was used for 

measuring reduced glutathione (GSH) levels during the hepatocyte dose ranging studies 

reported in Chapter 3. The Bioxytech GSH/GSSG-412 Assay was used for measuring both 

GSH and oxidised glutathione (GSSG) levels in hepatocytes and liver tissue. This method 

was used for the hepatocyte culture experiments reported in Chapters 4, 5 and 6, and the in 

vivo experiments reported in Chapter 7.

2.7.1. Measurement of GSH Using the O-phthaldehyde Method

The OPT method is a widely used system for assaying total cellular GSH levels. OPT 

becomes highly fluorescent when conjugated to GSH. The assay works on the principle that 

the degree of fluorescence due to OPT is proportional to the glutathione content in the 

sample.

2.7.1.1. Sample Preparation

At an appropriate time point, media was removed from each well of a 12 well BioCoat 

plate and the cells washed with 0.5mL sterile D-PBS. Two-hundred and fifty microlitres of 

chilled 6.5% w/v trichloroacetic acid (TCA) (304904T, BDH) was added and the plates 

incubated at 2-8°C for 30 minutes on an orbital shaker. The TCA lysate was transferred to a 

1.5mL Eppendorf tube and centrifuged at 14,000 x g for 3 minutes to removed cellular 

debris. The supernatant was removed and stored at -70°C until required for determination 

of GSH levels. Following removal of the TCA sample, total cellular protein was isolated by 

dissolving the hepatocytes with lOOpL of 1M sodium hydroxide (NaOH) (Sigma) overnight 

at 2-8°C. The following day, 1M NaOH extracts were diluted with 900pL of distilled water 

and used for determination of total cellular protein levels (outlined in Section 2.6).

2.7.1.2. Running the OPT GSH Assay

GSH levels were determined using Cobra Fara Centrifugal Autoanalyser (Roche 

Diagnostics). TCA extracts were thawed and 150|nL samples were run with a 10pg/mL 

solution of OPT (P0657, Sigma) in 6.5% w/v TCA. Results were expressed as nmol/mL of 

GSH against a standard curve ranging from 0-32.54nmol/mL of GSH (G6013, Sigma).
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GSH values were expressed against total cellular protein content (measured according to 

the method outlined in Section 2.6) as nmol GSH/mg total protein.

2.7.2. Measurement of GSH and GSSG Using the Bioxytech GSH/GSSG- 
412 Assay

The Bioxytech GSH/GSSG-412 Assay (371757, Calbiochem) was used for determination 

of GSH and GSSG levels. All reagents were used as supplied. GSH provides reducing 

equivalents for the glutathione peroxidase (GPx) catalysed reduction of H 2O2 and lipid 

hydroperoxides to water and the respective alcohol. During this process GSH becomes 

oxidised to GSSG. The GSSG is recycled into GSH by glutathione reductase (GR) and 

NADPH. These two reactions are termed the ‘glutathione redox cycle’ (Figure 2.6). When 

cells are exposed to increased oxidative stress, the ratio of GSH/GSSG will decrease as a 

consequence of GSSG accumulation. The measurement of the GSSG level and/or the 

determination of the GSH/GSSG ratio is a useful indicator of oxidative stress.

Figure 2.6

H20 2 + 2GSH
GPx

„  k GSSG + 2H20

GSSG + NADPH + H+
GR

- 1 2GSH + NADP+W

Figure 2.6: The GSH Redox Cycle. The first reaction shows the oxidation of GSH, in 
the presence of hydrogen peroxide (H20 2), catalysed by GPx. The 
second reaction shows the reduction of GSSG, in the presence of 
NADPH, catalysed by GR.

GSH reacts with the chromogen 5,5’-dithiobis-(2-nitrobenzoic acid) (DTNB) to form a 

product detectable at 412nm. By monitoring the rate at which the product is formed, the 

concentration of glutathione within a sample can be determined (with reference to 

standards). Total glutathione levels (GSHt), which account for GSH and GSSG content 

within samples, is measured first. GSSG only levels are measured by scavenging GSH 

within a sample with l-methyl-2-vinylpyridinium trifluoromethanesulphonate (M 2VP). 

GSSG levels can then be measured by the reduction of GSSG to GSH, which is then 

determined by the reaction with DTNB. The rates of change in absorbance are proportional
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to the GSH and GSSG concentrations. To determine the level of GSH with a sample, the 

GSSG value (in GSH equivalents) is subtracted from the GSHt value.

2.7.2.1. Sample Preparation -  Hepatocyte Monolayers

At an appropriate time point, media was removed from each well of a 12 well BioCoat 

plate and the hepatocytes washed with 0.5mL sterile D-PBS. Two-hundred and fifty 

microlitres of 5% w/v chilled meta-phosphoric acid (MPA) (M6288, Sigma) was added and 

the plates incubated at 2-8°C for 30 minutes on an orbital shaker. Supernatants were placed 

on ice and then stored at -80°C until required for determination of GSH/GSSG levels. 

Following removal of the MPA sample, total cellular protein was isolated by dissolving the 

hepatocytes with 100pL of 1M sodium hydroxide (NaOH) (30620, Sigma) overnight at 2- 

8°C. The following day, 1M NaOH extracts were diluted with 900pL of distilled water and 

used for determination of total cellular protein levels (outlined in Section 2.6).

MPA lysates were thawed and a total GSHt sample was prepared by diluting lOpL of MPA 

lysate 1/10 to 1/40 with GSH Assay Buffer. A  GSSG sample was prepared by incubating 

50pL of MPA lysate with lOpL Assay Scavenger Solution at 4°C for 30 minutes prior to 

diluting 1/3 to 1/10 in GSSG Assay Buffer.

2.7.2.2. Sample Preparation -  Liver

Liver tissue was homogenised in 10-20|xL chilled 5% w/v MPA per mg of wet tissue and 

centrifuged at 14,000 x g to remove any precipitate. Supernatants were placed on ice and then 

stored at -80°C until required for determination of GSH/GSSG levels. A  total GSHt sample 

was prepared by diluting lOpL of MPA lysate 1/10 to 1/40 with GSH Assay Buffer. A  

GSSG sample was prepared by incubating 50pL of MPA lysate with lOpL Assay 

Scavenger Solution at 4°C for 30 minutes prior to diluting 1/3 to 1/10 in GSSG Assay 

Buffer.

2.7.2.3. Running the GSH/GSSG-412 Assay

All reagents provided within the GSH/GSSG-412 Assay kit were used as supplied. One- 

hundred and fifty microlitres of each GSHt or GSSG sample was transferred to an 

autanalyser cup and loaded onto a SpACE® Autoanalyser segment. The segments were 

loaded onto the SpACE® autoanalyser and the GSH or GSSG variant of the assay run.
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During the assay the SpACE® Autoanalyser takes 50pL o f MPA sample and mixes it with 

equal volumes o f Chromogen Solution (DNTB), Enzyme Solution (GR) and NADPH 

Solution. Absorbance was monitored at 408nm for 5 minutes and the rate o f reaction 

(which is proportional to the GSH/GSSG present in the MPA solution) measured. GSHt and 

GSSG levels were related to standard curves (as supplied) that were run on the same day of 

assay (Figure 2.7). To derive the level o f GSH within a tissue, two times the GSSG value 

was subtracted from the respective GSHt value. Both GSH and GSSG results were 

expressed in terms o f nmol/mg total protein (hepatocyte data) or nmol/mg o f wet tissue 

(liver data).

Figure 2.7
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Figure 2.7: Typical GSH/GSSG-412 Assay Standard Curve
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2.8. Measurement of Activated Caspase 3 Activity in Hepatocyte 
Cultures

Activated caspase 3 levels were assessed in rat hepatocytes to indicate overall activation of 

apoptosis within hepatocyte monolayers. Caspase 3 is an active cell death protease involved 

in the execution of apoptosis and it is activated in response to a variety of apoptotic 

stimuli[112]. The BD ApoAlert™ Caspase 3 Fluorescent Kit (630215, BD Biosciences 

Clontech) was used for the measurement of activated Caspase 3 levels in hepatocyte 

cultures (all reagents were used as supplied). The BD ApoAlert™ Caspase 3 Fluorescent 

Kit is suitable for detecting the activity of activated capsase 3 in all mammalian cell types.

The BD ApoAlert™ Caspase 3 Fluorescent Kit utilises the ability of activated caspase 3 to 

cleave a tetrapeptide substrate-fluorophore conjugate (DEVD-7-amino-4-trifluoromethyl 

coumarin (AFC)). Cleavage of the substrate conjugate by activated caspase 3 liberates AFC 

which then fluoresces yellow-green (peak emission at 505nm). The level of emission at 

505nm is proportional to the Caspase 3 activity within the test sample.

2.8.1. Sample Preparation

At an appropriate time point, media was removed from each well of a 12 well BioCoat 

plate and the hepatocytes washed with 0.5mL sterile D-PBS. One-hundred and fifty 

microlitres of chilled Cell Lysis Buffer was added to each well and the plates incubated at 

2-8°C for 10 minutes on an orbital shaker. Lysates were transferred to 1.5mL Eppendorf 

tubes and centrifuged at 14,000 x g to remove cellular debris. Supernatants were transferred 

to fresh Eppendorf tubes and stored at -80°C until required for determination of Caspase 3 

levels.

2.8.2. Running the Caspase 3 Assay

Hepatocyte lysates were thawed and 50pL transferred into duplicate wells of a 96 well flat 

bottomed (black-sided) migrotitre plate (6005182, Packard). Fifty microliters of 2 x 

Reaction Buffer and 5[iL of the DEVD-AFC substrate (50pM final concentration) were 

added. The plate was incubated at 37° for 1 hour in a humidified incubator. Fluorescence 

was measured by reading the plate with a Spectramax 210 Fluorescence Microtitre Plate 

Reader (Molecular Devices) (400nm excitation filter; 505nm emission filter). Activated
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caspase 3 levels were expressed as fluorescence units/mg total protein (total protein levels 

were measured in the same lysate samples according to the method outlined in Section 2.6).

2.9. Determination of DMNQ and MNQ Levels by HPLC

In order to investigate the toxicokinetics, tissue distribution and elimination of DM NQ and 

MNQ in mice, a high-performance liquid chromatography (HPLC)-based assay was 

developed (optimisation of the assay is detailed in Chapter 7). Tissues and plasma from 

DMNQ and MNQ treated mice were supplied by Dr T Gant, MRC Toxicology Unit, 

University of Leicester.

2.9.1. Sample preparation

Frozen tissue was weighed (approximately 100-200mg) using an analytical balance, the 

weight recorded and transferred to a 2mL Eppendorf tube. Tissues were homogenized in 

two times volume of HPLC grade water (W/0106/PB17, Fisher Scientific) at room 

temperature using an Ultra-Turrax T10 homogeniser (IKA). Plasma samples and tissue 

homogenates were mixed with two times volume of acetonitrile (H049, Romil) for 30 

minutes at room temperature and centrifuged at 14,000 x g to remove any precipitate. The 

supernatant was removed, transferred to a fresh 2mL Eppendorf tube and dried by spinning 

in a SpeedVac Dryer (Eppendorf) on the medium heat setting. Dried tissue/plasma extracts 

were stored at -80°C until required.

2.9.2. Running the HPLC Assay

Dried tissue or plasma extracts were dissolved in 50pL of 50% v/v methanol (Assay 

Buffer) (prepared from HPLC grade water and HPLC grade methanol (M/4056/PB17, 

Fisher Scientific) per lOOmg or lOOpL of original starting tissue/plasma. The methanol 

solutions were centrifuged briefly and the supernatant loaded into Total Recovery HPLC 

vials (186000327c, Waters) for analysis. HPLC was performed on a 150 x 2.1mm C18 

3.5pm column (WAT106005, Waters) using a 2695 HPLC Analyser with a 2487 Dual 

Wavelength Detector attached (Waters). Buffer A was HPLC grade water and Buffer B was 

HPLC grade methanol. The flow rate was set at 0.15mL/min, the column temperature was 

maintained at 30°C and the sample temperature was 10°C. The initial conditions were 60% 

Buffer A and 40% Buffer B. A gradient was run over 15 minutes to a final mix of 10% 

Buffer A and 90% Buffer B. This was held for 5 minutes before re-equilibrating the column
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at 40% Buffer A and 60% Buffer B. The total run time was 35 minutes and the injection 

volume was lOpL. DMNQ and MNQ were monitored at 276nm and the amount of DMNQ  

or MNQ in each sample was determined by calibration of the system with standards of 

known concentration (refer to Figures 7.1C and 7.2C for example calibration curves). 

DMNQ and MNQ exposure data was expressed in terms of pg/g of wet tissue (liver, kidney 

or brain data) or pg/mL (plasma data).
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2.10. Total RNA Extraction

Total RNA extraction from rat hepatocyte cultures and mouse liver tissue was carried out 

using the SV Total RNA Isolation System (Z3105, Promega). Cell or tissue lysates were 

first prepared (according to the methods outlined in Section 2.10.1 and 2.10.2, 

respectively), after which the same extraction procedure was followed (Section 2.10.3).

2.10.1. Hepatocyte Lysate Preparation

Culture media was removed and hepatocyte monolayers in 6 well BioCoat plates (BD) 

were washed with lm L of sterile D-PBS). The D-PBS was removed and 150pL SV Lysis 

Buffer added to each well. Once lysis was complete, the bottom of each well wash scraped 

with a sterile tissue culture scraper and the contents collected to one side. The lysates were 

aspirated and replicate wells pooled into RNAse/DNAse free 1.5mL Eppendorf tubes. 

Genomic DNA was sheared by passing the lysates through a 19-gauge blunt-ended needle 

(300149, BD) four times and placed on ice. Lysates were stored at -80°C until required for 

total RNA extraction.

2.10.2. Liver Tissue Homogenate Preparation

Fifty to one-hundred milligrams of liver tissue was added to 7 00 jliL  of SV Lysis Buffer in a 

Matrix-D Lysis Tube (Q-Biogene) and homogenised using a Ribolyser (Hybaid) for 20 

seconds on speed setting 6. The homogenates were placed on ice to allow the froth to settle. 

Three-hundred and fifty microlitres of each homogenate was transferred to RNAse/DNAse 

free 1.5mL Eppendorf tubes and genomic DNA sheared by passing through a 19-gauge 

blunt-ended needle four times. Homogenates were placed on ice prior to being stored at - 

80°C until required for total RNA extraction.

2.10.3. Total RNA Extraction Using the SV Columns

Hepatocyte lysates or liver homogenates were thawed and 350jllL transferred to a fresh 

RNAse/DNAse free 1.5mL Eppendorf. Seven-hundred microlitres of SV Dilution Buffer 

was added, mixed by inversion, and the mixture incubated at 70°C for 3 minutes. Following 

centrifugation at 12,000 x g for 10 minutes, the supernatant was transferred to a fresh 

RNAse/DNAse free 1.5mL Eppendorf containing 400pL of 95% v/v ethanol (E7023, 

Sigma). This mixture was loaded onto two SV RNA Isolation Tube Assemblies which were 

centrifuged at 14,000 x g for 1 minute. Liquid in the collection tubes was discarded, 600pL
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of SV RNA Wash Solution applied to each column and the SV RNA Isolation Tube 

Assemblies centrifuged at 14,000 x g for 1 minute. The collection tubes were emptied and 

50pL of SV DNase Incubation Mix (prepared from 50pL of SV Yellow Core Buffer, 5pL 

of SV 0.09M MgC12 and 5pL of SV DNase I enzyme) applied to the surface of each 

column membrane. SV RNA Isolation Tube Assemblies were incubated at room 

temperature for 15 minutes to allow DNA digestion to proceed, after which 200pL of SV 

DNase Stop Solution was added to each column. SV RNA Isolation Tube Assemblies were 

centrifuged at 14,000 x g for 1 minute, 600pL of SV RNA Wash Solution applied to each 

column and then centrifuged again at 14,000 x g for 1 minute. Liquid in the collection tubes 

was discarded and a final wash carried out by applying 300pL of SV RNA Wash Solution 

to each column and centrifuging the SV RNA Isolation Tube Assemblies at 14,000 x g for 

2 minutes (to eliminate ethanol carry-over).

The column within each SV RNA Isolation Tube Assembly was transferred to a fresh 

1.5mL RNase/DNase free Eppendorf tube and lOOpL of SV Nuclease Free Water applied 

to the membrane. Columns were incubated at room temperature for 1 minutes and the total 

RNA eluted by centrifuging the column/tube assemblies at 14,000 x g for 1 minute. The 

columns were discarded and eluted total RNA from replicate columns pooled prior to 

storage at -80°C until required.
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2.11. Total RNA Quantification and Quality Control

The concentration, yield and purity of each total RNA sample was determined using 

ultraviolet (UV) spectrophotometry. The integrity of each total RNA sample was 

determined by agarose gel electrophoresis.

2.11.1. Quantification Using UV Spectrophotometry

Either the Spectramax 190 U V Microtitre Plate Reader (Molecular Devices) or NanoDrop 

ND-1000 U V (NanoDrop Technologies) spectrophotometers were used for measuring UV  

absorbance of total RNA samples. The absorbance of each total RNA sample (at an 

appropriate dilution in Molecular Grade Water (2900136, 5Prime) at 260nm (peak nucleic 

acid absorbance) and 280nm (peak protein absorbance) was measured and the A 260/A 280 

ratio determined to indicate the level of protein contamination. Total RNA samples with a 

A260/A 280 ratio of 1.8 to 2.1 were considered of acceptable quality. The total RNA  

concentration was derived using the following formula:

• RNA concentration in pg/pL = ((A260 x 40*) x dilution factor)/1000 

*Where 40 = the RNA extinction coefficient

2.11.2. Agarose Gel Electrophoresis

A 1% w/v agarose gel was prepared by melting lg of Molecular Biology Grade Agarose 

(A4718, Sigma) in lOOmL of 1 x Tris-borate EDTA (TBE) buffer (45mM tris-borate, 2mM 

EDTA) (T4415, Sigma). The melted gel was allowed to cool to approximately 60°C before 

adding 5pL of lOmg/mL Ethidium Bromide Solution (E l514, Sigma) (final concentration 

of 0.5pg/mL). The gel was mixed gently by swirling, poured onto a gel tray (containing 

two gel combs) and allowed to set for 30 minutes at room temperature. The set gel was 

transferred to an electrophoresis tank (Life Technologies) and submerged in 1 x TBE 

buffer.

Total RNA samples were prepared by mixing 5pL of each total RNA sample with lpL  of 6 

x Gel Loading Buffer (G2526, Sigma) and placed on wet ice until required. Samples were 

loaded into wells within the gel and electrophoresis carried out for 30-45 minutes at 100 

volts. To visualise total RNA staining, the gel was visualised using the GeneGenius 

Bioimager gel documentation system (Syngene) and the presence of intact discrete 18S and
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28S ribosomal RNA (rRNA) bands indicated that the total RNA was of acceptable quality. 

I f  the rRNA bands were not present, or appeared degraded, the total RNA was discarded 

and a fresh isolation carried out.
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2.12. Transcriptional Profiling Using Affymetrix GeneChip®
Microarrays

A ll transcriptional investigations were carried out according to the GeneChip® Expression 

Analysis Technical Manual

(http://www.affvmetrix.com/support/technical/manual/expression manual.affx). The 

principles o f the methodology are reviewed in Chapter 1 (Section 1.4.2.1).

2.12.1. Preparation and Quality Control of cRNA Targets for Hybridisation 
to GeneChips®

2.12.1.1. Preparation Double-Stranded cDNA

Double-stranded cD N A (ds cD N A) was prepared from total R N A  using the One-Cycle 

cDNA Synthesis K it (900431, A ffym etrix). A ll reagents were used as supplied. A ll 

incubation steps were carried out using a D N A  Engine Tetrad PCR Machine (MJ 

Research).

The fo llow ing were added to a 0.75mL RNase/DNase free Eppendorf tube:

• 2|iL of T7-(dT)24 primer (100pmol/pl_), 1-5pg of total RNA in 9pL of Nuclease Free Water.

The tubes were centrifuged briefly to bring the contents to the bottom and incubated at 

70°C for 10 minutes to allow total RN A denaturation and primer hybridisation. The tubes 

were cooled to 4°C and the fo llow ing added to each reaction:

• 4pl_ of 5 x First Strand cDNA Buffer, 2pL 0.1M DTT, 1 |il_ 10mM dNTP mix and 2pL 

Superscript II RT (200U/pL) (making a total reaction volume of 20pL)

The tubes were centrifuged briefly to bring the contents to the bottom and incubated at 

42°C for 1 hour (to a llow firs t strand synthesis to proceed). The tubes were cooled to 4°C 

and the fo llow ing added to each reaction:

• 91 pL of nuclease free water, 30pL of 5 x Second Strand cDNA Buffer, 3pL 10mM dNTP 

mix, 1pl_ of E. coli DNA ligase (10U/pL), 4pL of E. coli DNA polymerase (10U/pl_) and 1pL 

of E. coli RNase H (2U/pL) (making a total reaction volume of 150pL)

The tubes were centrifuged briefly to bring the contents to the bottom and incubated at 

16°C for 2 hours (to a llow second strand synthesis to proceed). Two microlitres o f T4 D N A
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polymerase was added to each reaction, the tubes centrifuged briefly to bring the contents 

to the bottom and incubated at 16°C for 15 minutes. To stop the reaction, lOpL 0.5M  

EDTA (03690, Fluka)was added to each tube and the contents mixed well. The ds cDNA 

was either stored at -20°C until required, or cleaned-up according to the method outlined in 

Section 2.12.1.2.

2.12.1.2. ds cDN A Cleanup

ds cDNA was cleaned-up using the ds cDNA Cleanup Kit (900547, Affymetrix). All 

reagents were used as supplied.

Six-hundred microlitres of Binding Buffer was added to each ds cDNA sample, mixed 

thoroughly and applied to a ds cDNA Spin Column Assembly. The Assemblies were 

centrifuged at 14,000 x g for 1 minute and the flow through discarded. The columns were 

transferred to a fresh 2mL collection tube, 750pL of cDNA Wash Buffer added and the 

tube assemblies centrifuged at 14,000 x g for 1 minute. The flow through was discarded 

and the tube assemblies centrifuged at 14,000 x g for 5 minutes with the caps open (to 

completely dry the columns). The columns were transferred to a 1.5mL Collection Tube 

and 25(iL of cDNA Elution Buffer applied to the membrane. The columns were centrifuged 

at 14,000 x g for 1 minute and the purified ds cDNA stored at -20°C until required for the 

in vitro transcription (IVT) reaction (outlined in section 2.12.13).

2.12.1.3. IVT Reaction

Biotinylated complementary RNA (cRNA) targets were generated from ds cDNA (prepared 

as outlined in Section 2.12.1.2) using the IV T  Labelling Kit (900449, Affymetrix). All 

reagents were used as supplied. All incubation steps were carried out using a DNA Engine 

Tetrad PCR Machine (MJ Research).

The following were added to a 0.75mL RNase/DNase free Eppendorf tube:

• 20pL of ds cDNA sample, 4pL of 10 x IVT Labelling Buffer, 12|iL of IVT Labelling NTP Mix 

and 4|iL of IVT Labelling Enzyme Mix (making a total reaction volume of 40|iL)

The tubes were centrifuged briefly to bring the contents to the bottom and incubated at 

37°C for 16 hours to allow IV T  to proceed. The cRNA was either stored at -20°C until 

required, or cleaned-up according to the method outlined in Section 2.12.1.4.
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2.12.1.4. cRNA Cleanup

Biotinylated-cRNA was cleaned-up using the cRNA Cleanup Kit (900547, Affymetrix). All 

reagents were used as supplied.

To each cRNA sample, 55pL of Nuclease Free Water and 5pL of 3M Sodium Acetate 

(71196, Fluka) was added, making a total volume of 100pL. 350pL of cRNA Binding 

Buffer and 250pL 100% ethanol was added to each cRNA sample, mixed thoroughly and 

applied to a cRNA Spin Column Assembly. The Assemblies were centrifuged at 14,000 x g 

for 15 seconds. The flow through was reapplied to the columns and Assemblies centrifuged 

again at 14,000 x g for 15 seconds. The columns were transferred to a fresh 2mL collection 

tube, 500pL of cRNA Wash Buffer added and the tube assemblies centrifuged at 14,000 x g 

for 15 seconds and the flow through discarded. This step was repeated, followed by a final 

centrifugation at 14,000 x g for 1 minute with the caps open (to eliminate ethanol carry­

over). The columns were transferred to a 1.5mL Collection Tube and 50pL of Nuclease 

Free Water applied to the membrane. The columns were incubated at room temperature for 

1 minute and centrifuged at 14,000 x g for 1 minute to elute the cRNA. The purified cRNA 

was stored at -20°C until required for the quantification and fragmentation (outlined in 

section 2.12.1.5).

2.12.1.5. Quantification of IVT Products and Fragmentation

UV spectrophotometry (as outlined in Section 2.11.1) was used to determine the cRNA 

concentration and yield. For cRNA samples where sufficient yield and concentration had 

been achieved, fragmentation was carried out using the Fragmentation Buffer as supplied 

with the cRNA Cleanup Kit.
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An appropriate dilution of each cRNA sample in Nuclease Free Water was prepared. The 

absorbance at A260 and A280 was measured and the adjusted cRNA yield calculated using 

the following formula:

Adjusted cRNA yield (pg) = A -  (B x C)

Where:

A = Total yield of cRNA according to A260 result (pg).

B = Starting amount of total RNA used in cDNA reaction (pg).

C = Fraction of cDNA used in IVT reaction.

For example: Start with 5pg of total RNA, use 80% (or 4pg) in the IVT, and the cRNA yield 

is 45pg. The calculation would therefore be:

45 - (5 x 0.8) = 41 pg

To determine the adjusted concentration, the adjusted yield (in pg) is divided by the total 

volume (pL). As a guide, the minimum acceptable adjusted cRNA yield should be 4pg per 

lpg of total RNA used for cDNA synthesis. Based on a 3% mRNA representation in total 

RNA, this equates to approximately a 133-fold amplification.

A volume of each cRNA sample containing 15pg (based on the adjusted concentration) was 

transferred to a 0.75mL RNase/DNase free Eppendorf tube. 0.25pL of Fragmentation 

Buffer was added for each lpL  of cRNA and the tube incubated at 94°C for 35 minutes and 

then cooled to 4°C for 5 minutes using a DNA Engine Tetrad PCR machine. Fragmented 

cRNA samples were stored at -20°C until required.

2.12.1.6. Confirmation of cRNA Fragmentation

To determine whether cRNA fragmentation was successful, the size of cRNA and 

fragmented cRNA samples were assessed using the RNA 6000 Nano Labchip Kit (5067- 

1511, Agilent). Each RNA 6000 Nano Labchip contains an interconnected set of 

microchannels that are primed with a gel matrix. The gel matrix can then be used to 

separate RNA fragments within a sample based on size as they are electrophoretically 

driven through the microchannels. The gel matrix contains a Nano Green dye that binds to
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RNA and fluoresces, the level of fluorescence being proportional to the quantity of RNA  

present. Electrophoresis and fluorescence detection is carried out on a 2100 Bioanalyzer 

(Agilent), with up to 12 RNA samples being run on each RNA 6000 Nano Labchip. All 

reagents were used as supplied by Agilent.

2.12.1.6.1. Gel preparation and RNA 6000 Nano Labchip Priming

RNA 6000 Nano Gel Matrix was prepared by placing 550pL into a Spin Filter and 

centrifuging at 1,500 x g for 10 minutes at room temperature. On the day of use, a 65pL 

aliquot of filtered RNA 6000 Nano Gel Matrix was transferred to a RNase free Eppendorf 

tube and lpL  of RNA Nano 6000 Dye Concentrate added (Gel-Dye Matrix). The Gel-Dye 

Matrix was mixed by vortexing and centrifuged at 13,000 x g for 10 minutes at room 

temperature. A RNA 6000 Nano Labchip was placed on the Priming Station (Agilent) and 

9pL of Gel-Dye Matrix carefully pipetted into the ‘priming well’ . The plunger of the 

Priming Station was positioned at the lm L graduation and the manifold closed firmly over 

the Labchip. The plunger was firmly depressed until it was held by the clip and priming 

allowed to proceed for 30 seconds, after which the clip was released. The plunger allowed 

to recoil for 5 seconds and then pulled back to the 1ml graduation. The Priming Station was 

opened, the Labchip removed and 9pL of Gel-Dye Matrix carefully pipetted into each of 

the three ‘gel’ wells. Labchip priming was completed by adding 5pL of RNA 6000 Nano 

Marker Buffer to wells 1-12 and the ‘ladder’ well.

2.12.1.6.2. Sample Preparation, Loading and Running the Labchip

Frozen cRNA and fragmented cRNA samples (prepared in Section 2.12.1.4 and 2.12.1.5, 

respectively) were thawed and diluted 1/10 with Molecular Biology Grade Water. Two 

microlitres of RNA Nano 6000 Ladder and each diluted cRNA/fragmented cRNA sample 

was transferred to a 0.75mL RNase free Eppendorf tube and heat denatured at 70°C for 2 

minutes. The tubes were immediately chilled on ice and the contents centrifuged to the 

bottom at 14,000 x g. One microlitre of heat denatured sample was added to each sample 

well; the same volume of heat denatured RNA Nano 6000 Ladder was added to the ‘ladder’ 

well. The RNA Nano 6000 Labchip was place on the Labchip Vortexer (IK A) and vortexed 

for 1 minute at 2,400 rpm. The Labchip was run on the 2100 Bioanalyzer within 5 minutes.
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The lid o f the 2100 Bioanalyzer was opened, the loaded Labchip placed into the receptacle 

and the lid closed carefully. The ‘Nano 6000 Assay’ protocol was selected w ithin 2100 

Expert Software version B.02.02 (Agilent) and electrophoresis commenced by pressing 

‘Start’ . Once the electrophoresis was complete the results file  was saved and the size 

profiles o f each cRNA and respective fragmented cRNA sample inspected visually (refer to 

Figure 2.8 for representative images).

Figure 2.8
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Figure 2.8: Representative RNA 6000 Nano Labchip cRNA Quality Assessment 
Images. Gel View (A) and Electropherogram View (B) Images.

L = RNA 6000 Nano Marker Ladder. 1-6 = cRNA samples. 7-12 = fragmented cRNA samples.
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2.12.2. Hybridisation of cRNA Targets to Affymetrix GeneChips® and 
Scanning

Fragmented cRNA targets were hybridised to GeneChips using the GeneChip® 

Hybridisation, Wash and Stain Kit (900720, Affymetrix). All reagents were used as 

supplied. Supply details of GeneChips® used for transcriptional analysis are in included in 

Table 2.3.

Table 2.3: GeneChip® Supply Details

GeneChip® Type Catalogue Number

GSKRatla Not applicable (custom GeneChip®)

Rat Expression Array 230 2.0 900507

Mouse Expression Array 430 2.0 900497

2.12.2.1. Hybridisation of cRNA Targets to Affymetrix GeneChips®

The required number of GeneChips® were allowed to equilibrate to room temperature for a 

minimum of 1 hour. The upper septum was vented with a p i00 pipette tip and the 

GeneChip® filled via the lower septum with an appropriate volume of Pre-Hybridisation 

Buffer (GSKRatla GeneChips® = 160pL, Rat Genome 230 2.0/Mouse Genome 430 2.0 

GeneChips® = 250pL). GeneChips® were placed in a rotisserie rack and incubated at 45°C 

for a minimum of 10 minutes with rotation (~60rpm) in a GeneChip Incubator 

(Affymetrix).

While pre-hybridisation proceeded, hybridisation cocktails were prepared. The reagents 

detailed in Table 2.4 were added to a 1.5mL RNase/DNase free Eppendorf tube. The 

hybridisation cocktails were incubated at 99°C for 5 minutes followed by 45°C for 5 

minutes using a DNA Engine Tetrad PCR machine. Tubes were centrifuged at 14,000 x g 

for 10 minutes to remove particulates and stored at room temperature just prior to 

hybridisation.
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Table 2.4: Reagents and Volumes for Hybridisation Cocktail Preparation

Reagent GSKRat 1a GeneChip® Rat Genome 230 
2.0/Mouse Genome 430 

2.0 GeneChip®

Final Concentration

Fragmented cRNA 10pg 15pg 0.05pg/pL

Control Oligo B2 3.3|iL 5fiL 50pM

20 x Hyb Controls 10|iL 15pL 1.5,5,25 and 100pM 
spikes

DMSO 20pL 30(xL

2 x Hyb Mix 100|iL 150pL 1 X

Nuclease Free Water Up to 200pL Up to 300pL

GeneChips® were removed from the incubator and the Pre-Hybridisation Buffer removed. 

The upper septum was vented with a p i00 pipette tip and the hybridisation cocktail applied 

to the GeneChip® via the lower septum. For GSKRatla GeneChips® a volume of 130pL 

was used, for Rat Genome 230 2.0/Mouse Genome 430 2.0 GeneChips® a volume of 

200pL was used. GeneChips® were placed in a rotisserie rack and incubated at 45°C for 16 

hours (or overnight) with rotation (~60rpm) in a GeneChip® Incubator (Affymetrix).

2.12.2.2. Washing and Staining of Affymetrix GeneChips®

GeneChips® were removed from the incubator and the hybridisation cocktail removed and 

discarded. The upper septum was vented with a p i00 pipette tip and the GeneChip® filled 

via the lower septum with an appropriate volume of Wash Buffer A (GSKRatla 

GeneChips® = 160pL, Rat Genome 230 2.0/Mouse Genome 430 2.0 GeneChips® =

250pL). GeneChips were stored at room temperature until staining and washing was 

commenced. Prior to commencing staining and washing, the Fluidics Station 450 

(Affymetrix) was primed with the appropriate wash buffers (Wash Buffer A  = low 

stringency wash, Wash Buffer B = high stringency wash, used as supplied). Each GeneChip 

fluidics module was selected within the operating software GeneChip® Operating Software 

(GCOS) version 1.2 (Affymetrix). Priming was initiated by running the ‘PRIME’ protocol.

Staining Cocktail 1 (contains Streptavidin-phycoerythrin conjugate (SAPE)), Staining 

Cocktail 2 (contains biotinylated anti-Streptavidin antibody) and Array Holder Buffer 

stocks were allowed to come to room temperature. For each GeneChip® to be stained,
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600[aL of Staining Cocktail 1 ,600[xL of Staining Cocktail 2 and 800pL of Array Holder 

Buffer were dispensed into 1.5mL Eppendorf tubes. The Experimental details and barcode 

for each GeneChip® were entered in Experiment Manager within MAS. To commence 

staining and washing, Experiment Files were selected from Fluidics Manager within MAS 

and the appropriate wash protocol run (GSKRatla GeneChips® = FS450_0004, Rat 

Genome 230 2.0/Mouse Genome 430 2.0 GeneChips® = FS450_0001). GeneChips® were 

loaded into cassette holders on the appropriate Fluidics Station 450. The aliquoted staining 

reagent tubes were placed into the appropriate positions below each cassette holder, as 

outlined below:

• Position 1: Staining Cocktail 1

• Position 2: Staining Cocktail 2

• Position 3: Array Holding Buffer

The needle lever was pressed down to the ‘engaged’ position and the staining protocol 

automatically commenced. When the wash protocol was completed, the LCD window at 

the top of each fluidics module states ‘EJECT CARTRIDGE’ . The cassette lever was 

pressed to the ‘down’ position to eject the GeneChip® which was removed for scanning. 

Prior to scanning the GeneChips® were checked for the presence of bubbles. I f  bubbles 

were present, GeneChips® were vented, the solution completely removed and replaced with 

250pL of Wash Buffer A.

2.12.2.3. Scanning of Affymetrix GeneChips®, Primary Analysis and Quality 
Assessment

To scan the GeneChips®, Scanner Control within MAS was opened and the ‘autoloader’ 

function selected. Stained GeneChips were loaded (up to 30 at a time) onto the autoloader 

of a GeneChip® Scanner 3000 (Affymetrix) and scanning commenced by clicking ‘start 

scan’ within Scanner Control. The GeneChips® were automatically scanned, producing a 

.dat file (as outlined in Section 1.4.2.1.). Once scanning was completed, the hybridisation 

image for each GeneChip® was manually inspected for gross defects. GeneChip® .dat files 

that were of acceptable visual quality were analysed using the ‘batch analysis function’ 

within GCOS to generate .chp, .cel and .rpt files (as outlined in Chapter 1, Section 1.4.2.2).

89



Hybridisation quality was assessed by reviewing the metrics generated within the .rpt file 

and the quality assessed according to the thresholds defined in Table 1.9.

2.12.3. Downstream Analysis of Transcriptomic Data

To undertake comparison analyses of different treatment conditions the normalised .chp file 

for GeneChips® of acceptable quality (as defined in Table 1.9) were imported into Rosetta 

Resolver® (build versions 5.1 and 6.0 were used during the course of this thesis) (Merck 

Sharpe Dohme). Rosetta Resolver® is an integrated microarray data repository system that 

enables the storage, annotation and statistical analysis of GeneChip® experiments[113]. 

Upon import of .chp files Rosetta Resolver® associates individual probe set intensities with 

gene annotations. To analyse the data, Rosetta Resolver® uses a proprietary error model 

that is specific to the GeneChip® type being analysed[l 14]. The concept of the error model 

is to account for experimental error without the need to perform large numbers of replicate 

experiments. The error model is an empirical intensity-based method for obtaining a 

conservative estimate of the signal variability within a small replicate data set[l 14]. To 

determine the average signal, and whether a particular probe set is significantly expressed 

above background (absolute analysis), Rosetta Resolver® computes the average PM minus 

M M  value for the each probe pair. As part of this analysis the error model is used to define 

the variability of each probe set intensity! 114]. Significance of expression is determined by 

comparing the average signal of each probe set to the average signal of negative controls 

within the GeneChip®. Probe sets where the error-normalised difference in signal is 

significantly different are called as present (or significantly expressed).

To undertake comparative analysis between control ( ‘baseline’) and treatment ( ‘test’), 

replicate arrays are defined for any number of groups and the ‘RatioBuild’ function used. 

The RatioBuild function automatically performs comparisons between all pairs of baseline 

and test groups and produces a consensus result for ratio of change (relative to baseline) 

and significance of change! 113]. During the course of this analysis, a global normalisation 

is applied to all replicate GeneChips® and ratio of change computed from the group mean 

intensity for each probe set. To determine the significance of change, the error of the ratio 

of change is computed by combining the modelled error of individual probe sets and the 

variability of the actual replicates signals. With increasing numbers of experimental 

replicates, the relative contribution that the modelled error makes to the analysis
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decreases[l 14]. The analysed data can then be exported by using the ‘TrendSet’ function 

within Rosetta Resolver®. The user defines all comparisons within the data set and selects 

thresholds for ratio of change and significance (P-value). An arbitrary threshold can also be 

set for the number of comparisons in which the ratio of change and significance thresholds 

must be met. This data can then be exported to Excel or as tab-delimited files for 

downstream data analysis.

The complexity of the data generated by microarray experiments necessitates the use of 

bioinformatics tools to aid interpretation and help confer biological meaning. To this end, 

transcriptional data exported from Rosetta Resolver® were analysed using cluster analysis 

and biological theme analysis tools. Cluster analysis is a collective term for a number of 

methods that group objects (gene change profiles in this case) that behave similarly into 

respective categories. Thus, cluster analysis enables the user to identify structure within the 

data. Although a number of alternative methods are available (e.g. hierarchical, self 

organising maps and expectation maximisation), £-means clustering was used to analyse 

transcriptional data within this thesis.

fc-means clustering groups objects into a user-defined number of clusters (the fc-value). This 

process starts with objects randomly distributed into k clusters. The software then starts to 

move objects between the different clusters with two main aims: 1) minimise the variability 

within a given cluster, 2) maximise variability between each cluster. ArrayMiner version 

5.3.2 (Optimal Design) was used for fc-means cluster analysis. Once the analysis is fully 

optimised the mean profiles for each cluster can be examined within ArrayMiner. 

ArrayMiner reports a ‘percent fit’ value for each gene that gives an indication of the 

goodness of fit of a particular gene within a cluster. This value can be used to gauge the 

successfulness of the analysis. If  a large proportion of genes have low percent fit values the 

analysis should be repeated with the £-value adjusted upwards. This is an iterative process 

that allows the data set to be segregated into an optimum number of clusters.

To help confer biological meaning upon the clustered genes, biological theme analysis was 

carried out. This provides a high level overview of the functional classes of genes and 

pathways significantly overrepresented within a data set. Two alterative methods, 

Expression Analysis Systematic Explorer (EASE) and Ingenuity Pathway Analysis (IPA), 

were used. EASE identifies terms/phrases that describe a statistically significant number of
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genes in the query list that are overrepresented when compared to the entire gene 

population (i.e. the GSKratla gene set). The output is based upon gene ontology terms (GO 

terms) recognised by the Gene Ontology Consortium (http://geneontology.org). To 

determine the significance of the gene categories identified as being overrepresented within 

the data set EASE applies a modification of the Fisher exact test. This yields an ‘EASE 

probability score’ that weights significance in favour of GO terms supported by more 

genes[115].

Unlike EASE which is freely available within the public domain, IPA (Ingenuity Inc.) is a 

proprietary analysis system that must be subscribed to. IPA segregates groups of genes 

within the query set into networks defined by known interactions amassed from the 

literature[l 16]. In addition, biological themes are conferred to the networks by again 

utilising a modified version of the Fisher exact. Rather that using GO terms, IPA uses 

proprietary ‘function terms’ to assign overrepresented gene categories within the gene list. 

IPA also has the added advantage of being able identify canonical pathways that are 

significantly regulated within the data[l 17].

92

http://geneontology.org


2.13. SybrMan® Real-Time Quantitative PCR

Real-time quantitative PCR (RT-QPCR) is routinely used fo r measuring the expression 

levels o f small numbers o f specific transcripts. It is also frequently utilised fo r the 

confirmation o f genes identified as being d ifferentially expressed by microarray analysis. In 

this regard it has the advantages o f increased sensitivity versus the different microarray 

platforms and is relatively low cost.

A  number o f alternative methodologies are available, SybrMan® (Applied Biosystems) RT- 

QPCR being one o f them. A ll RT-QPCR platforms enable the real-time measurement o f 

PCR amplification o f a specific target sequence, or ‘amplicon’ . This enables the 

quantification o f amplicon generation during the exponential phase o f amplification. In the 

case o f SybrMan® RT-QPCR, this is monitored by the incorporation o f a fluorescent dye 

(SybrGreen®) as double-stranded PCR product is generated. The system allows the time at 

which the level o f fluorescence (from a particular reaction) passes a threshold (known as 

the cycle threshold, or Ct) to be determined. The higher the copy number o f a target 

sequence w ith in a reaction, the faster the fluorescence passes the set threshold. By 

comparing the Ct values for different reactions, it is possible to determine the relative level 

o f the target sequence that was in the sample. It is possible to determine the copy number o f 

the target transcript in a test sample by reading its Ct value against a standard curve 

generated under the same PCR conditions. Species-specific genomic D N A  (gD N A) 

standard curves are frequently used as they w ill always contain the intended target 

sequence.

2.13.1. Primer Design and Testing

Transcript-specific primers were designed using Primer Express version 2.0 (Applied 

Biosystems). Transcript sequences, obtained from the Ensembl Genome Browser database 

(http://www.ensembl.org/index.htmn. from individual exons were imported into Primer 

Express and assays designed using default rules. Primers had melting temperatures (Tm) o f 

58-60°C. Prior to running any test samples, the efficiency and specificity o f the primer pairs 

for each gene were tested using rat gDNA. Using the dissociation curve analysis, the 

appearance o f a single amplified peak was confirmed.
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2.13.2. First Strand cDNA Synthesis

Prior to RT-QCPR, total RNA samples were first reverse transcribed to first strand 

complementary DNA (cDNA). cDNA was generated from l-5pg of total RNA using the 

Superscript Synthesis for First Strand cDNA Kit according (12371-019, Invitrogen). All 

reagents were used as supplied. Reverse transcription was carried out in the presence 

(reverse transcriptase (RT) plus reaction) and absence (RT minus reaction) of Superscript II 

reverse transcriptase. The following were added to an RNAse/DNAse free Eppendorf tube:

• 1-5pg total RNA, 2pL Random Hexamers (50ng/pL), up to 11pL with Nuclease Free Water

The mixture was heated to 70°C for 10 minutes to linearise the RNA using a DNA Engine 

Tetrad PCR Machine (MJ Research). Samples were placed on ice for 1 minute and then 

centrifuged to collect contents at the bottom of the tube. The following was then added to 

each reaction:

• 2|iL 10x RT Buffer, 2pL 25 mM MgCI2, 2pL 0.1 M DTT, 1 pL 10mM dNTP mix, 1 pL 

RNAseOUT Inhibitor, 1pL Superscript II RT.

The samples were centrifuged to collect contents at the bottom of the tube, placed on the 

DNA Engine Tetrad PCR machine and incubated at 25°C for 15 minutes, 42°C for 50 

minutes and 70°C for 15 minutes. Samples were briefly placed on ice, lp L  of RNase H  

added (total volume/reaction = 21pL), centrifuged to bring the contents to the bottom of the 

tube and incubated for 20 min at 37°C on the Engine Tetrad PCR machine. Following 

synthesis, the cDNA was made up with Nuclease Free Water (to give a final cDNA  

concentration of lOng/pL) and stored at -20°C until required.

2.13.3. Running SybrMan® RT-QPCR

The PCR primer pairs for each assay were diluted to lp M  in Molecular Grade water and 

dispensed into 0.75mL Screen Mate (4273, Matrix Corporation) tubes housed within a 

Latch Rack (Matrix Corporation) master plate (according to the configuration outlined in 

Figure 2.9). The master plate was used to produce replicate plates by dispensing 5pL of 

each lp M  primer pair into 96-well optically clear microtitre plates (4306737, Applied 

Biosystems) with a Plate Mate Plus™ (Matrix Corporation). These pre-dispensed plates 

were referred to as ‘Arrayed SybrMan Plates’ .
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Figure 2.9
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Figure 2.9: SybrMan® Master Plate Layout

Notes: MafK = v-maf musculoaponeurotic fibrosarcoma oncogene family, protein K; MafB = v-maf musculoaponeurotic 
fibrosarcoma oncogene family, protein B; Jun = Avian sarcoma virus 17 (v-jun) oncogene homolog; Fos = FBJ murine 
osteosarcoma viral oncogene homolog; Okl38 = Pregnancy-induced growth inhibitor; Pim3 = Serine/threonine-protein 
kinase pim-3; Cebpd = CCAAT/enhancer binding protein, delta; Cebpa = CCAAT/enhancer binding protein, alpha; Egr1 = 
Early growth response 1; A tf3= Ativator transcription factor 3; Mat2a = Methionine adenosyltransferase II, alpha; Gclr= 
Glutamate-cysteine ligase, regulatory; C yp la l = Cytochrome P450, subfamily I, member A1; Hmoxl = Heme oxygenase 
(decycling) 1; iNos = Inducible nitric oxide synthase; Ddit4 = DNA damage inducible transcript 4; Myd116 = Myeloid 
differentiation 116; Daf//3 = DNA damage inducible transcript 3; Ba = Beta actin (control gene); Gapdh = 
g lycera ldehyde-3 -phospha te  dehydrogenase  (control gene); 18S= 18S ribosomal (control gene)

A master mix for each cDNA sample was prepared on the day of use. For each PCR 

reaction to be run (plus a 10 percent overage) the following reagents were added to a 1.5ml 

Eppendorf tube:

• 12.5|iL 2x SybrMan® Universal Mastermix (Applied Biosystems), 2.5pL molecular grade

water and 5pL Template Solution*

Three-hundred and sixty microlitres of each master mix was transferred to a 0.75mL Screen 

Mate tube and placed within a Latch Rack for dispensing into the Arrayed SybrMan Plates. 

The template master mix Latch Rack was placed on a BioMek FX (Beckman Coulter), 

along with an appropriate Arrayed SybrMan Plates, and the master mixes dispensed. Plates 

were sealed with a plastic optical cover (ABGene) and spun in a microtitre plate centrifuge 

at 1000 rpm for 30 seconds. Plates were placed in a 7900 ABI machine autoloader (Applied 

Biosystems) and run at default running conditions for 40 cycles. Data was saved and
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analysed using the 7900 SDS Sequencer Software version 2.2.2 (Applied Biosystems). Ct 

values were exported as tab-delimited text files fo r each plate fo r downstream analysis 

using TaqMan Toolkit (Brian Bond, GSK R&D).

Template solutions were either gDNA standards, RT plus or RT minus cDNA samples generated from total RNA 
samples. Sufficient volumes were prepared to allow all genes to be run four times for genomic DNA (gDNA) standard 
curve templates, three times for RT plus cDNA samples, and on a single occasion for RT minus cDNA samples.

2.13.4. Statistical Analysis of RT-QPCR Data

W ithin Excel, standard curve data was plotted for each gene (Figure 2.10) and copy 

numbers for individual cDNA samples derived in relation to this data. The appropriate RT 

minus copy number was subtracted from each o f the triplicate RT plus copy numbers and 

an average copy number derived from these three values. Group mean fold changes in gene 

expression for each gene were derived in relation to the control group data and significance 

determined by carrying out an analysis o f covariance (AN AC O VA) and post-hoc Dunnet's 

T-test, using TaqMan Toolkit. Ribosomal 18S expression data was used as the covariant for 

data analysis (housekeeper gene).

Figure 2.10

40
y = -3.4587X + 43.352 

R2 = 0.9919

CJ

20

0 1 2 3 4 5 6

Log In p u tC o p y  N um ber

Figure 2.10: Typical SybrMan® Standard Curve (Pim3 serine/threonine kinase)
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2.14. Buffer and Culture Media Preparation

Chelating Buffer (500mL): 

0.5mM EGTA in HBSS

Reagent Catalogue Number/Supplier Volume

Hanks Balanced Salt Solution (w/o Ca2+, Mg2+, phenol red) 
(HBSS)

14155-048/Gibco 490mL

25mM ethylene glycol-bis(p-aminoethyl ether) N,N,N’,N'- 
tetraacetic acid (EGTA), pH7.4

03777/Sigma 10mL

Collagenase Buffer (100mL):

2mM calcium chloride/0.5mg/mL collagenase in HBSS

Reagent Catalogue Number/Supplier Volume/Quantity

HBSS 14155-048/Gibco 100mL

1M Calcium Chloride 275844L/BDH 200pL

Collagenase (from Clostridium histolyticum) C0130/Sigma 50mg

siRNA Buffer (100mL):

55mM Tris/110mM Sodium Chloride

Reagent Catalogue Number/Supplier Volume

1M Tris Buffer, pH 7.5 93372/Fluka 5.5mL

5M Sodium chloride (Molecular Grade) 71386/Fluka 2.2mL

Molecular grade water 2900136/5Prime 92.3mL
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WE Complete Media (500mL): 

William’s E media/10% foetal calf serum/50pg/mL Gentamicin

Reagent Catalogue Number/Supplier Volume

WE Media (with Glutamax) 32551/Gibco 450mL

Gentamicin (10mg/mL) 15750-045/Gibco 2.5mL

Foetal calf serum (heat inactivated) 10108-165/Gibco 50mL

WE Incomplete Media (500mL): 

William’s E media/50pg/mL Gentamicin

Reagent Catalogue Number/Supplier Volume

WE Media (with Glutamax) 32551/Gibco 500mL

Gentamicin (10mg/mL) 15750-045/Gibco 2.5mL
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CHAPTER 3. EVALUATION OF THE RELATIVE CYTOXICITY OF 
SELECTED QUINONES IN RAT HEPATOCYTES



3.1. Introduction

In order to investigate transcriptional responses it is necessary to identify a chemical 

concentration which evokes some response but does not overtly harm the cell. The purpose 

of the work in this chapter was to select a concentration of each quinone that was sub- 

cytotoxic, based on the assessment of conventional endpoints (e.g. lactate dehydrogenase 

(LDH) leakage). The overall aim of this study was to identify an appropriate concentration 

for each quinone that would be used for subsequent transcriptomic investigations using 

Affymetrix GeneChip® microarrays.

3.1.1. Quinones

Five compounds belonging to the benzo- and naphthoquinone classes were selected for this 

study (Table 3.1). They were 1,4-benzoquinone (BQ), 1,4-naphthoquinone (NQ), 2,3- 

dimethoxy-1,4-naphthoquinone (DMNQ), menadione (MNQ) and thymoquinone (TQ). The 

five quinones were selected based on their varied chemical and cytotoxic properties (e.g. 

redox potential and electrophilic potency) and for their well documented use in primary 

hepatocyte cultures.

The benzene derivative BQ is well documented as a pure arylator [20;22; 118] and has been 

shown to be cytotoxic in rat hepatocytes at concentrations between 5-100pM [30;102;118]. 

BQ has been demonstrated to induce marked and rapid reduced glutathione (GSH) 

depletion in hepatocytes from a number of species [119] and its toxicity is believed to be 

predominantly due to reactivity with cellular protein thiols [102]. As discussed in section

1.1.3, there is some evidence that the GSH conjugates of BQ undergo redox cycling [32;33] 

which potentially could result in a certain level of oxidative stress.

NQ possesses electrophilic centres at the 2 and 3 positions of the naphthalene ring structure 

and is a potent arylator [27]. NQ has been shown to be more cytotoxic than BQ in rat 

hepatocytes [27;35;100] and Miller et al [27] demonstrated that the 4 hour IC 50 was 

between 50 and 75pM. NQ does have the capacity to redox cycle [27], although its 

cytotoxicity has been primarily attributed to its arylating potential [100]. Henry and 

Wallace [100] also demonstrated that the capacity for NQ to redox cycle in rat hepatocytes
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is concentration dependent. At concentrations < 4jiM  redox cycling was the predominant 

reactivity, whereas at concentrations >4|liM  cytotoxicity was primarily due to arylation.

Table 3.1: Structure and activity of the five quinones under investigation

Quinone Structure Notes on activity

BQ

NQ

DMNQ

MNQ

TQ

o

o

o

OMe

OMe
O

CH

O

O

Potent arylator 

£° = +78mV[119]

Potent arylator; also redox cycles 

£° = -140mV[120]

Pure redox cycler

£° = -183mV(T Gant, pers. comm.

Redox cycler and arylator 

£° = -203mV[120]

Superoxide scavenger; arylator 

£° = not available

c="redox potential -  relates to the normal hydrogen electrode
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The only pure redox cycling quinone used during this study was DMNQ, which was first 

synthesised by Gant et al[26]. It is a fully substituted naphthoquinone with methoxy groups 

at the 2- and 3-positions which block arylating potential. DM NQ has a redox cycling 

capacity roughly equivalent to that of menadione [26] and has been used as a model 

compound for studying the effects of redox cycling-induced oxidative stress in a wide 

range of in vitro systems [104;118; 119; 121]. Miller et al [27] demonstrated that rat 

hepatocytes were relatively insensitive to the redox cycling effects of DMNQ. No 

cytotoxicity was observed over 4 hours of exposure at concentrations of up to 300pM. Thor 

et al [102] and Stubberfield and Cohen [30] did observe decreased hepatocyte viability with 

3 hours exposure to DMNQ at concentrations between 200 and 500pM. Both groups 

demonstrated up to 50 percent cytotoxicity, although the relative cytotoxicity of other 

quinones tested (e.g. BQ and menadione) was far higher in both studies.

MNQ, more commonly known as menadione, is a naphthoquinone analogue of vitamin K  

[122]. Vitamins Ki (phylloquinone) and K 2 (menaquinone), the naturally occurring 

analogues, act as cofactors for the carboxylation of glutamate residues on vitamin In­

dependent (VKD) proteins [122; 123]. VKD proteins are involved in coagulation factor 

activation (e.g. factors V, V II  and X, prothrombin and fibrinogen), bone metabolism, and 

inhibition of arterial wall calcification [123].

As with the previous three quinones, M NQ cytotoxicity has been extensively studied in rat 

hepatocytes [25-27;30;102;l 18; 124]. Possessing an electrophilic centre at the 3-position, 

MNQ is an arylator that also has the capacity to extensively redox cycle [26;27]. MNQ  

exposure between 50 and 200pM results in marked cytotoxicity to rat hepatocytes within 2 

hours [25;30;102;124]. Although MNQ has potent redox cycling activity, inducing 

increased levels of oxidised glutathione (GSSG) in rat hepatocytes [26; 118; 124] its 

cytotoxicity is believed to be primarily due to arylation of intracellular thiols [26].

TQ (2-isopropyl-5-methyl-l,4-benzoquinone) is a benzoquinone that forms the active 

constituent of Nigella sativa seed extract [125; 126]. N  sativa extract has been used as an 

herbal remedy for conditions such as asthma and rheumatism for centuries [126]. TQ is an 

analogue of fm-butylhydroquinone (TBHQ), a compound known to be an activator of the 

nuclear factor-kappa B (NF-kB) and nuclear factor (erythroid-derived 2)-like 2-antioxidant 

response element (Nrf2-ARE) pathway (reviewed in Section 1.3.2). Badary et al [126] have
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shown TQ to be a potent superoxide scavenger that can inhibit lipid peroxidation in vitro at 

concentrations around 10-20pM. However, they also showed that TQ has some pro-oxidant 

activity at high concentrations (400jliM ), as evidenced by enhancement of bleomycin-ferric 

induced D NA damage.

Additional evidence for the antioxidant properties of TQ comes from in vivo studies 

investigating its protective properties in models of doxorubicin cardiotoxicity. Nagi and 

Mansour [127] showed that pre-treatment with lOmg/kg/day orally protected rats from the 

acute effects of doxorubicin (assessed by significant reductions in serum enzymes including 

lactate dehydrogenase and creatine kinase). Similarly al-Shabanah et al [128] demonstrated 

that pre-treatment with 8mg/kg/day TQ orally ameliorated doxorubicin-induced 

cardiotoxicity in mice. Both groups suggest the superoxide scavenging properties of TQ, 

and its ability to diminish lipid peroxidation, are responsible for the effects observed.

Khalife and Lupidi [129] have shown that TQ has the potential to arylate cellular thiols. 

They demonstrated that TQ can react non-enzymatically with GSH under physiological 

conditions, resulting in the generation of a glutathionyl-dihydroquinone product. This 

reactivity suggests that TQ has the potential to be cytotoxic to hepatocytes in vitro, 

although the concentration and exposure time are yet to be defined. No studies have been 

published investigating the cytotoxicity of TQ in primary hepatocyte cultures. However, a 

number of groups have published studies investigating the cytotoxicity of TQ in tumour 

cell lines, with IC 50 values in the order of 50 to 400pM [130-133].

The cytoprotective role of TQ in rat hepatocytes has been evaluated by Daba and Abdel- 

Rahman [125]. They reported that pre-incubation of hepatocytes with lOOOpM TQ reduced 

cytotoxicity associated with exposure to the hydrogen peroxide generator tert-butyl 

hydroperoxide (TBHP). Reduced cytosolic enzyme leakage and decreased GSH depletion 

was observed in hepatocytes pre-incubated with TQ, the latter consistent with the 

superoxide scavenging capacity demonstrated by Badary et al [128].

3.1.2. Experimental design

Dose-ranging experiments were carried out to identify an appropriate concentration for 

each quinone. This was defined as the concentration that caused a marginal level of
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cytotoxicity (assessed by percent LDH leakage) and/or at least a fifty percent decrease in 

total glutathione levels. Dose ranging investigations were carried out using 8 hours of 

quinone exposure, at which point LDH leakage and total glutathione levels were assessed. 

An 8 hour exposure period was selected as subsequent transcriptomic investigations were 

to be undertaken with terminal sampling at this time point. The cytotoxic effects were 

evaluated over a broad range of quinone concentrations, with guidance being taken from 

the extensive knowledgebase that existed for at least four of the compounds. As mentioned 

in section 3.1.1, TQ had not previously been demonstrated as cytotoxic in rat hepatocytes 

and for this reason a wider range of concentrations were tested.

Previous work (not reported in this thesis) indicated extremely variable transcriptional 

responses in rat hepatocyte monolayer cultures exposed to BQ and DMNQ. This involved 

the treatment of hepatocytes immediately following the post isolation attachment period. In 

the hope of reducing this variability, hepatocyte monolayer cultures used for all studies 

reported in this thesis were allowed an overnight recovery period prior to quinone 

exposure. During the first 24 hours of culture hepatocytes undergo dedifferentiation, 

resulting in a more foetal phenotype and rapid loss of enzymes cytochrome P450 (CYP) 

expression[134]. However, this was not considered problematic as the quinones used in this 

investigation do not require CYP-mediated activation to exert their toxicity.

To aid selection of the appropriate concentration for each quinone, transcriptional responses 

were assessed. As a gross indicator of the magnitude of transcriptional response, the 

number of genes modulated after 8 hours exposure to two selected concentrations of each 

quinone (a sub-cytotoxic and marginally-cytotoxic) was determined. This was undertaken 

using GSKratla Affymetrix GeneChip® microarrays. The GSKratla is a custom 

GeneChip® originally designed in 2002. They contain probe sets representing 

approximately 6400 fully annotated rat genes and approximately 2500 rat expressed 

sequence tags (ESTs).



3.2. Results

Rat hepatocytes were prepared and cultured according to the methodology outlined in 

Section 2.1. Two dose ranging experiments were carried out and LDH leakage 

(experiments 1 and 2) and total GSH levels (experiment 1 only) were assessed following 

eight hours exposure to each of the five selected quinones. The concentrations evaluated for 

each quinone are detailed in Table 3.2.

Table 3.2: Concentration ranges of quinones tested in dose-ranging experiments

Quinone Experiment 1 Concentration (pM) Experiment 2 Concentration (pM)

BQ 0,5,10,25,50,75,100,200 0,5,10,25,50,75,100,200

NQ 0,1,5,10,25,50, 75,100 0,1,5,10,25,50,75,100

DMNQ 0,1,5,10,25,50,75,100 0,1,10,50,100,150,200, 250

MNQ 0,1,5,10,25,50,75,100 0,1,5,10,25,50,75,100

TQ 0,10,50,100,250,500,1000,2000 0,1,5,10,25,50,75,100

3.2.1. Biochemical Endpoints

LDH leakage was assessed in triplicate cultures using the method outlined in Section 2.3. 

Total GSH levels were assessed using the O-Phthaldialdehyde method (outlined in Section

2.7.1.). Results of LDH leakage and GSH depletion from the two dose-ranging experiments 

are presented for BQ (Figure 3.1), NQ (Figure 3.2), DM NQ  (Figure 3.3), M NQ (Figure 3.4) 

and TQ (Figure 3.5).

No increase in LDH leakage over media controls was observed with BQ exposure until a 

concentration of 75pM was reached (Figure 3.1 A  and B). LDH leakage rapidly increased at 

concentrations above 75pM BQ, with approximately 100 percent LDH leakage at 200pM. 

GSH levels were slightly increased (approximately 5-15%) at lower concentrations of BQ 

(5-10pM), a trend that was rapidly reverted at concentrations greater than 25pM (Figure 

3.1C). Almost complete GSH depletion was observed at sub-cytotoxic/marginally cytotoxic 

concentrations of BQ (50-75pM), although the onset of marked cytotoxicity at 

concentrations above these levels was rapid.



The effects of NQ and M NQ exposure on rat hepatocytes were very similar to those 

observed with BQ, although the steepness of the dose responses were more pronounced.

One and 5pM NQ exposure did not cause any increase in LDH leakage (Figures 3.2A and 

B), although slight increases in GSH levels were observed (Figure 3.2C). At concentrations 

above 5pM GSH was rapidly depleted and cytotoxicity was manifest, with approximately 

100 percent LDH leakage observed at concentrations greater than lOpM. The effects of 

MNQ exposure were almost identical (in terms of shape of dose response) (Figures 3.4A, B 

and C), although cytotoxicity was not observed until a concentration of 25 pM was achieved 

(Figures 3.4A, B and C).

Surprisingly the cytotoxicity of TQ to rat hepatocytes was relatively high, when compared 

to the other quinones tested. As the cytotoxicity of TQ had not been previously evaluated in 

rat hepatocytes, a wide range of concentrations were assessed initially (0 to 2000pM). At 

lOOpM TQ approximately 80 percent LDH leakage (Figure 3.5A) and 100 percent GSH 

depletion (Figure 3.5C) were observed. In a subsequent dose range experiment lower 

concentrations of TQ were assessed, again with marked cytotoxicity (approximately 100 

percent LDH leakage) being observed at lOOpM (Figure 3.5B). Overall TQ concentrations 

of 1 to 25 pM were sub-cytotoxic, with concentrations above this level resulting in a steady 

increase in LDH leakage until 100 percent cytotoxicity was observed at lOOpM. These 

results indicate that TQ is more cytotoxic to rat hepatocytes than the pure arylator BQ, 

although less cytotoxic than M NQ  or NQ.

O f the five quinones investigated, only DM NQ (the pure redox cycler) failed to cause any 

increase in LDH leakage at the concentrations tested (up to 250pM) (Figures 3.3A and B). 

As with all the arylating quinones, the lowest concentrations of DM NQ  tested did result in 

a slight (5-10 percent) increase in GSH levels (Figure 3.3C). However, increasing 

concentrations of DMNQ only resulted in a gradual depletion of GSH levels, with 

approximately 55 percent GSH depletion observed at lOOpM. This finding fits with the 

lack of cytotoxicity observed with DMNQ, as almost complete GSH depletion was required 

before marked cytotoxicity was observed with the other four quinones tested.

Based on the results of the dose ranging experiments, transcriptional responses to each 

quinone were evaluated at the two concentrations detailed in Table 3.3. Both concentrations 

were around, or just below, the threshold of cytotoxicity. The exception was DMNQ, which



did not induce cytotoxicity at any of the concentrations tested following eight hours 

exposure. Instead, the lowest concentration demonstrated to induce greater than 50 percent 

total glutathione depletion was selected as the lower test concentration. The next 

concentration up was selected as the higher concentration.

Table 3.3: Concentrations selected for evaluating transcriptional changes at eight 
hours

Quinone Lower Concentration (jjM) Higher Concentration (pM)

BQ 50 75

NQ 5 10

DMNQ 100 150

MNQ 10 25

TQ 25 50
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Figure 3.1
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Figure 3.1: LDH leakage and GSH depletion in rat hepatocytes as a result of 8 hours 

BQ exposure.

LDH leakage as a percent of total (two experiments; A and B) and GSH (single experiment; C) in rat hepatocyte
monolayers exposed to BQ for 8 hours. Results are mean of triplicate wells ± SD.



Figure 3.2
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Figure 3.2: LDH leakage and GSH depletion in rat hepatocytes as a result of 8 hours 

NQ exposure.

LDH leakage as a percent of total (two experiments; A and B) and GSH (single experiment; C) in rat hepatocyte
monolayers exposed to NQ for 8 hours. Results are mean of triplicate wells ± SD.
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Figure 3.3

A I 120

100
80

60

40

20

0
0 10 20 30 40 50 60 70 80 90 100

DMNQ Concentration (micromolar)

B 120

25 50 75 100 125 150 175 200 225 2500
DMNQ Concentration (micromolar)

jo o
1 ® 
3 3
o s 
S o

140

120
100

80

60

40

20

0
0 20 40 60 80 100

DMNQ Concentration (micromolar)

Figure 3.3: LDH leakage and GSH depletion in rat hepatocytes as a result of 8 hours 

DMNQ exposure.

LDH leakage as a percent of total (two experiments; A and B) and GSH (single experiment; C) in rat hepatocyte
monolayers exposed to DMNQ for 8 hours. Results are mean of triplicate wells ± SD.
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Figure 3.4
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Figure 3.4: LDH leakage and GSH depletion in rat hepatocytes as a result of 8 hours 
MNQ exposure.

LDH leakage as a percent of total (two experiments; A and B) and GSH (single experiment; C) in rat hepatocyte
monolayers exposed to MNQ for 8 hours. Results are mean of triplicate wells ± SD.
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Figure 3.5
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Figure 3.5: LDH leakage and GSH depletion in rat hepatocytes as a result of 8 hours 

TQ exposure.

LDH leakage as a percent of total (two experiments; A and B) and GSH (single experiment; C) in rat hepatocyte
monolayers exposed to TQ for 8 hours. Results are mean of triplicate wells ± SD.
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3.2.2. Transcriptional Changes

To select the appropriate concentration for each quinone, transcriptional responses were 

evaluated follow ing 8 hours exposure. Triplicate cultures were exposed to either vehicle 

control (VC) or the two concentrations o f each quinone (detailed in Table 3.3). Total RNA 

was isolated (according to the method outlined in Section 2.10) from pooled triplicate 

cultures for each treatment. Biotinylated-cRNA targets were prepared for each pooled total 

RNA and the fragmented cRNA targets hybridized to a single GSKratla GeneChip for each 

sample (according to the method outlined in Section 2.12).

To evaluate the magnitude o f transcriptional response with each quinone concentration, 

pairwise comparisons o f VC and quinone exposed culture were carried out using the 

RatioBuild function in Resolver (outlined in Section 2.12.3). The number o f genes 

significantly modulated (p = < 0.01) at an arbitrary threshold (> ± 2-fold) was used as a 

metric (Figure 3.6).

Figure 3.6
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Figure 3.6: Percent genes significantly (P < 0.01) modulated by > 2-fold in quinone 

treated cultures relative to vehicle control.
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With all five quinones, the higher concentration tested resulted in a greater transcriptional 

response. The difference in transcriptional response between the lower and higher 

concentrations was marked with NQ, DMNQ, MNQ and TQ. The two concentrations tested 

for BQ resulted in transcriptional parity (in terms of total modulations). Based on these data 

it was decided that the higher concentration tested for each quinone (detailed in Table 3.3) 

would be used for all subsequent transcriptional investigations in rat hepatocyte cultures.
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3.3. Discussion

The overall aim of the experiments described in this chapter was to determine appropriate 

quinone concentrations for subsequent transcriptomic studies. Dose ranging experiments 

were carried out to identify a concentration for each quinone that was on the threshold of 

cytotoxicity, whilst evoking transcriptional responses of comparable magnitude between 

the quinones. This was achieved by determining the relative cytotoxicity of each quinone 

using LDH leakage and then evaluating the transcriptional responses of hepatocytes 

exposed to two concentrations around the threshold of cytotoxicity.

Concentration-dependent cytotoxicity was observed with four of the five quinones tested 

(NQ, MNQ, TQ and MNQ) and all quinones induced concentration-dependent GSH 

depletion. Dose-ranging experiments yielded the following cytotoxicity ranking (based on 

LDH leakage after 8  hours of exposure) for the five quinones tested:

NQ > MNQ > TQ > BQ » >  DMNQ

This ranking is broadly in line with data published by other workers, in as much as the 

three potent arylating quinones (i.e. NQ, M NQ and BQ) were far more cytotoxic to rat 

hepatocytes cultures than DM NQ [20;22;26;119].

Approximate EC50 values are presented in Table 3.4, along with an indication of the 

accompanying level of GSH depletion. Cytotoxicity was demonstrated in rat hepatocytes 

for all quinones known to have the potential to arylate (i.e. BQ, NQ, M NQ and TQ). With 

all four of these quinones, cytotoxicity was preceded by a marked depletion of total GSH. 

GSH depletion (-60%) was observed with DM NQ  at lOOpM. As discussed earlier (Section 

3.1.1), DM NQ is a pure redox cycler and the GSH depletion observed will have been due to 

increased GSSG generation as a result of ROS. Interestingly, there was no accompanying 

cytotoxicity observed suggesting that the mechanism through which GSH is depleted is an 

important factor in rat hepatocytes survival. It appears that eight hours of exposure is 

sufficient time for cytotoxicity to develop with arylating quinones, whereas the exposure 

period is too acute for redox cycling alone (and increased oxidative stress) to become 

cytotoxic (as is the case with DMNQ).
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Table 3.4: 8 hours EC50 values and accompanying GSH depletion for the five 
quinones

Quinone Approximate EC50 (pM) GSH Depletion at EC50 (Percent)

BQ 90 >95

NQ 12.5 -60

DMNQ >250 >60

MNQ 35 >75

TQ 70 >30

EC50 values are approximate and based on LDH  leakage

A significant finding during the dose ranging experiments was the relative cytotoxicity of 

TQ. With an EC50 of approximately 70pM, TQ was ranked as being more cytotoxic than 

BQ. Based on the literature (summarised in Section 3.1.1), it had been anticipated that the 

superoxide scavenging properties of TQ would confer a reduced cytotoxicity ranking 

relative to the other quinones tested. This was not the case and as mentioned earlier, 

cytotoxicity was preceded by GSH depletion. It is considered likely that the GSH depletion 

was due to direct binding of TQ to the thiol group of GSH, a reactivity previously 

demonstrated[129]. The TQ cytotoxicity data produced in these experiments contradict the 

findings of Daba and Abdel-Rahman [125]. They noted that Im M  TQ did not cause 

increased cytotoxicity (as assessed by cell viability and enzyme leakage) relative to vehicle 

control treated cultures. It was also found that Im M  TQ protected rat hepatocytes from 

2mM TBHP-related cytotoxicity and abrogated TBHP-induced GSH depletion.

The Im M  concentration of TQ used by Daba and Abdel-Rahman was far higher than the 

approximate EC50 of 70pM determined in this study. However, they only exposed rat 

hepatocytes to TQ for up to 2 hours [125]. In addition, freshly isolated hepatocyte 

suspensions were used, versus the 16 hours old hepatocyte monolayer cultures in this study. 

These differences in experimental design, particularly exposure time, most likely account 

for the conflicting findings. TQ has been shown to be cytotoxic to HEp-2 cells (a human 

laryngeal cell line), also causing GSH depletion [131]. Overall, the findings of this study 

may indicate that TQ has the potential to be hepatotoxic in vivo, due to its GSH depleting 

capacity. Obviously in vivo experiments are needed to confirm or refute this.
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A consistent observation made for the four quinones with arylating activity was an increase 

(approximately 10%) in GSH levels at the concentration preceding that at which marked 

depletion of GSH was observed. A similar response was observed with DMNQ, although a 

more gradual depletion of GSH levels was observed with increasing concentration. This 

finding is most likely due to an adaptive response to quinone exposure that 

overcompensates for the level of challenge, resulting in a net enhancement in GSH 

synthesis. As quinone concentration increases, the balance rapidly shifts resulting in GSH 

depletion.

As a gross indicator of the magnitude of transcriptional response, the number of genes 

modulated after 8 hours exposure to two concentrations (a sub-cytotoxic and marginally- 

cytotoxic) of each quinone was assessed (Figure 3.6). With the exception of BQ exposure 

(which led to similar responses at both concentrations), the magnitude of transcriptional 

response was far greater at the marginally-cytotoxic concentration. The decision was made 

to proceed with transcriptional investigations using the marginally-cytotoxic concentration 

for each quinone using a time course of three time points. I believe this approach strikes a 

balance by: 1) Ensuring sufficient challenge of rat hepatocytes to evoke a reliable 

transcriptional response, 2) allowing the identification of transcriptional changes important 

in responding to quinone challenge, rather than modulations perhaps more indicative of 

overt cytotoxicity. The concentrations selected for each quinone for future transcriptomic 

investigations are summarised in Table 3.5.

Table 3.5: Optimal concentration selected for each quinone

Quinone Selected Concentration (|iM)

BQ 75

NQ 10

DMNQ 150

MNQ 25

TQ 50
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CHAPTER 4. TRANSCRIPTIONAL PROFILES OF QUINONES IN 
RAT HEPATOCYTES



4.1. Introduction

In this study the transcriptional responses of rat hepatocyte monolayer cultures exposed to 

1,4-benzoquinone (BQ), 1,4-naphthoquinone (NQ), 2,3-dimethoxy-1,4-naphthoquinone 

(DMNQ), menadione (MNQ) or thymoquinone (TQ) were examined using concentrations 

on the threshold of cytotoxicity. The overall aim was to produce transcriptional profiles for 

each compound and identify genes and pathways consistently regulated in response to 

quinone exposure. It was hypothesised that consistent regulation of genes/pathways may 

indicate key response mechanisms through which hepatocytes seek to ameliorate quinone 

toxicity and oxidative stress. In addition, through the selection of quinones I sought to 

determine whether it was possible to differentiate the mechanism through which 

cytotoxicity was exerted (i.e. arylation versus redox cycling) based on transcriptional 

response.

The dose-ranging experiments described in Chapter 3 were carried out to identify an 

appropriate concentration for each quinone. A  single concentration was selected for each 

quinone that was on the threshold of causing cytotoxicity following 8 hours exposure 

(Table 4.1). The exception was DMNQ, which was not cytotoxic at up to 250pM.

However, marked GSH depletion was observed by 8 hours with >75 pM DMNQ. It was felt 

that the selected concentration of 150pM would present a significant redox challenge to the 

exposed hepatocytes. In addition, 150pM DM NQ resulted in a gross transcriptional 

response in line with the other selected quinone concentrations (Figure 3.6).

Table 4.1: Selected concentration for each quinone

Quinone Selected Concentration (|iM)

BQ 75

NQ 10

DMNQ 150

MNQ 25

TQ 50

Transcriptional responses were investigated using the GSKratla Affymetrix GeneChip® 

microarrays (described in section 3.1.2). For each quinone, responses were evaluated
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following 1,4 and 8 hours of exposure. The 1 hour time point was needed to allow an 

assessment of the early transcriptional response. The 4 and 8 hour time points were chosen 

to evaluate adaptive changes made by the rat hepatocytes once quinone challenge, and 

potentially oxidative stress, was established. Biochemical endpoints were assessed 

throughout the time course for each quinone to provide context to the transcriptional 

changes observed. LDH leakage was measured as an indicator of overall cytotoxicity. 

Glutathione endpoints (GSH and GSSG levels) were measured to provide an indication of 

the degree of challenge the rat hepatocytes were undergoing, in the absence of cytotoxicity. 

The additional inclusion of GSSG as an endpoint in this study provided an indirect 

assessment of the oxidative challenge.

The complexity of the data generated by microarray analysis necessitates the use of 

bioinformatics tools to help confer biological meaning. To this end, transcriptional data 

were analysed using the Expression Analysis Systematic Explorer (EASE) and Ingenuity 

Pathway Analysis (IPA) biological theme analysis tools (outlined in Section 2.12.3). 

Responses in pathways expected to be transcriptionally regulated with quinone exposure 

were also evaluated. As discussed in Section 1.3.2, quinones are known inducers of the 

nuclear factor (erythroid-derived 2)-like 2-antioxidant response element (Nrf2-ARE) 

pathway due to their electrophilic nature. Additionally, oxidative stress induced by redox 

cycling quinones may exacerbate Nrf2-ARE pathway activation. Quinone-induced 

oxidative stress may also result in oxidative DNA damage (as outlined in Section 1.2.2). 

Thus, genes involved in both the Nrf2-ARE pathway and DNA damage response were 

identified within the transcriptomic data sets and their regulation evaluated.

- 120 -



4.2. Results

Rat hepatocyte monolayer cultures were exposed to either vehicle control (VC) or the 

selected concentration of each of the five quinones for eight hours (according to the 

methodology outlined in Section 2.1). At 1,4 and 8 hours cultures were sampled for LDH  

leakage, GSH and GSSG levels, and total RNA.

4.2.1. Biochemical Endpoints

LDH leakage, and GSH and GSSG levels were determined as outlined in Sections 2.3 and

2.7.2, respectively. Triplicate cultures exposed to either VC (n = 6 replicate experiments 

per time point) or the selected concentration of each of the five quinones (n = 3 replicate 

experiments per time point, except DMNQ where n = 2) were sampled.

No significant increase in LDH leakage was observed at 1 and 8 hours with any of the five 

quinones (Figure 4.1 A), as expected. GSH levels were decreased with BQ (significantly at 

8 hours), DMNQ (4 and 8 hours) and MNQ (significantly at 1,4 and 8 hours) exposure 

(Figure 4. IB). No significant changes in GSH levels were observed at 1,4 or 8 hours with 

NQ and TQ exposure. Increases in GSSG levels were observed following 1 hour exposure 

to BQ, NQ, DMNQ and MNQ (all significant with the exception of DMNQ, where n = 2), 

the later two quinones inducing the more marked responses (Figure 4.2B). Increased GSSG 

levels persisted with DM NQ and MNQ exposure until 4 hours and by 8 hours GSSG levels 

in all quinone exposed cultures were not significantly different from VC levels (Figure 

4.1C).
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Figure 4.1
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Figure 4.1: LDH Leakage (A), GSH (B) and GSSG (C) levels in rat hepatocyte 

monolayers exposed to VC, BQ, NQ, DMNQ, MNQ or TQ for 1, 4 and 8 

hours.

Results are mean values ± SD (VC n=6, quinones n=3, except DMNQ treated cultures, n=2). ANOVA and post-hoc 
Dunnett’s T-test. * = P<0.05, ** = P<0.01, *** = P<0.001 versus VC. Quinone concentrations as in Table 4.1.
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4.2.2. Transcriptomic Investigations

Total R N A  was isolated from  pooled trip licate cultures exposed to either VC  (n = 6 

replicate experiments per time point) or the selected concentration o f each o f the five 

quinones (n = 3 per time point). A  single fragmented biotinylated-cRNA target synthesis 

was prepared fo r each pooled total R N A  sample which was hybridised onto a single 

G SKratla  GeneChip® (as outlined in Section 2.12). Follow ing hybridisation and washing, 

GeneChips® were scanned and data pre-analysed p rio r to transfer to the Resolver database 

fo r downstream analysis.

An overview o f the transcriptional analysis used fo r this study is summarised in Figure 4.2. 

The RatioBuild function w ith in  Rosetta Resolver® (outlined in Section 2.12.3) was used to 

generate comparison tables between VC and each quinone treated group. The total number 

o f genes regulated by each quinone (threshold values o f >±1.5-fo ld change and p< 0.05) 

across the time course is presented in Figure 4.3A. In general, comparable numbers o f 

genes were significantly regulated across the time course in cultures exposed to BQ, 

DM N Q , M N Q  and TQ. The transcriptional responses observed in cultures exposed to NQ 

were far less pronounced throughout the time course.

The Rosetta Resolver® comparison tables were exported and the data filtered w ith in  Excel 

to enable the fo llow ing:

•  Identification o f mechanism-specific transcriptional changes.

•  B io logical theme analysis o f genes consistently regulated w ith  quinone exposure.

•  Determination o f transcriptional changes in Nrf2-target genes and D N A  damage- 

related genes.

•  Identification o f ‘quinone signature genes’ , consistently regulated at m ultip le time 

points w ith  quinone exposure.
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Figure 4.2

ANOVA Trend Analysis (Resolver) »
Number of probe sets regulated by > ± 1 .5-fold r \
(p < 0.05) for each quinone.
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1200

200

BO NQ DMNQ MNQ TQ
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FILTERING

Predicted Changes
Evaluation of:

•Nrf2-targets genes

•DNA damage-related 
genes

Genes Regulated with >3 
Quinones
Probe sets regulated in the same direction 
with 4/5 quinones and significantly with >3 
quinones (p < 0.05).
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Genes Regulated with >4 
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with >4 quinones.
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Biological theme analysis

I PA
Biological theme analysis
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22 genes regulated at > 2 
consecutive time points.

Figure 4.2 Overview of data analysis of transcriptional changes induced in rat 

hepatocytes exposed to BQ, NQ, DMNQ, MNQ or TQ for 1, 4 and 8 

hours.

A: Summary of the number of probe sets regulated by each quinone at 1,4 and 8 hours. B: /(-means cluster analysis was 
undertaken to identify mechanism-specific genes. C and D: Probe sets consistently regulated with quinone exposure were 
analysed using EASE and I PA to identify key biological themes. The same probe sets were further filtered to identify 
‘quinone-signature genes’.
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4.2.2.1. Identification of Mechanism-Specific Genes

Transcriptional responses at 1,4 and 8 hours were compared for three quinones with 

arylating activity (BQ, M NQ and TQ) to the pure redox cycler DMNQ, using Af-means 

cluster type analysis. Data from NQ exposed cultures were excluded from the analysis due 

to the weak transcriptional response observed compared to the other four quinones (Figure 

4.2A). Genes significantly regulated (p<0.01) by ±1.5-fold* or more for at least a single 

data point were clustered using Af-means clustering in ArrayMiner v5.3.2 (Optimal Design) 

(as outlined in Section 2.12.3). A  total of 820 genes that fitted the threshold criteria were 

clustered into 12 Af-means clusters (Figure 4.3). The heatmap representation of the cluster 

analysis demonstrates that no mechanism-specific gene clusters were identified (i.e. genes 

regulated with BQ, MNQ and TQ exposure and not regulated with DM NQ exposure, or 

visa versa).

‘The selection criteria are different from those detailed in the analysis overview (Figure 4.2) to reduce the false detection 
rate. More stringent selection criteria were used for this analysis as no further filtering (based on consistency of regulation 
across treatments) were carried out.
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Figure 4.3

Figure 4.3 Heat map representation of /(-means cluster analysis of 820 genes 

regulated significantly (p<0.01) regulated ±1.5-fold with either BQ, 
MNQ, TQ or DMNQ exposure at 1, 4 and 8 hours.

Central heat map represents the entire data set of 820 clustered genes segregating to 13 clusters (clusters IDO to ID11 
and ‘unclassified genes’). The number of genes within each cluster is indicated by ‘Size ri. Larger heat maps represent 
enlarged images of clusters IDO to ID11. The quinone identity and time (in hours) is indicated at the top of each enlarged 
cluster image.
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4.2.2.2. Biological Theme Analysis

Genes consistently regulated with quinone exposure were identified and the lists o f 

regulated genes analysed on a per time point basis using two alternative methods, EASE 

and IPA (described in Section 2.12.3).

Genes regulated in the same direction with at least 4/5 quinones (and significantly with 3/5 

quinones) were selected for EASE analysis. The number o f genes passing this filte r are 

indicated in Table 4.2. The gene lists (containing Genbank accession numbers) were 

analysed using the categorical overrepresentation function o f EASE and the output is 

presented in Table 4.3. An EASE Score cut-off o f 0.05 was applied, with the exception o f 

the 1 hour time point. A t 1 hour there were no gene categories at the selected EASE Score 

cut-off and so gene categories that were subsequently overrepresented at 4 and 8 hours are 

shown.

Table 4.2: Number of genes filtered for EASE biological theme analysis at each time 
point.

Direction of Change 1 Hour 4 Hours 8 Hours

Increased 19 109 106

Decreased 1 57 310

EASE analysis indicated possible induction o f transcriptional regulation and activity at 1 

hour. These and similar categories were significantly overrepresented in the increased gene 

set at 4 hours. In addition, genes involved in cell proliferation and nucleic acid metabolism 

were increased at 4 hours. By 8 hours, there was strong overrepresentation o f genes 

involved in D N A  metabolism and replication, and S-phase cell cycle control in the 

decreased gene set. Transcriptional regulation categories were present in the increased gene 

set at 8 hours, though were less well represented than at 4 hours. Interestingly, genes 

involved in regulation o f apoptosis were increased at 8 hours.
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Table 4.3: EASE biological theme analysis of quinone-regulated genes.

System Gene Category 1 Hour 4 Hours 8 Hours

Biological Process Cell proliferation 

DNA metabolism 

DNA replication

DNA replication and chromosome cycle

0.0214

0.0079

0.0076

0.0163

Metabolism 0.0475 0.0244

0.00365

Nucleoside, nucleotide and nucleic acid metabolism 0.0138

Protein-disulfide reduction 0.0554

Regulation of apoptosis 0.0543

Regulation of transcription 0.1150 0.0047

Regulation of transcription - DNA-dependent 0.1100 0.0038

S phase of mitotic cell cycle 0.0076

Transcription 0.1230 0.0020

Transcription - DNA-dependent 0.1150 0.0047

Cellular
Component

Actin cytoskeleton

Intracellular

Nucleoplasm 0.0333

0.0490

0.0377

Nucleus 0.1740 0.00538

0.055

0.0308

Transcription factor complex 0.0204

Molecular
Function

Adenyl nucleotide binding

ATP binding 

Binding

0.0203

0.0171

0.0165

DNA binding 0.1170 0.00158

0.0134

MAP kinase phosphatase activity 0.0423

Nucleic acid binding 0.1850 0.00548

0.030338

Protein tyrosine/serine/threonine phosphatase activity 0.0560

Transcription factor activity 0.0039 0.0408

Transcription regulator activity 0.0013

The table shows the results of EASE analysis for genes consistently regulated with quinone exposure (as 
defined in Figure 4.3). Gene categories with an EASE score of < 0.05 are shown*, giving an overall 
indication of the gene functions regulated with quinone exposure. Direction of change is indicated by the 
EASE score font colour (Red = increased, Green = decreased).

*Except for the 1 hour time point, where no significant gene categories were identified. Gene categories 
significantly regulated at later time points are shown for reference.
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As an additional tool for investigating biological themes overrepresented with quinone 

exposure, IPA analysis was used (as outlined in Section 2.12.3). A  more stringent filte r was 

applied to genes selected for IPA analysis, as outlined in Figure 4.2C. The Affym etrix 

probe set identification numbers and consensus direction o f modulation for the genes 

passing the filte r criteria were imported into IPA on a per time point basis. The number o f 

genes imported into IPA are indicated in Table 4.4.

Table 4.4: Number of genes filtered for IPA biological theme analysis at each time 
point.

Direction of Change 1 Hour 4 Hours 8 Hours

Increased 6 42 40

Decreased 1 14 137

The gene lists were categorized by IPA based on biological functions and mapped into 

interacting networks, which were ranked by score. The networks (presented in Tables 4.5 

and 4.6) indicate functional association between the genes present and are ranked by score 

for each time point. To confer biological meaning, the top three functions associated with 

each network is included.

Only a single network was identified at 1 hour, w ith  the key functions being cellular 

movement and cell-to-cell interaction (Table 4.5). Three networks were identified at 4 

hours where genes involved in cell cycle control and proliferation/growth were heavily 

represented (Table 4.5). Genes implicated in cell death were also represented in a single 

network (4 hour II). Six networks were identified at 8 hours (Table 4.6) and consistently 

represented functions included cell growth/proliferation control, D N A  repair, cell 

morphology, and cell death. Genes implicated in cancer were also well represented, 

although it is recognised that this is a broad category.
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Table 4.5: IPA biological theme and network analysis of 1 and 4 hour time point
quinone-regulated genes.

Network ID Genes in Network Score
Focus
Genes Top Functions

1 hour I

ACAT2, AGTR1, AL0X5AP, CEBPD, CEBPG, CLDN4, 
CPB2, cyclic AMP, DGCR6, DUSP6, EPHA2, F3, 
FBLN5, G6PC, GCLC, GCLM, HPR, IL31, IL1B,
IL1RL1, ITGAX, JUNB, Mapk, MIA, MMP8, PDGF BB, 
PIM3, PTX3, RGS3, SFTPD, SLC37A4, SLC7A1, TLR9, 
TNF, YARS 20 7

Cellular Movement, 
Inflammatory Disease, 
Cell-To-Cell Signaling 
and Interaction

4 hour I

Akt, Ap1, CEBPB, CHKA, Creb, CTGF, DUSP5, 
DUSP6, EGR1, ERK1/2, ETS, FOS, F0SL1, GDF15, 
HM0X1, Ige, Jnk, MAFK, MAP3K4, Mapk, MAT2A, 
Mek, Mek1/2, P38 MAPK, Pdgf, PDGF BB, PI3K, 
PIAS3, Pkc(s), PPP1R15A (includes EG:23645), Ras, 
STAT, Tgf beta, VEGFA, ZFP36 39 17

Cellular Growth and 
Proliferation, Cell 
Morphology, Cell Cycle

4 hour I I

ALPP, BAG4, BAZ1A, BCL2L11, beta-estradiol, 
CEBPG, CLDN4, EPHA2, FAS, GDF15, GPX1, GSR, 
HSD17B1, Hsp70, HSPA2, HSPA1B, hydrogen 
peroxide, IL1B, LCN2, OKL38, PHF17, PIGR, PIM3, 
PLK3, PPBP, PRKRA, PSMD14, PTPN13, PTPRN, 
SLA, SNCG, SPN, TFRC, VHL, ZBTB7A 25 12

Cell Death, Cancer, 
Cellular Movement

4 hour I I I

BRD2, CD19, CDK8, CEBPE, CSF3R, DAB2, EIF5A, 
F0SL1, GFI1, GHR, HAS2, HNRPC, H0XB4, LAMP2, 
MAFG, MAP3K12, MT1E, MYC, NFE2, NME2, NMI, 
PITX2, PRG2 (includes EG:5553), PRKCH, PRTN3, 
RBP1, retinoic acid, RPS6, RPS7, S100B, SLC5A3, 
SPI1, TFRC, TGM1, ZBTB7A 10 6

Cellular Growth and 
Proliferation, Cellular 
Development, Immune 
and Lymphatic System 
Development and 
Function

The table shows the IPA network analysis output for genes consistently regulated with quinone exposure (as 
defined in Figure 4.2C). Direction of change is indicated by the gene name font colour (Red = increased, 
Green = decreased). Genes in ‘black’ text have known interactions with other members of the network, 
based on the IPA knowledgebase. The score is the negative log of P and indicates the likelihood of the 
focus genes in a network being found together due to chance (a cut off score of 3 was used, equating to 
p<0.001). Focus genes refers to the number of genes within a network transcriptionally regulated with 
quinone exposure. Top functions indicates the three key biological themes represented within each 
network.
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Table 4.6: IPA biological theme and network analysis of 8 hour time point quinone-
regulated genes.

Network ID Genes in Network Score
Focus
Genes Top Functions

8 hour I

ACTN1, ADM, AKR7A2, Apl, CEBPB, Creb, CTGF, 
DDIT3, DUSP5, EGR1, ERK1/2, ETS, FOS, F0SL1, 
GDF15, HMBS, Igfbp, IGFBP1, IL1, MAFK, Mapk, Mek, 
Mek1/2, Mmp, MMP11, Pdgf, PDGF BB, PDGFC, PI3K, 
Pkc(s), Ras, RPS6KA1, TAGLN, Tgf beta, ZFP36 36 19

Cellular Growth and 
Proliferation, Cell 
Morphology, Cancer

8 hour I I

14-3-3, ACACA, Akt, APAF1, BAAT, Ck2, FSTL1, 
GPAM, HBEGF, HM0X1, Hsp70, HSPB8, INSIG1, 
INSIG2, Jnk, LIG3, MAP3K4, MEKK, NPHS1, NR1H4, 
P38 MAPK, PARP2, PIP5K2A, Pka, POLB, RNA 
polymerase II, SLC20A1, SNCG, TACC2, TFIIF, TFRC, 
TLR3, TRAF7, TRIAP1, XRCC1 29 16

DNA Replication, 
Recombination, and 
Repair, Gene 
Expression,
Cardiovascular Disease

8 hour I I I

ACACA, AMD1, ANAPC1, ANKRA2, CDC2, CDC16, 
CDC27, CDC23 (includes EG:8697), CLU, CNKSR3, 
CTNNB1, DBH, FLCN, FOSL1, FZR1, GDF15, GH1, 
GLRX, GPAM, hydrogen peroxide, INTS7, LOC219854, 
LPHN2, LRP2, MAGI2, MAP4, NFYB, OKL38, PCCA, 
PRDX1, PRKAA2, PRKAB1, SFN, SLC20A1, TSC1 29 16

Cancer, Cell Death, 
Reproductive System 
Disease

8 hour IV

BET1, BET1L, DAD1, DNAJB9, DUSP5, F2, FLRT3, 
FOXP1, GCNT1, GDF15, GOLGB1, GOSR2, IL2, IL15, 
ITGAM, KDELR3, KLRD1, KLRK1, MOG, PDLIM4, 
PTPN13, RAB8A, RNH1, SCFD1, SEC22A, SERTAD1, 
SLC12A7, STX5, TGFB1, TRIM24, UPP1, VDP, XBP1, 
YKT6, ZHX1 24 14

Cellular Growth and 
Proliferation, 
Hematological System 
Development and 
Function, Immune 
Response

8 hour V

ACVR1B, ACVR2B, ADH1C (includes EG:126), Art, 
ARF5, BTBD2, CLTC, C0PB1, CRIM1, DBP, 
dihydrotestosterone, GBF1, GGA2, INHBA, INHBC, 
INHBE, IRS4, KCTD3, MAP4, MARK1, MCM5, MYCN, 
OCRL, P0LA1, PRIM1, PRIM2A, RAB14, RAPGEF6, 
RPS3A, SLC25A37, SMARCB1, SNX9, TAGLN, TP53, 
YWHAG 22 13

Viral Function, DNA 
Replication, 
Recombination, and 
Repair, Cancer

8 hour V I

AHNAK, ALDOA, ARD1A, beta-estradiol, CDH1, 
CHCHD8, CTSH, CUBN, ECT2, FRK, GTF2H4, IL6, 
KITLG (includes EG:4254), MGP, MNAT1, MY07A, 
NAT2, NFIB, Nuclear factor 1, OSBPL1 A, PARD6B, 
PARD6G, PDLIM4, PLCL2, PPP1R9B, PREB, PRL, 
RAC1, RB1, retinoic acid, RPS7, SLC10A1, SLC5A3, 
SLC5A5, VEZT 20 12

Cancer, Cell 
Morphology, Cellular 
Growth and Proliferation

The table shows the IPA network analysis output for genes consistently regulated with quinone exposure (as 
defined in Figure 4.2C). Direction of change is indicated by the gene name font colour (Red = increased, 
Green = decreased). Genes in ‘black’ text have known interactions with other members of the network, 
based on the IPA knowledgebase. The score is the negative log of P and indicates the likelihood of the 
focus genes in a network being found together due to chance (a cut off score of 3 was used, equating to 
p<0.001). Focus genes refers to the number of genes within a network transcriptionally regulated with 
quinone exposure. Top functions indicates the three key biological themes represented within each 
network.
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4.2.2.3. Transcriptional Responses in Nfr2-Target and DNA Damage-Response
Genes

Genes known to be transcriptional targets of the Nrf2-ARE pathway were identified in the 

RatioBuild comparion tables and those significantly regulated in at least one quinone 

treatment group are presented (Figure 4.4A). Similarly, the transcriptional regulation of 

genes encoding proteins and enzymes known to be involved in DNA repair and regulating 

the response to DNA damage were assessed (Figure 4.4B).

Induction of Nrf2-target genes was observed in hepatocyte cultures exposed to BQ,

DMNQ, MNQ and TQ, primarily at 4 and 8 hours. The most consistently regulated gene 

was heme oxygenase 1 (Hm oxl), with >4-fold increases observed at 4 and 8 hours.

Increased transcription of Gclc and Gc/m, subunits of y-GC synthetase, was noted in BQ, 

MNQ and TQ exposed cultures at 4 and/or 8 hours. Gclc alone was increased in DM NQ  

treated cultures at 4 hours. The GST subunit Gstm4 was increased at 8 hours in quinone- 

treated cultures for which significant GSH depletion (Figure 4 .IB ) was observed (i.e. BQ, 

DMNQ and MNQ).

Of the five quinones tested, TQ evoked the most marked transcriptional response in Nrf2- 

target genes. Increased transcription of additional antioxidant (catalase {Cat) and 

glutathione reductase (Gsr)) and phase II  metabolism (N qol) genes were also noted at 8 

hours. Only NQ failed to evoke an induction of Nrf2-target genes, although slight decreases 

in the transcription (1.5 to 2-fold) of H m oxl, N qol and Gclc were noted at 1 hour.
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Figure 4.4
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Figure 4.4: Heat map representation of Nrf2-target genes (A) and DNA damage-related genes (B) significantly regulated 
with quinone exposure (P<0.05, fold change > 1.5-fold).

- 133 -



There were no significant changes in the transcription of genes encoding enzymes and 

proteins that directly carry out DNA repair (e.g. O ggl, Ape I, DNA polymerases). However 

transcriptional regulation of six genes belonging to the Growth Arrest and DNA Damage 

(GADD) and DNA Damage-Induced Transcript (DDIT) families of transcription factors, 

which regulate responses to DNA damage, was observed (Figure 4.4B).

The most striking responses in GADD/DDIT gene regulation were in DMNQ and MNQ  

exposed hepatocytes. BQ exposure resulted in a slightly less marked effect. Increased 

transcription of Ddit3, Ddit4, Gadd45cx, Gadd45j3 and Gadd45y, and Myeloid 

differentiation 116 (M ydl 16) were observed at one or more time points with DMNQ, MNQ  

and BQ. Notably, Ddit4 was increased at 1,4 and 8 hours with all three quinones.

TQ exposure did result in some induction of G ADD/DDIT family genes (Ddit3, Gadd45f3, 

Gadd45yand M ydl 16), although the increases were of lower magnitude than those seen 

with DMNQ, MNQ and BQ. The concentration of NQ used resulted in a negligible 

transcriptional response of the GADD family of genes, which was in line with changes 

observed in Nrf2-target genes.

4.2.2.4. Quinone Signature Genes

Quinone-regulated gene sets analysed in IPA were further filtered to produce a focussed set 

of genes for detailed functional interpretation (as outlined in Figure 4.2). Genes modulated 

in at least two consecutive time points were identified and defined as ‘quinone signature 

genes’. Twenty-two genes fitted the stringent selection criteria and they represented diverse 

biological functions including; transcription factors, protein kinases, regulators of lipid and 

glucose metabolism, cell growth/proliferation control, and the oxidative stress response 

(Table 4.7). With the exception LOC498331 (similar to protein tyrosine phosphatase), all 

the quinone signature genes were increased in expression with quinone exposure. Ephrin 

receptor A2 (Epha2) and the serine/threonine kinase Pim3 (Pim3) were increased from 1 

hour, perhaps suggesting a role in the early response to quinone exposure.
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Table 4.7: Quinone Signature Genes

Genbank
Number

Gene
Symbol

Gene Description Gene Ontology Description 1
Hour

4 8 
Hours Hours

NM_012580 Hmoxl Heme oxygenase (decycling) 1 Antioxidant/iron binding activity

NM .031659 Tgml Transglutaminase 1 Cell-cell adhesion/peptide cross-linking

AA818380 Mylip Myosin regulatory light chain interacting protein Cytoskeletal protein binding

J05571 Mat2a Methionine adenosyltransferase II, alpha Glutathione biosynthesis

NM_031836 Vegfa Vascular endothelial growth factor A Growth factor activity/response to hypoxia

AJ001290 Slc5a3 Solute carrier family 5 , member 3 Myo-inositol:sodium symporter activity

AI236754 Okl38 Pregnancy-induced growth inhibitor Negative regulation of cell growth

AA800613 Zfp36 Zinc finger protein 36
Negative regulation of myeloid cell 
differentiation

NM_017127 Chka Choline kinase alpha Phosphatidylcholine biosynthesis

AI058759 Epha2 Ephrin receptor A2 Plasma membrane receptor

M58040 Tfrc Transferrin receptor Plasma membrane transferrin receptor

Al 175045 Pdk4 Pyruvate dehydrogenase kinase, isoenzyme 4
Histidine kinase activity/glucose 
metabolism

NM_022602 Pim3 Sen'ne/threonine-protein kinase pim-3 Protein serine/threonine kinase activity

Al 172186 Brd2 Bromodomain containing 2 Protein serine/threonine kinase activity

AF013144 Dusp5 Dual specificity phosphatase 5 Protein tyrosine phosphatase activity

AA818197 LOC498331 Similar to protein Tyr phosphatase
Structural molecule activity/CD95 (Fas)- 
associated phosphatase

NM_024125 Cebpb
CCAAT/enhancer binding protein (C/EBP), 
beta Transcription factor activity

NM_012551 Egr1 Early growth response 1 Transcription factor activity

AI072183 Fos
FBJ murine osteosarcoma viral oncogene 
homolog Transcription factor activity

NM_012953 Fosll Fos-like antigen 1 Transcription factor activity

AA799744 Mafk
v-maf musculoaponeurotic fibrosarcoma 
oncogene family, protein K Transcription factor activity

NM_019216 GdfIS Growth differentiation factor 15
Transforming growth factor beta receptor 
signaling pathway

Direction of change is indicated by the cell colour (Red = increased, Green = decreased). Quinone signature 
genes were consistently regulated (4/5 quinones, p = <0.05, fold change > 1.5-fold) in more than one time 
point consecutively.
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4.2.2.5. SybrMan Confirmation

Regulation of 18 genes, including eight quinone signature genes (Mafk, Fos, Egrl, Cebpa, 

Okl38, Pim3, Hmoxl and Mat2a), were verified using SybrMan® RT-QPCR (according to 

the methodology outlined in Section 2.13). Transcriptional responses were evaluated at 1,4  

and 8 hours for cultures exposed to either BQ, DM NQ or MNQ (Figures 4.5A to 4.5C). In 

general, a high level of concordance between SybrMan® RT-QPCR and GeneChip® data 

was observed (Figures 4.5A to 4.5C). Transcriptional regulation was confirmed for all eight 

of the quinone signature genes verified {Mafk, Fos, Egrl, Cebpa, Okl38, Pim3, Hmoxl and 

Mat2a) plus Jun, Atf3, Cebpd, C y p la l, Ddit3, Ddit4 and M ydl 16. Transcriptional 

regulation of Gclm and iNos was not confirmed by SybrMan® Q-PCR.

-  136 -



Figure 4.5A
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Figure 4.5A Confirmation of selected quinone-regulated genes in BQ, DMNQ and 

MNQ exposed hepatocyte cultures using SybrMan Q-PCR.

The figure shows GeneChip® and confirmatory SybrMan® log2 ratio data in quinone exposed cultures relative 
to VC for Mafk (small mafK), Mafb, Jun (v-jun sarcoma virus 17 oncogene homologue), Fos (FBJ murine 
osteosarcoma viral oncogene homologue), Atf3 (activating transcription fac to r 3) and E g rl (early growth 
response 1).

-  137 -



Figure 4.5B  
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Figure 4.5B Confirmation of selected quinone-regulated genes in BQ, DMNQ and 

MNQ exposed hepatocyte cultures using SybrMan Q-PCR.

The figure shows GeneChip® and confirmatory SybrMan® log2 ratio data in quinone exposed cultures relative 
to VC for Cebpa (CCAAT/enhancer binding protein (C/EBP), beta), Cebpd, Okl38 {pregnancy-induced 
growth inhibitor), Pim3 (serine/threonine-protein kinase pim3), C yp la l {cytochrome P450 l a l ) and 
Hmoxl {heme oxygenase (decycling) /).
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Figure 4.5C
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Figure 4.5C Confirmation of selected quinone-regulated genes in BQ, DMNQ and 

MNQ exposed hepatocyte cultures using SybrMan Q-PCR.

The figure shows GeneChip® and confirmatory SybrMan® log2 ratio data in quinone exposed cultures relative 
to VC for Mat2a (methionine adenosyltransferase 11, alpha), Gclm ( y-GC synthetase, modulatory subunit), 
iNos (inducible NO synthase), Ddit3 (DNA-damage inducible transcript 3), Ddit4 and M yd l 16 (myeloid 
differentiation 116).
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4.3. Discussion

The overall aim of this chapter was to identify key genes and pathways consistently 

regulated in rat hepatocytes exposed to a range of quinones. This was undertaken by 

investigating transcriptional changes over eight hours of quinone exposure at 

concentrations that were on the threshold of causing cytotoxicity (assessed by LDH  

leakage).

4.3.1. Biochemical Endpoints

The assessment of biochemical endpoints were primarily undertaken to aid interpretation of 

the transcriptional data. No significant increase in LDH leakage (relative to VC) was 

observed with any of the five quinones during the course of the 8 hours exposure period 

(Figure 4.1 A). This finding was in line with the expectation that the selected quinone 

concentrations would not induce cytotoxicity. Glutathione endpoints were significantly 

changed (relative to VC) with BQ, NQ, DM NQ and MNQ during the time course (Figures 

4 .IB and C).

BQ exposure resulted in a marked decrease in GSH levels at 8 hours, although no 

significant effects were observed at earlier time points. Interestingly, GSSG levels were 

significantly increased with BQ exposure at 1 hour. Although only a small increase, the 

change is consistent with oxidative stress. As mentioned previously (Section 3.1.1), BQ is 

considered to be a pure arylator. Initial consideration of the absence of GSH depletion at 

early time points, accompanied by the increase in GSSG is surprising. It was anticipated 

that BQ would result in a rapid and sustained depletion of GSH, due to its high capacity to 

arylate thiol groups. The data suggest that the hepatocytes are able to adapt to the BQ 

challenge and maintain GSH levels early on in the time course, although by 8 hours their 

capacity to maintain GSH levels appear to become overwhelmed. The slight increase in 

GSSG levels observed at 1 hour is most likely to be due to redox cycling of the GSH 

conjugate, as suggested by others [32;33].

NQ exposure did not result in any significant GSH depletion. This was not in agreement 

with the findings of the dose ranging studies, where lOpM NQ resulted in >50% GSH 

depletion at 8 hours (Figure 3.2C). The reasons for this lack of response may simply be a 

function of inter-experiment variability due to the steepness of the NQ dose response curve.
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As with BQ, a slight increase in GSSG was observed at 1 hour, again consistent with an 

oxidative stress challenge.

MNQ resulted in the most marked effect on GSH levels, with significant decreases at 1, 4 

and 8 hours. This finding is consistent with the dual reactivity of MNQ, resulting in GSH 

depletion through both direct arylation of the thiol group and via redox cycling (as outlined 

in Section 3.1.1). MNQ and DM NQ exposure resulted in marked increases in GSSG levels 

at 1 hour, with significant increases still present at 4 hours (Figure 4.2B). The degree to 

which MNQ and DMNQ increased GSSG levels is in line with their capacity to redox 

cycle, relative to the other quinones tested. It is worth noting that as GSSG levels in 

DMNQ exposed hepatocytes returned to control levels, significant GSH depletion was 

observed. DMNQ is a pure redox cycler and does not have the capacity to arylate the thiol 

group in GSH (as discussed in section 3.1.1). Taken together, these findings suggest that 

hepatocytes exposed to DMNQ (and most likely MNQ) are exporting any excess GSSG 

formed at 4 and 8 hours into the culture media. This would redress the redox imbalance 

caused by markedly increased GSSG levels. To confirm this, it would be necessary to 

assess total glutathione levels in culture media at each time point.

Only TQ exposure failed to significantly change GSH or GSSG levels at any time point. 

Although TQ has been shown to have the potential to arylate the thiol group in GSH [129], 

the concentration used in this study was not sufficient to overwhelm the hepatocyte 

capacity to respond to this challenge. This result confirms the minimal effect on GSH levels 

observed with 8 hours exposure to TQ in the dose ranging study (Figure 3.5C). A lack of 

effect on GSSG levels was expected and is entirely consistent with the known 

antioxidant/superoxide-scavenging properties of TQ (discussed in Section 3.1.1).

Overall, the expected effects on LDH and GSH/GSSG levels were observed with all 

compounds. As intended, none of the selected quinone concentrations caused cytotoxicity. 

An oxidative stress was observed with four of the five quinones, with BQ, DM NQ and 

MNQ also inducing marked GSH depletion. Based on the biochemical data, TQ did not 

result in any significant challenge. This may in part be due to its antioxidant properties.
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4.3.2. Transcriptional Investigations

Overall the transcriptional responses induced by each quinone were comparable in 

magnitude, with a steady increase in the number of significantly regulated genes over time 

(Figure 4.2A). NQ exposed hepatocytes were the exception to this trend, which exhibited 

comparatively weak transcriptional responses from 4 hours onwards. When considered 

alongside the lack of effect on glutathione endpoints at 4 and 8 hours (Figures 4. IB and C), 

it is likely that the 10pM concentration used for NQ was too low. For this reason, 

downstream analysis focused on genes consistently regulated by the majority of quinones, 

rather than the limited numbers common to all five (Figures 4.2B and C).

4.3.2.1. Identification of Mechanism-Specific Genes

I sought to determine whether it was possible to identify genes/pathways that differentiate 

the mechanism through which quinones exert toxicity. Cluster analysis of genes regulated 

by three quinones with arylating reactivity (BQ, MNQ and TQ) and the pure redox cycler 

DMNQ was carried out (Figure 4.3). The analysis failed to identify any gene clusters 

specifically associated with the arylating quinones or DMNQ. This finding indicates that in 

rat hepatocyte cultures it is not possible to differentiate the mechanistic reactivity of 

quinones based on transcriptional changes. The inability of transcriptional analysis to 

differentiate the mechanistic reactivity of quinones is most likely due to the ability of 

arylators and redox cyclers to induce oxidative stress. Quinones with redox cycling 

capacity induce oxidative stress through enhanced ROS generation. Arylating quinones 

have the capacity to mimic oxidative stress induced by redox cycling quinones through 

GSH depletion and potentially redox cycling of their GSH-quinol conjugates.

4.3.2.2. Biological Theme Analysis

Applying biological theme analysis provided a high level functional overview of the 

transcriptional response to quinone exposure. In general EASE and IPA yielded common 

themes, giving greater confidence in the combined output. Early changes indicate 

transcriptional regulation with increased expression of TFs. This was followed by 

regulation of cell proliferation/growth control and nucleic acid metabolism genes (and 

Nrf2-target gene induction, discussed in section 4.3.2.3). By 8 hours genes involved in the 

DNA repair, cell cycle control and regulation of cell death/apoptosis are the predominant 

themes.
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Overall, the results are typical of the classical cellular response to oxidative stress.

Oxidative challenge leads to activation of signalling cascades and TFs, resulting in 

induction of oxidative stress response genes (Figure 1.7). These effect D NA repair, halt cell 

cycle progression and detoxify ROS. Depending on the severity of the oxidative insult and 

whether damage can be repaired, cells survive or die. At 8 hours the biological theme 

analyses for this study suggest the outcome could be either way.

4.3.2.3. Transcriptional Responses in Nfr2-Target and DNA Damage-Response 
Genes

With the exception of TQ, exposure of hepatocytes to the selected quinones resulted in a 

detectable oxidative challenge. Thus, coordinated transcriptional regulation of genes 

involved in antioxidant defenses and DNA damage response was anticipated. To evaluate 

this, genes involved in these response pathways were extracted from the data set and 

significantly regulated genes presented (Figure 4.4A and B).

One of the key elements in protecting cells from the ravages of oxidative stress is the Nrf2- 

ARE pathway. As discussed in Section 1.3.2, activation of the Nrf2-ARE pathway results 

in the transcription of a battery of genes involved in antioxidant generation, ROS 

detoxification and phase I I  drug metabolism (Figure 1.8 and Table 1.6). Indeed, quinones 

are among a diverse group of electrophilic compounds that are known to induce the 

pathway (Table 1.7). Data produced in this study indicate exposure of rat hepatocytes to 

quinones at concentrations on the threshold of cytotoxicity results in only a limited 

induction of Nrf2-target genes. Comparison of the Nrf2-target genes significantly regulated 

in this study (Figure 4.4A) to the battery of genes known to contain AREs (Table 1.6) 

supports this suggestion. The quinones that had the most marked effect on GSH and GSSG 

levels (MNQ, DM NQ and BQ) elicited relatively week responses in Nrf2-target genes. It is 

also worth noting that N qol, the gene that encodes NQOl (an enzyme important in the 

detoxification of quinones)[28;135], was only transcriptionally increased with TQ  

exposure.

An important finding is that TQ was the most potent inducer of the Nrf2-target genes in this 

study. By 8 hours six Nrf2-target genes were increased with TQ exposure {Cat, Hmoxl, 

Gclc, Gclm, Gsr and N qol) in the absence of evidence of oxidative challenge (Figure 

4.1C). The relative potency of TQ to induce Nrf2-target genes may account for some of its
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cytoprotective properties reported in a variety of models of oxidative stress. As mentioned 

earlier (Section 3.1.1), TQ can inhibit lipid peroxidation [126; 136], protect hepatocytes 

from TBHP-induced oxidative stress [125] and ameliorate cardiotoxicity associated with 

doxorubicin treatment [127; 128]. All of these workers have cited the superoxide 

scavenging properties of TQ as the underlying mechanism of cytoprotection. The data 

generated in this study suggest that TQ’s potency as a Nrf2-target gene inducer would also 

contribute to its cytoprotective properties.

The Nrf2-target genes that gave the most consistent transcriptional responses were Hmoxl, 

Gclc and Gclm. The protein product of Hmoxl catalyzes the rate limiting step in heme 

catabolism, resulting in the formation of biliverdin, carbon monoxide and free iron [137]. 

The action of Hmoxl results in enhanced elimination of free heme (itself a prooxidant) and 

generation of products with antioxidant properties (e.g. bili verdin) [138]. Increased 

transcription of Hmoxl has been demonstrated in rat hepatocytes exposed to an 

anoxia/reoxygenation model of oxidative stress [139]. Gclc and Gclm code for the protein 

subunits that form the heterodimeric enzyme 7 GC synthetase (also known as yGC ligase 

(GCL)), which catalyzes the rate limiting step in glutathione synthesis (discussed in Section 

1.3.1). Increased transcription of Gclc and Gclm is consistent with enhanced GSH synthesis 

in response to quinone exposure.

The weak transcriptional response in Nrf2-target genes indicates that a more marked 

oxidative challenge, or indeed cytotoxicity, may be required to induce this pathway fully. 

Desaint et al [140] observed an almost identical response in two human breast cancer cell 

lines (MCF-7 and MCR-9) exposed to sub-cytotoxic oxidative stress (induced by H 2O2); 

increased transcription of Hm oxl, Gclc, Gclm and thioredoxin reductase 1 (T rrl) but no 

other Nrf2-target genes.

Based on the transcriptional findings, it appears that quinone exposure resulted in some 

form of DNA damage, as evidenced by induction of a number of GADD/DDIT genes 

(Figure 4.4B). These genes are a family of transcriptional regulators involved in 

augmenting the response to DNA damage [141], which is typically manifest by induction 

of growth arrest. This allows the cell time to attempt repair of damaged DNA or initiate 

apoptosis if the damage is too extensive [142; 143].
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The transcriptional responses in DNA damage-related genes were far more pronounced in 

hepatocytes exposed to quinones inducing marked increases in GSSG levels (i.e. DMNQ  

and MNQ), suggesting a correlation with the degree of oxidative stress. The association of 

GADD-related gene induction with oxidative stress is well documented [141; 144]. And 

both DMNQ and MNQ have previously been shown to induce DNA damage at sub- 

cytotoxic concentrations in rat hepatocytes and a human myeloid leukaemic cell line 

(K652) [104; 145].

Ddit4 (also know as RTP801) was most consistently regulated in hepatocytes exposed to 

quinones inducing marked GSH depletion (MNQ, DM NQ and BQ). Increased transcription 

was observed at 1,4 and 8 hours with these quinones and was not noted in hepatocytes 

exposed to NQ or TQ, suggesting a correlation with the severity of quinone challenge.

Ddit4 was first described by Shoshani et al [146] as an hypoxia-inducible factor 1 (HIF-1)- 

responsive gene that protected dividing cell lines (PC 12 and MCF7) from oxidative stress- 

induced apoptosis. Interestingly, they also noted that Ddit4 over-expression was pro- 

apoptotic in terminally differentiated (i.e. non-dividing) cells, such as neuron-like PC 12 

cells. Whether Ddit4 induction in hepatocytes exposed to MNQ, DM NQ and BQ in this 

study is a pro- or anti-apoptotic signal is unclear. LDH leakage data (Figure 4.1 A) 

confirmed that there was no overt cytotoxicity in hepatocyte cultures exposed to these 

quinones. However, it is worth noting that hepatocytes do not proliferate in vitro, unless 

induced to do so [147] and so the Ddit4 signal may be pro-apoptotic.

4.3.2.4. Quinone Signature Genes

This transcriptomic study has enabled the identification of a core set of 22 ‘quinone 

signature genes’ that were significantly regulated co-ordinately with quinone treatment. 

This relationship suggests a critical role in the hepatocyte homeostatic response to quinone 

challenge and oxidative stress. The quinone signature genes represent a range of biological 

functions and pathways (indicated in Table 4.7). However, they can be broadly defined as 

genes involved in the immediate-early response, antioxidant response, maintenance of 

cellular integrity and homeostasis, pro-survival signalling, growth arrest and pro-apoptotic 

signalling. In general quinone signature genes correlate with the known cellular response to 

quinone challenge, the one exception being Tfrc.
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Regulation of Tfrc

Increased transcription of Tfrc, which encodes the plasma membrane protein transferrin 

receptor 1 (TFRC), was unexpected. TFRC resides in the plasma membrane as a 

homodimer and plays a critical role in intracellular iron transport. TFRC binds transferrin 

and the resultant complex is internalised in vesicles which fuse with endosomes. The 

transferrin-bound iron is subsequently released and the transferrin-TFRC complex recycled 

to the plasma membrane. TFRC expression is post-transcriptionally regulated through 

modification of TFRC mRNA stability, via a regulatory sequence known as the Iron 

Response Element (IRE) in the 3’-untranslated region (UTR). When intracellular iron 

levels are low, Iron-Regulatory Proteins (IRP) 1 and 2 bind to the IRE, increasing mRNA 

stability and TFRC translation. Conversely, when intracellular iron levels are high IRP1 

and 2 binding to the IRE is inhibited and TFRC mRNA is degraded [148-150].

The increased transcription of Tfrc is consistent with enhanced uptake of iron by the rat 

hepatocytes. This could potentially exacerbate quinone-induced oxidative stress via the 

Fenton reaction (discussed in Section 1.2.1). Increases in TFRC mRNA and/or protein 

levels in response to oxidative stress have been observed in vitro previously. Kotamraju et 

al [151] noted that exposure of endothelial cells to 0.5pM doxorubicin increased TFRC 

protein levels between 2 and 16 hours. Exposure of the murine fibroblast B6 cell line to 

IOOjiM H 2O2 increased TFRC mRNA levels at 4 and 6 hours [152]. Stabilisation of TFRC 

mRNA through increased IRP binding to the IRE was confirmed as the mechanism. 

Conversely, exposure of B6 cells to relatively high levels of M NQ (100pM) for 2 hours 

leads to decreased TFRC mRNA stability [153]. The same group also reported that IRP-1 

activity increased within 15-30 minutes of exposure to relatively low concentrations of 

MNQ (10-50pM). This may have resulted in increased TFRC mRNA stability, although it 

appears this was not assessed. The consistent increase in Tfrc transcription observed with 

quinone exposure in this study is surprising given it may exacerbate the toxicity of 

quinones, although it is in line with other reports.

Transcription Factors

Five transcription factors {Egrl, Fos, Fosll, MafK and Cebpb) were increased in the 

quinone signature gene set. E grl, Fos and Fosll belong to a group of transcripts 

collectively known as immediate-early response genes. Egrl encodes the early growth
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response 1 transcription factor that is transcriptionally induced in response to a range of 

stress and mitogenic stimuli [154], including oxidative stress [155]. Nair et al [156] 

observed increased Egr-l transcription in the neurone-derived PC12-Dr2 cell line exposed 

to 200pM H 2O2 . Sub-population analysis identified Egrl regulation to be associated with 

cell survival.

Fos (also known as c-fos), Fosll (Fos-like 1, also known as Fos-related antigen I) and 

MafK (small M afK) encode three of a multitude of subunits that hetero- and homodimerise 

to form transcription factors collectively known as Activator Protein-1 (AP-1) [157; 158]. 

AP-1 TFs induce transcription of target genes involved in the control of a variety of cellular 

processes, including proliferation, differentiation, and pro- and anti-apoptotic signalling 

[157-159]. However the precise roles that different AP-1 dimers play in controlling these 

cellular processes is poorly understood.

There is an interesting correlation in the transcriptional increases in Fos and Fosll observed 

in this study with data published by Venugopal and Jaiswal [160]. Overexpression of Fos 

and Fosll in HepG2 cells by transfection with expression plasmids resulted in repression of 

Nrf2-tagrets genes (e.g. Nqol). They suggested that increased concentrations of AP-1 

heterodimers containing either Fos or Fosll negatively regulate transcription of ARE- 

containing genes by interfering with binding of the Nrf2 transcription factor. Thus 

increased transcription of Fos and Fosll observed in this study may account for the 

relatively week transcriptional responses observed for Nrf2-target genes (as discussed in 

Section 4.3.2.3).

Cebpb encodes C/EBPp (also known as nuclear factor for interleukin 6), a TF belonging to 

the CCAAT/enhancer-binding protein (C/EBP) family. A  role for C/EBPp in GST 

induction has been demonstrated in vitro. Exposure of the rat hepatocyte-derived cell line 

H4IIE to the cancer chemopreventive agent oltipraz induced GSTA2 mRNA and protein 

levels via a C/EBPp dependent mechanism [161]. Kang et al later proposed C/EBPp 

augmented induction of GSTA2 via binding to a C/EBP response element upstream of the 

ARE, also suggesting a role in potentiating Nrf2-ARE pathway induction in response to 

oxidative stress [84].
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Antioxidant Response

Two genes linked to antioxidant generation, Hmoxl and Mat2a, were increased with 

quinone exposure. As discussed in Section 4.3.2.2, Hmoxl mediates the detoxification of 

pro-oxidant heme and generates products with antioxidant properties. Mat2a encodes the 

enzyme methionine-adenosyl transferase 2a, transcription of which is responsive to 

oxidative stress [74] and the encoded enzyme is part of the homocysteine pathway. The 

MAT2A enzyme generates andenosyl-methionine, shunting methionine towards 

homocysteine generation. This has the effect of increasing the availability of cysteine for 

replenishment of the GSH pool during oxidative stress (as discussed in Section 1.3.1).

Maintenance of Cellular Integrity/Morphology

Changes in cellular morphology, such as plasma membrane blebbing, often precedes 

cytotoxicity associated with quinone exposure. MNQ exposure has been shown to induce 

changes in morphology (i.e. blebbing) in a variety of cell lines [162]. Thor et al [102] 

demonstrated that damage to the cytoskeleton is partly responsible for quinone-induced 

morphological change in hepatocytes. Both arylating and redox-active quinones have been 

shown to induce cytoskeletal protein (e.g. actin) crosslinking, although the biochemical 

nature of lesions differ [102]. In addition to the cytoskeleton there are a range of associated 

structures, including cell adhesion molecules, anchoring domains and microfilaments that 

are potential targets of quinone-mediated damage. Three genes linked to the organisation of 

the cytoskeleton, maintenance of cell-cell adhesion and extracellular matrix interactions 

(Epha2, Mylip and Tgml) were increased in the quinone signature genes.

Epha2 was the only gene whose transcription was increased at all time points. Epha2 

encodes Ephrin receptor A2, a tyrosine kinase with established roles in neuronal migration 

and general cell-cell interaction and extracellular matrix attachment [163]. Epha2 

overexpression has also been implicated in promoting cell survival in tumour cells 

[164; 165] and the gene is induced in models of hypoxia [166]. Tgml encodes 

transglutaminase 1, an enzyme that catalyses the post translational cross-linking of proteins 

[167]. Tgml, and other transglutaminases are known to be important in cell-cell and cell- 

matrix adhesion. No association of Tgml induction with oxidative stress has been made. 

However, Tgml (the so-called ‘tissue-type’ transglutaminase) has been shown to be 

induced in primary astrocytes exposed to oxidative stress [168].
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Mylip (also known as M IR) encodes an E3 ubiquitin-protein ligase that mediates 

ubiquitination and subsequent proteasomal degradation of myosin regulatory light chain 

(MRLC) [169; 170]. A role in influencing cytoskeleton interactions, cell morphology and 

motility have been demonstrated in Swiss 3T3 fibroblasts [170] and neuronal cell lines 

[169;171]. Transcriptional regulation of Epha2, Tgml and Mylip may indicate adaptive 

maintenance of cellular morphology/extracellular matrix interactions in response to 

quinone challenge.

The increased transcription of Chka may be indicative of an adaptive response to quinone- 

mediated plasma membrane damage. Chka encodes one of the subunits of the enzyme 

choline kinase (CK), which catalyzes the phosphorylation of choline to phosphocholine, the 

first step in the biosynthesis the membrane lipid phosphatidylcholine (PC) [172; 173]. 

Increased CK activity is observed in many human tumours [172; 174] and overexpression in 

cell lines confers them oncogenic properties [175]. It has also been noted that CK induction 

occurs in response to cellular stresses, including that evoked in the liver by carbon 

tetrachloride (CCU) exposure [173]. In hepatocytes CCfi is metababolized to the 

trichloromethyl radical, a compound that can initiate lipid peroxidation[51]. As discussed in 

Section 1.2.2, lipid peroxidation results in extensive damage to lipid membranes and 

potentiates ROS generation. It is possible that increased transcription of Ckha is an attempt 

to enhance PC sysnthesis to facilitate repair of plasma membrane damage caused by 

quinone-induced oxidative stress.

Maintenance of Homeostasis

The increased transcription of Slc5a3 and Pdk4 provides some evidence of adaptive 

responses to perturbed homeostasis with quinone exposure. Slc5a3 (also known as 

sodium/myo-inositol cotransporter (SMIT)) encodes a symporter protein that plays a critical 

role in maintaining cell volume through osmotic control [176]. The SLC5A3 symporter 

effects this control through the transport of wyo-inisotol, a small molecule belonging to a 

class of compounds known as organic compatible (or nonperturbing) osmolytes [177]. 

Maintenance of a constant cell volume is important for normal function and survival [176] 

and Slc5a3 is induced in cell culture in response to hyperosmotic stress [178]. Indeed, 

hyperosmotic stress and cell dehydration sensitizes cells to apoptosis [179]. There has also 

been some suggestion that oxidative stress can induce cell dehydration and shrinkage [177].
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Increased transcription of Slc5a3 with quinone exposure is consistent with an attempt to 

maintain cell volume in response to oxidative challenge.

Pdk4 encodes one of four isoforms of pyruvate dehydrogenase kinase (PDK) and is 

strongly upregulated in starvation [180]. PDKs play a critical role in regulating the 

contribution that glucose and fatty acids (FAs) make to energy production. This is achieved 

through the PDK-directed inactivation of the pyruvate dehydrogenase complex (PDC). 

Inactivation of PDC results in glucose conservation and increased utilisation of FAs for 

energy production. The net effect is increased generation of acetyl-CoA via FA beta- 

oxidation for utilisation in the tricarboxylic acid cycle [180-183]. The induction of Pdk4 

implies quinone exposure has depleted hepatocyte glucose levels. A  possible mechanism 

for this depletion is quinone-mediated disruption of the respiratory chain. Quinones, 

including MNQ and doxorubicin, can interfere with electron flow through the respiratory 

chain, increasing utilisation of reducing equivalents [34]. This would most likely result in 

glucose depletion necessitating a shift towards utilising FAs as an energy source. Indeed, 

supplementing hepatocytes with glycolytic substrates (e.g. fructose) has been shown to 

ameliorate quinone cytotoxicity [20]. Menadione exposure of white fat cells in vitro has 

also been shown to increase glucose oxidation [184].

Growth Arrest Genes

Regulation of genes involved in growth arrest is entirely consistent with oxidative stress 

and DNA damage. Increased transcription of GADD and DDIT-related genes were 

observed primarily with quinones inducing marked oxidative challenge (Figure 4.4B). 

However, two genes implicated in growth arrest and cell cycle control were increased in the 

quinone signature set. Dusp5 is a p53-target gene and encodes a protein phosphatase that 

has been shown to display activity towards mitogen-activiated protein kinase 3 (MAPK3) 

[185] and extracellular response kinase 1 (ERK1) in vitro [186]. Dephosphoralation of 

MAPK3 and ERK1 is believed to negatively regulate cell-cycle progression [185], thus 

increased Dusp5 transcription is consistent with growth arrest associated with DNA  

damage.

Okl38 is a pregnancy-induced growth inhibitory factor first described by Huynh et al [187]. 

Expression was low in breast cancer cell lines and almost completely lost in 

dimethylbenz(A)anthracene-induced breast tumours. They also demonstrated that
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transfection of MCF-7 cells with Okl38 cDNA resulted in reduced oncogenicity in nude 

mice. Okl38 cDNA transfection of Chang liver cells has been shown to induce growth 

inhibition leading to cell death and loss of expression in hepatocarcinomas is associated 

with uncontrolled growth [188]. Recently Okl38 induction has been reported in human 

aortic endothelial cells (HAEC) exposed to oxidative stress [189]. Microarray analysis of 

HAEC cells treated with terr-butylhydroquinone detected > 10-fold induction in Okl38 

transcription at 4 hours. Li et al [189] also demonstrated that RNA interference (RNAi) of 

Nrf2 ablated this response, concluding that Okl38 is an Nrf2-target gene.

Pro-Survival Signalling

Regulation of three genes (Pim3, Vegfa and G dfl5) with known roles in cell survival was 

observed. Transcription of the proto-oncogene Pim3 was increased from 1 hour, indicting 

an important role in the early response of hepatocytes to quinone exposure. Pim3 is a 

member of the PIM family of serine/threonine kinases that are known to negatively regulate 

apoptosis [190]. Pim3 has been shown to inhibit apoptosis in several colon cancer cell lines 

(e.g. SW480, HT29 and HCT116) through inactivation of the pro-apoptotic protein BAD 

[191]. Aberrant expression of Pim3 has been observed in hepatocellular carcinoma 

development and its ablation in human hepatoma cell lines with RNA interference 

increases apoptosis [192].

Increased transcription of Vegfa with quinone exposure was not unexpected. In vivo Vegfa 

plays a critical role in tissue responses to hypoxia, inducing angiogenesis [193]. 

Overexpression is also associated with increased tumour growth and metastatic spread 

[194]. In vitro Vegfa overexpression is observed in a variety of cells, enhancing cell 

survival with hypoxic and oxidative challenge [194-197].

GdfI5 is an immediate-early response gene belonging to the tissue growth factor beta 

(TGF(3) superfamily and is thought to play a positive role in cell survival [198-200]. 

Induction of Gdfl5  has been observed in a number of organs in response to tissue injury, 

including the brain, lung, kidney and liver [201-205]. Increased transcription of G dfl5  has 

been described following ischeamic/reperfusion and CCU-induced hepatic injury [201 ;206], 

both of which have an oxidative stress component. Navarro-Sabate et al [206]demonstrated 

that G dfl5  was one of the key genes regulated during ischeamic preconditioning of a 

perfused rat liver model.
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The induction of G dfl5 , Vegfa and Pim3 is consistent with positive cell survival signalling. 

Significantly, transcriptional regulation of Pim3 has not been reported in response to 

quinone exposure or oxidative stress.

Pro-Apoptotic Signalling

As well as pro-survival signals, genes with pro-apoptotic function were also increased.

Brd.2 (also known as RING3) is a nuclear serine/threonine kinase implicated in 

transcriptional regulation [207]. Zhou et al [208] have suggested a role for Brd2 in 

initiating apoptosis in COS7 and HNE1 cells. In vivo, Brd2 has been linked to induction of 

apoptosis in mammary gland epithelial cells during the reproductive cycle of mice [209]. 

Zfp36, also known as tristetraprolin (TTP), is a zinc finger protein involved in the 

regulation of inflammatory cytokine levels, for example tumour necrosis factor alpha 

(TNFa) [210]. This is achieved through binding and destabilisation of target mRNAs. A  

synergistic role for TTP in TNFa-mediated apoptosis has also been demonstrated [211].

A third transcriptional change suggestive of a pro-apoptotic signal was the decrease in 

LOC498331 transcription. LOC498331 is the rodent orthologue of PTPN13, the human 

gene that encodes protein tyrosine phosphatase, non-receptor type 13. PTPN13, also known 

as FAP-1 (CD95 (FAS)-associated phosphatase) is involved in regulation of FAS death 

receptor-mediated apoptosis [212;213]. PTPN13 is overexpressed in a number of tumours 

and cell lines and confers resistance to FAS-mediated apoptosis by interfering with signal 

transduction [213-215]. Decreased expression with quinone exposure may result in 

increased sensitivity of hepatocytes to apoptosis. The changes observed in Brd2, Zfp36 and 

LOC498331 transcription are consistent with pro-apoptotic signalling.

4.3.2.5. Correlating Quinone Signature Genes with the Biology of Quinone 
Challenge

With the exception of Nrf2-target genes, comprehensive regulation of functional pathways 

was not observed consistently with quinone exposure. However, the majority of the 

quinone signature genes do correlate with known biological effects of quinone exposure. 

The quinone signature genes have been placed into the biological context of quinone 

challenge and oxidative stress (Figure 4.6). Transcriptional changes in Nrf2-target genes 

and DNA damage response genes have also been added to the model.
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A number of the genes identified are well documented as being regulated in response to 

oxidative stress, and in some cases quinone exposure (e.g. Fos, E grl, Vegfa, Gdfl5,

Hmoxl, Mat2a and Okl38). The presence of these genes validates the data analysis strategy 

used, conferring greater confidence in the novel transcriptional changes identified. 

Significantly, Pim3, Dusp5, Mylip, Pdk4 and Slc5a3 have not previously been associated 

with quinone exposure or oxidative stress. The consistent transcriptional regulation of these 

novel genes implies a key role in the ameliorative response of hepatocytes to quinone 

challenge.
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Figure 4.6
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Figure 4.6: Quinone signature genes integrated into a model of quinone challenge

Quinones exert toxicity through two primary reactivities; redox cycling and arylation of cellular nucleophiles, both resulting 
in increased GSSG levels, GSH depletion, oxidative stress and damage to cellular macromolecules. In addition, redox 
cycling quinones can disrupt the normal flow of electrons through the respiratory chain, resulting in enhanced ROS 
generation and perturbed energy metabolism. The downstream effects of these mechanisms of toxicity are highlighted 
(yellow boxes), with the cellular responses to counter them also indicated (red boxes). Genes consistently regulated with 
quinone exposure have been overlaid into the context of the cellular responses to oxidative stress and quinone toxicity.
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CHAPTER 5. REDOX MEDIATED TEMPORAL RESPONSES IN 
GENE EXPRESSION IN RAT HEPATOCYTES
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5.1. Introduction

Transcriptional investigations in rat hepatocytes exposed to five different quinones with 

varying reactivity, in terms of arylating and redox cycling potential, enabled the 

identification of a core set of ‘quinone signature genes’ (Chapter 4). The majority of 

‘quinone signature genes’ were found to correlate with known biological effects of quinone 

exposure (i.e. oxidative stress, GSH depletion, DNA damage, cytoskeletal changes). 

However, with the exception of genes encoding proteins belonging to the nuclear factor 

(erythroid-derived 2)-like 2-antioxidant response element (Nrf2-ARE) pathway, 

comprehensive regulation of functional pathways was not consistently observed. This may 

have been partly due to the diverse reactivity of the five quinones selected (as reviewed in 

Chapter 3). Thus, it was decided to conduct a more comprehensive transcriptional analysis, 

focussing on the response of rat hepatocytes to quinone-mediated redox challenge.

To this end transcriptional responses induced by 2,3-dimethoxy-1,4-naphthoquinone 

(DMNQ) and menadione (MNQ) exposure, the two quinones previously shown to cause the 

most marked and consistent redox challenge, were investigated. The main aim of this study 

was to identify key pathways regulated in response to DMNQ and MNQ over a 24 hour 

exposure period. It was hoped that analysis of responses to the two quinones with such 

similar redox activities would allow the identification of critical response pathways through 

which cells seek to counter redox challenge and promote cell survival. In addition, it was 

envisaged that the transcriptional investigations may provide an improved mechanistic 

understanding of cellular systems perturbed by quinone exposure and redox stress. 

Exposure of rat hepatocytes to concentrations of each quinone, previously identified as 

being on the threshold of causing cytotoxicity following 8 hours exposure (Chapter 3), was 

carried out. It was anticipated that with an extended exposure period of 24 hours, 150pM 

DMNQ or 25 pM MNQ would result in an increase in cytotoxicity relative to control 

cultures. It was hoped that this experimental design would address the question of whether 

the battery of Nrf2-target genes require more overt cytotoxicity for transcriptional 

induction.

Transcriptional responses were evaluated using the Rat Whole Genome 230 2.0 Affymetrix 

GeneChip® microarrays. They contain over 31,000 probe sets representing approximately 

28,000 rat genes, allowing a far more comprehensive transcriptional readout than the
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GSKratla GeneChips® previously used (Chapters 3 and 4). As before (Chapter 4), 

biological theme analysis was carried out on transcriptional data to gain insight into the 

functional effects of DMNQ and MNQ exposure. In addition, clustering analysis was 

carried out to group regulated genes into clusters that share common temporal profiles for 

both quinones.
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5.2. Results

Rat hepatocyte monolayer cultures were exposed to vehicle control (VC), DMNQ  

(150pM), or MNQ (25pM) for up to 24 hours (according to the methodology outlined in 

Section 2.1). At a number of time points during the 24 hours exposure period cultures were 

sampled for lactate dehydrogenase (LDH) leakage, cellular reduced glutathione (GSH) and 

oxidised glutathione (GSSG) levels, media total glutathione and total RNA.

5.2.1. Biochemical Endpoints

LDH leakage, cellular GSH/GSSG levels and total media glutathione were determined as 

outlined in Sections 2.3 and 2.7.2, respectively. Triplicate or duplicate cultures exposed to 

either VC, DMNQ or MNQ from two or three replicate experiments were sampled.

LDH leakage was assessed at 1,2, 4, 6, 8, 12, 18 and 24 hours (Figure 5.1). No significant 

increases in LDH leakage were observed between 1 and 8 hours with DM NQ or MNQ  

exposure. A gradual increase in LDH leakage was noted in DM NQ and MNQ exposed 

cultures compared to the concurrent controls from 12 hours onwards. LDH leakage peaked 

at 24 hours, with DMNQ and MNQ exposure resulting in approximately 70 and 90 percent 

total LDH leakage, respectively versus approximately 50 percent in VC exposed cultures.

Cellular GSH levels were assessed at 1, 4, 6, 8, 12, 18 and 24 hours (Figure 5.2).

Significant decreases in GSH were observed in DMNQ exposed cultures compared to VC  

exposed cultures from 4 hours onwards. The decrease in GSH was most marked at 8 hours 

(approximately 25 percent of VC levels) and plateaued between 12 and 24 hours (at 

approximately 40 percent of VC levels). Significantly decreased GSH levels were observed 

in MNQ exposed cultures between 1 and 8 hours compared to VC exposed cultures. From 

12 hours onwards no significant decreases in GSH levels were observed in MNQ exposed 

cultures and a general trend of returning to basal levels was seen.

Cellular GSSG levels were assessed at 1, 4, 8, 18 and 24 hours (Figure 5.3). Significant 

increases in GSSG levels were observed in DM NQ and MNQ exposed cultures compared 

to VC exposed cultures at 1 and 4 hours. With DMNQ and MNQ exposed cultures, 

increases were most marked at the 1 hour time point and returned to control levels by 8 

hours.
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Media total glutathione levels (expressed as percent of total glutathione) were assessed at 1, 

4, 8, 12 and 18 hours (Figure 5.4). Significant increases in media total glutathione levels 

were observed at all time points (except 18 hours) in DMNQ and MNQ exposed cultures 

when compared to VC exposed cultures. Proportionately the most marked increases were at 

the 1 hour time point, with approximately 21 and 17-fold increases in media glutathione 

levels in DMNQ and MNQ exposed cultures, respectively. There was also a general trend 

of increased media total glutathione levels with time in VC exposed cultures from 12 hours 

onwards.
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Figure 5.1
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Figure 5.1: Percent LDH leakage in rat hepatocyte monolayers exposed to VC,
DMNQ or MNQ for 1, 2, 4, 6, 8, 12,18 and 24 hours. Results are mean 
values ± SD (1 to 12 hours n=3 repeat experiments; 18 and 24 hours 
n=2 repeat experiments). ANOVA and post-hoc Dunnett’s T-test.
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Figure 5.2: GSH levels in rat hepatocyte monolayers exposed to VC, DMNQ or MNQ 
for 1, 4, 8,18 and 24 hours. Results are mean values ± SD (1 to 12 
hours n=3 repeat experiments; 18 and 24 hours n=2 repeat 
experiments). ANOVA and post-hoc Dunnett’s T-test. * = P<0.05, ** = 
P<0.01, *** = P<0.001 versus VC.
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Figure 5.3
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Figure 5.3: GSSG levels in rat hepatocyte monolayers exposed to VC, DMNQ or
MNQ for 1, 4, 8,18 and 24 hours. Results are mean values ± SD (1 to 8 
hours n=3 repeat experiments; 18 and 24 hours n=2 repeat 
experiments). ANOVA and post-hoc Dunnett’s T-test. * = P<0.05, ** = 
P<0.01 versus VC.
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Figure 5.4: Media total glutathione levels in rat hepatocyte monolayers exposed to 
VC, DMNQ or MNQ for 1, 4, 8,18 and 24 hours. Results are mean 
values ± SD (1 to 12 hours n=3 repeat experiments; 18 hours n=2 
repeat experiments). ANOVA and post-hoc Dunnett’s T-test. * = 
P<0.05, ** = P<0.01, ** = P<0.001 versus VC.
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5.2.2. Transcriptomic Investigations

Total RNA was isolated from pooled triplicate cultures exposed to VC, DMNQ, or MNQ at 

1, 2,4, 6, 8, 12 and 18 hours (three replicate experiments per time point) (according to the 

methodology outlined in Section 2.10). Due to marked cytotoxicity at 24 hours in DMNQ  

and MNQ exposed cultures, total RNA yields and quality were not adequate for GeneChip 

investigation. A single fragmented biotinylated-cRNA target synthesis was prepared for 

each pooled total RNA sample and hybridised onto a single Rat Genome Array 230 version 

2 GeneChip® (as outlined in section 2.12). Following hybridisation and washing, 

GeneChips® were scanned and data pre-analysed prior to transfer to the Rosetta Resolver® 

database for downstream analysis.

The RatioBuild and Trend Set functions within Rosetta Resolver® (outlined in section 

2.12.3) were used to generate comparison tables between VC and DM NQ  or MNQ treated 

groups. For each time point, a ratio trend set was produced across the entire time course for 

both quinones and the log ratio change in expression and p-value exported for all probe sets 

regulated (threshold values of > ±2-fold change and p  < 0.05) at 4 points across the entire 

data set. A total of 804 probe sets fitted this selection criteria and the log ratio data for the 

entire data set was imported into ArrayMiner v5.3.2 (Optimal Design) for cluster analysis. 

Following cluster analysis the GenBank accession numbers for each probe set was 

imported into IPA and EASE for biological theme analysis (as outlined in Section 2.12.3).

The overall aim of the cluster analysis was to identify temporal patterns in gene expression 

common to both quinones. AT-means Gaussian cluster analysis (Eucledian distance measure) 

of log ratio data for the 804 consistently regulated probes sets was carried out across the 

entire 18 hours time course for DMNQ and MNQ. Iterative clustering was undertaken by 

varying the K  value (the number of clusters) between 5 and 12 to determine the optimal 

number of clusters for the data set. The 804 probes sets were found to segregate well into 8 

clusters, with only 20 probes sets being classed as outliers. The mean expression profiles 

for each cluster are shown (Figures 5.5 and 5.6) for DMNQ and M NQ  exposed cultures*. 

Overall the temporal profiles for each quinone were very similar for all 8 clusters.

*A full list of probe sets segregating to each of the eight clusters is presented in the supplementary data disc, Chapter 5 
(804_DMNQ_MNQ_probe_sets_clustered.xls).
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Probes sets displaying a trend of decreased transcription segregated to clusters C l, C2, C6 

and C8 (398 probe sets in total) (Figure 5.5). Cluster C l contained probe sets that showed a 

gradual trend in decreased transcription across the entire time course, peaking at 18 hours. 

Clusters C2 and C6 contained genes that showed slight (C2) or moderate (C6) decreases in 

transcription from 4 hours, plateauing from 12 hours onwards. Cluster C8 contained genes 

displaying a transient decrease in transcription between 4 and 8 hours, followed by a return 

to basal levels for the remainder of the time course. Probe sets displaying a general trend in 

increased transcription segregated to clusters C3, C4, C5 and C7 (386 probe sets in total) 

(Figure 5.6). Clusters C3 and C4 contained genes that showed moderate increases in 

transcription from 4-6 hours, plateauing at 12 to 18 hours. Cluster C5 contained genes that 

showed slight increases in transcription between 6 and 12 hours. Cluster C l  contained 

genes displaying the most marked responses, with rapid increases in transcription between 

2 and 6 hours that peaked at 12 hours.

The Genbank accession numbers for the probe sets within each of the eight clusters were 

imported into IPA to gain an overview of the key functional classes of genes within each 

cluster. The top five molecular functions reported for each cluster are presented in the 

tables adjacent to each cluster profile within Figures 5.5 and 5.6. Overall similar classes of 

genes were represented in increased and decreased clusters, with the key themes being cell 

cycle/growth control, cell death and cell morphology-related molecular functions. The 

DNA repair-related and energy production functional classes were only represented in the 

increased clusters.
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Figure 5.5
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Figure 5.5: Mean profiles of clusters C1, C2, C6 and C8, decreased with DMNQ (blue 
profiles) and MNQ (pink profiles) exposure.

The cluster size (n in parenthesis) indicates the number of probe sets segregating to each cluster. The table to the right of 
each profile indicates the top five molecular functions associated with each cluster and the significance (expressed as -  
log (p-value)) assigned by I PA.
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Figure 5.6
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Figure 5.6: Mean profiles of clusters C3, C4, C5 and C7, increased with DMNQ (blue 
profiles) and MNQ (pink profiles) exposure.

The cluster size (n in parenthesis) indicates the number of probe sets segregating to each cluster. The table to the right of 
each profile indicates the top five molecular functions associated with each cluster and the significance (expressed as -  
log (p-value)) assigned by IPA.
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The Genbank accession numbers for probe sets w ithin decreased (398 probe sets) or 

increased (386 probe sets) clusters were imported into EASE for biological theme analysis. 

The categorical overrepresentation function was used and an EASE Score cut-off o f 0.05 

was applied (the output is presented in Table 5.1). EASE analysis identified similar 

biological themes to those identified as overrepresented using IPA. Categories associated 

with cell death and cell cycle control, along with DNA repair (e.g. nucleotide metabolism) 

were overrepresented in the increased probe set. Categories associated with cell 

morphology (e.g. actin cytoskeleton and extracellular matrix) and energy metabolism (e.g. 

acetyl-CoA metabolism and mitochondrion) were overrepresented in the decreased probe 

set.

Table 5.1: EASE biological theme analysis of 804 probe sets selected for cluster 
analysis.

System Gene Category EASE Score

GO Biological Process Physiological process 0.0338

Induction of apoptosis by intracellular signals 0.0339

Regulation of programmed cell death 0.0366

Induction of programmed cell death 0.0366

Positive regulation of programmed cell death 0.0366

Nucleobase\nucleoside\nucleotide and nucleic acid metabolism 0.04

Cell cycle 0.0432

Metabolism 0.0251

Alcohol metabolism 0.039

Acetyl-CoA metabolism 0.0477

Organogenesis 0.0518

GO Cellular Component Nucleus 0.0398

Actin cytoskeleton 0.0232

Mitochondrion 0.0256

Intracellular 0.0421

Extracellular matrix 0.0556

GO Molecular Function Binding 0.0148

Cytokine activity 0.0155

Nucleic acid binding 0.0246

DNA binding 0.0391

Transferase activity\transferring acyl groups 0.0543

The table shows the results of EASE analysis for the 804 probe sets selected for cluster analysis. GO classes 
with an EASE score of <0.05 are shown. Direction of change is indicated by the EASE score font colour 
(Red = increased, Green = decreased).
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In clusters C l and C6 a large proportion of genes involved in proliferation/cell cycle 

control and apoptotic signalling were represented. A  number of exemplar genes from these 

clusters, displaying decreased temporal trends in transcription, were selected for more 

detailed interpretation. In cluster C l, tissue growth factor beta 2 (Tgfb2) and apoptotic 

peptidase factor 1 (A pafl) showed significant decreases in transcription from between 6 

and 8 hours, peaking at 18 hours, with both DMNQ and MNQ exposure (Figures 5.7A and 

B, respectively). Both Tgfb2 and Apafl were represented in the top two molecular functions 

identified for cluster C l (cell signalling and cellular growth/proliferation). More marked 

decreases in transcription were observed in cluster C6, with nerve growth factor receptor- 

associated protein 1 (Ngfrapl) and TGF/3-inducible early growth response 3 (Tieg3) 

(Figures 5.8A and B, respectively) displaying typical profiles for this cluster. Both Ngfrapl 

and Tieg3 were significantly decreased at 12 and 18 hours with DM NQ and MNQ exposure 

and grouped in the top molecular function (cellular growth and proliferation) for cluster C6.

The mean profiles of cluster C8 were very different from the other clusters with decreased 

trends in transcription (Figure 5.9). Exemplar genes such as Cytochrome p450 la l  

(C y p la l) and quiescin Q6-like 1 (Q scn6ll) displayed transient decreases in transcription 

between 4 and 12 hours (Figures 5.9A and B, respectively). C yp la l and Qscn6ll were 

present in one of the top two molecular functions identified for cluster C8, small molecule 

biochemistry.
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Figure 5.7
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Figure 5.7: Exemplar gene profiles for cluster C1. Results are group mean log ratio 
of change relative to VC exposed cultures (n=3 repeat experiments). 
ANOVA and post-hoc T-test (** = P<0.01, *** = P<0.001 versus VC).
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Figure 5.8
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Figure 5.8: Exemplar gene profiles for cluster C6. Results are group mean log ratio 
of change relative to VC exposed cultures (n=3 repeat experiments). 
ANOVA and post-hoc T-test (* = P<0.05, ** = P<0.01, *** = P<0.001 
versus VC).
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Figure 5.9
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Figure 5.9: Exemplar gene profiles for cluster C8. Results are group mean log ratio 
of change relative to VC exposed cultures (n=3 repeat experiments). 
ANOVA and post-hoc T-test (* = P<0.05, ** = P<0.01, *** = P<0.001 
versus VC).
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In cluster C3 molecular functions such as cell death/proliferation control were well 

represented, with Serine/threonine kinases Pim l and Pim3 displaying typical profiles for 

genes within these functional categories (Figures 5.10A and B, respectively). Pim l and 

Pim3 were increased from between 4 and 6 hours, reaching maximal induction at 12 and 18 

hours. Genes within cluster C4 also displayed consistent increased transcription across 

much of the time course. Exemplar genes for cluster C4 included cyclin-dependent kinase 

inhibitor 1A (Cdknla) and proliferating cell nuclear antigen {Pena) (Figures 5.11A and B, 

respectively). Cdknla and Pena belong to both the cell cycle and DNA repair molecular 

functions, the most significant functional categories identified for cluster C4 by IPA. 

Significant increases in Cdknla and Pena transcription were observed with DMNQ and 

MNQ exposure from 4 hours onwards.

The two most significant molecular functions represented in cluster C l  were cellular 

compromise and cellular function/maintenance. Genes encoding heat shock-related proteins 

were well represented in these molecular functions. Marked increases within 4 hours of 

DMNQ and MNQ exposure was observed for heat shock protein 105 (HsplOS), Hsp2a, 

DnaJ homologue subfamily A, member 1 (D najal) and Hspbl (Figures 5.12A to D). All 

four genes display typical temporal profiles for cluster C7, with increases in transcription 

peaking between 8 and 12 hours, followed by a return towards basal levels at 18 hours.
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Figure 5.10
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Figure 5.10: Exemplar gene profiles for cluster C3. Results are group mean log ratio 
of change relative to VC exposed cultures (n=3 repeat experiments). 
ANOVA and post-hoc T-test (* = P<0.05, *** = P<0.001 versus VC).
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Figure 5.11
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Figure 5.11: Exemplar gene profiles for cluster C4. Results are group mean log ratio 
of change relative to VC exposed cultures (n=3 repeat experiments). 
ANOVA and post-hoc T-test (* = P<0.05, ** = P<0.01, *** = P<0.001 
versus VC).
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Figure 5.12
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Figure 5.12: Exemplar gene profiles for cluster C7. Results are group mean log ratio of change relative to VC exposed 
cultures (n=3 repeat experiments). ANOVA and post-hoc T-test (* = P<0.05, ** = P<0.01, *** = P<0.001 
versus VC).

-  174 -



5.2.2.1. Confirmation of Quinone Signature Genes

Transcriptional regulation o f quinone signature genes identified previously (Chapter 4) was 

evaluated. O f the 22 genes identified (Table 4.7), quinone-mediated differential regulation 

o f 18 were confirmed in this study (Table 5.2). Differential regulation o f Mat2a, Okl38, 

Epha.2, Cebpb and LOC498331 was not confirmed.

Table 5.2: Confirmation of Quinone Signature Gene Regulation

Cluster
GenBank
Number Gene Symbol Gene Description

C7 NM_012580 Hmoxl Haem oxygenase (decycling) 1

C5 NM_031659 Tgm1 Transglutaminase 1

C3 AA818380 Mylip Myosin regulatory light chain interacting protein

C3 AF080594 Vegfa Vascular endothelial growth factor A

C3 AM 75732 Vegfa Vascular endothelial growth factor A

C7 BE116021 Slc5a3 Solute carrier family 5 (inositol transporters), member 3

C3 AB025017 Zfp36 Zinc finger protein 36

C3 AW140851 Chka Choline kinase alpha

C3 M58040 Tfrc Transferrin receptor

C7 AI175045 Pdk4 Pyruvate dehydrogenase kinase, isoenzyme 4

C3 NM_022602 Pim3 Serine/threonine-protein kinase pim-3

C4 AA946361 Brd2 Bromodomain containing 2

C7 NM_133578 Dusp5 Dual specificity phosphatase 5

C7 NM_012551 Egr1 Early growth response 1

Unclassified (C7) BF415939 Fos FBJ murine osteosarcoma viral oncogene homolog

C7 NM_012953 Fosii Fos-like antigen 1

C3 BI284461 Mafk v-maf musculoaponeurotic fibrosarcoma oncogene family, protein K

C3 NM_019216 Gdf15 Growth differentiation factor 15

The table shows the cluster identity and the Genbank accession number of the probe set representing each 
gene. The direction of change associated with each cluster is indicated by the font colour (Red = 
increased, Green = decreased). Where a probe set was termed ‘unclassified’ by ArrayMiner clustering, the 
nearest cluster is shown in parentheses.
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5.2.2.2. Nrf2-Target Genes and the Antioxidant Response

Increased transcription o f three Nrf2-target genes was observed with DMNQ and MNQ 

exposure (Table 5.3). Two probe sets representing Gclc segregated to clusters C3 and C4, 

indicating a moderate increase in transcription from 4 to 6 hours that was maintained 

throughout the latter exposure period. Glutathione reductase (Gsr) was present in cluster 

C5, indicating a slight increase in transcription between 6 and 12 hours. Hm oxl gave the 

most marked response, as evidenced by its segregation to cluster C l.  No other Nrf2-target 

genes were present in the 804 genes selected for cluster analysis. In addition to the Nrf2- 

target genes, several other genes involved in the oxidative stress response, or encoding 

proteins with antioxidant activity, were increased with DMNQ and MNQ exposure (Table 

5.3). Decreased transcription o f ROS-generating systems was also observed with DMNQ 

and MNQ exposure. The exemplar genes selected for cluster C8, C y p la l and Qscn61l, 

being good examples (Figure 5.9A and B).

Table 5.3: Oxidative stress response and Nrf2-target genes regulated with DMNQ 
and MNQ exposure

Cluster GenBank
Number

Gene
Symbol

Gene Description Pathway/Function

C8 X00469 Cyp1a1 Cytochrome P450 1a1 Phase I drug metabolism

C8 AW535805 Qscn6l1 Quiescin 6-like 1
Sulphydryl oxidase/disulphide 
bond formation

C3 J05181 Gclc*
Glutamate-cysteine ligase, 
catalytic subunit GSH Biosynthesis

C3 BF555110 Txnll Thioredoxin-like 1 Redox homeostasis

C4 AA892770 Gclc*
Glutamate-cysteine ligase, 
catalytic subunit GSH Biosynthesis

C4 AW532618 Slc7a11
Solute carrier family 7, member 
11 Cystine/glutamate transport

C5 AW525915 Gst* Glutathione reductase Redox homeostasis

Unclassified (C5) NM_053968.1 Mt3 Metallothionein 3 Antioxidant/heavy metal binding

C7 NM_012580 Hmoxl* Haem oxygenase (decycling) 1 Antioxidant/haem degradation

The table shows the cluster identity and the Genbank accession number of the probe set representing each 
gene, along with an indication of the pathway/function. The direction of change associated with each 
cluster is indicated by the font colour (Red = increased, Green = decreased). Where a probe set was 
termed ‘unclassified’ by ArrayMiner clustering, the nearest cluster is shown in parentheses. # = Nrf2- 
target gene.

- 176 -



5.2.2.3. Transcriptional Regulation of Genes Involved in Cell Cycle Control and 
the Response to DNA Damage

A large number o f genes involved in cell cycle control and augmenting the response to 

DNA damage were regulated with DMNQ and MNQ exposure (Table 5.4).Two key genes 

involved in this response, Cdknla  and Pena, were the exemplar genes selected for the 

increased cluster C4 (Figures 5.11A and B). As was previously observed (Chapter 4), 

quinone-mediated redox challenge o f hepatocytes increased the transcription o f several 

DDIT- and GADD-related genes.

Table 5.4: Cell cycle control and DNA damage response genes regulated with DMNQ 
and MNQ exposure

Cluster GenBank Number Gene Symbol Gene Description Pathway/Function

C2 AI045459 Ccnt2 Cyclin T2 Regulation of cdk9 activity

C2 AW531623 CdkJ Cyclin-dependent kinase 7
Component of CDK-activating 
kinase complex

C3 AA945069 Sertadl SERTA domain containing 1
Regulation of cyclin D1/CDK4 
activity

C3 AA957449 Plk3 Polo-like kinase 3 M-phase regulation

C3 AM 77513 Clk1 Cell division cycle-like kinase 1 Cell cycle checkpoint/regulator

C3 BI284349 Myd116
Myeloid differentiation primary 
response gene 116 DNA damage response

C3 BI287978 Gadd45b
Growth arrest and DNA-damage- 
inducible 45 beta DNA damage response

C3 NM_080399.1 Ddit4l
DNA-damage-inducible transcript 4- 
like DNA damage response

C3 NM_080906.1 Ddit4 DNA-damage-inducible transcript 4 DNA damage response

C4 U24174 Cdknla
Cyclin-dependent kinase inhibitor 
la (p21)

DNA damage response and cell 
cycle arrest

C4 NM_022381 Pena Proliferating cell nuclear antigen DNA replication and repair

C5 AI100827 Cdk5r
Cyclin-dependent kinase 5, 
regulatory subunit 1 (p35)

Activates cdk5 promoting G1 to 
S-phase transition

C5 AW144047 Ccntl Cyclin T1 Regulation of cdk9 activity

C7 AI406939 G0s2 G0/G1 switch gene 2
Regulation of progression 
through cell cycle

C7 AW532628 Cdca2 Cell division cycle associated 2 M-phase regulation

C7 AI599423 Gadd45g
Growth arrest and DNA-damage- 
inducible 45 gamma DNA damage response

The table shows the cluster identity and the Genbank accession number of the probe set representing each 
gene, along with an indication of the pathway/function. The direction of change associated with each 
cluster is indicated by the font colour (Red = increased, Green = decreased).
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5.2.2.4. Transcriptional Regulation of Genes Involved in Energy Metabolism

As discussed previously (Chapter 1 and 4), quinones can interfere with the normal flow o f 

electrons through the mitochondrial respiratory chain[34], adversely affecting ATP 

synthesis. Consistent with this effect, regulation o f a number o f genes encoding enzymes 

and proteins involved energy metabolism and its regulation were modulated with DMNQ 

and MNQ exposure (Table 5.5). Components o f the mitochondrial respiratory chain were 

decreased and genes involved in short chain fatty acid metabolism were modulated. In 

addition, glucose metabolism and storage pathways were modulated, with increased 

transcription o f genes involved in glycolysis, gluconeogenesis and glycogen metabolism.

Table 5.5: Energy Metabolism-Related Genes regulated with DMNQ and MNQ 
Exposure

Cluster
GenBank
Number Gene Symbol Gene Description Pathway/Function

C1 NM_012812 Cox6a2
Cytochrome c oxidase, subunit Via, 
polypeptide 2 Electron transport chain

C2 AM 75767 Ndufall
NADH dehydrogenase (ubiquinone) 
1 alpha subcomplex 11 Electron transport chain

C8 B1291880
Oxsm
(RGD1311092)

3-oxoacyl-ACP synthase, 
mitochondrial Short chain fatty acid synthesis

C3 BI277460 Pck1
Phosphoenolpyruvate 
carboxykinase 1 Gluconeogenesis

C4 BF283381 Pfkfb3
6-phosphofructo-2-kinase/fructose- 
2,6-biphosphatase 3 Regulation of glycolysis

C4 AI233740 Akr1b8
Aldo-keto reductase family 1, 
member B8 Regulation of glycolysis

C5 BI274037 Ppp1r3b
Protein phosphatase 1, regulatory 
(inhibitor) subunit 3B Regulation glycogen metabolism

C7 BM390827 Ppp1r3c
Protein phosphatase 1, regulatory 
(inhibitor) subunit 3C Regulation glycogen metabolism

C7 AM 75045 Pdk4
Pyruvate dehydrogenase kinase, 
isoenzyme 4

Regulation of glucose/fatty acid 
metabolism

The table shows the cluster identity and the Genbank accession number of the probe set representing each 
gene, along with an indication of the pathway/function. The direction of change associated with each 
cluster is indicated by the font colour (Red = increased, Green = decreased).
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5.2.2.5. Transcriptional Regulation of Genes Involved in Iron Homeostasis

Transcriptional changes were seen in a number o f genes involved in iron and haem 

homeostasis with DMNQ and M NQ exposure (Table 5.6). H m oxl, which was in cluster C7, 

was markedly increased from 4 hours onwards. Moderate increases in the transcription o f 

aminolevulinic acid synthase 1 (A la s l), solute carrier fam ily 25, member a37 (Slc25a37) 

and Tfrc were seen at the later time points, as indicated by their segregation to clusters C3 

or C4. Decreases in transcription o f similar magnitude were observed for hemochromatosis 

type 2 (juvenile) homologue (Hfe2) and transferrin (Tf), which segregated to clusters C l 

and C6, respectively.

Table 5.6: Iron and Haem Homeostasis-related genes regulated with DMNQ and 
MNQ exposure

Cluster GenBank
Number

Gene Symbol Gene Description Pathway/Function

C7 NM_012580 Hmoxl Haem oxygenase (decycling) 1 Haem degradation

C4 NM_024484.1 Alasl Aminolevulinic acid synthase 1 Rate limiting step in haem 
synthesis

C4 AI229706 Slc25a37 
(RGD1359361)

Solute carrier family 25, member 37 Mitochonrial iron transport

C1 AW434961 Hfe2 Hemochromatosis type 2 (juvenile) 
homologue

Regulation of iron homeostasis

C3 M58040 Tfrc Transferrin receptor Cellular iron transport

C6 AA945548 Tf Transferrin Extracellular Iron transport

The table shows the cluster identity and the Genbank accession number of the probe set representing each
gene, along with an indication of the pathway/function. The direction of change associated with each 
cluster is indicated by the font colour (Red = increased, Green = decreased).
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5.3. Discussion

The main aim of this study was to utilise Affymetrix GeneChips® to identify key response 

pathways through which rat hepatocytes seek to ameliorate quinone-induced redox stress 

and promote cell survival. In addition, it was hoped that the investigations would provide 

an improved mechanistic understanding of cellular systems perturbed under conditions of 

quinone-mediated redox stress. This was achieved by carrying out a thorough 

transcriptional analysis of rat hepatocytes exposed to two redox cycling quinones, DMNQ  

and MNQ, over an 18 hour period.

5.3.1. Biochemical Endpoints

The assessment of cytotoxicity and a thorough evaluation of intra- and extracellular 

glutathione status were carried out to help place transcriptional changes into context.

150pM DMNQ and 25pM MNQ exposure did not result in increased LDH leakage relative 

to VC with up to eight hours exposure, confirming previous findings (Chapters 3 and 4). 

DMNQ and MNQ exposure did result in a time-related increase in cytotoxicity from 12 

hours onwards, relative to concurrent controls. Cytotoxicity peaked at 24 hours, the DMNQ  

and MNQ exposure resulting in approximately 70 and 90 percent LDH leakage, 

respectively, compared to 50 percent with VC exposed cultures (Figure 5.1).

Both quinones induced significant effects on GSH levels, although the kinetics were 

different (Figure 5.2). DMNQ exposure resulted in a gradual decrease in GSH levels, 

peaking at 8 hours, before plateauing at approximately 40 percent of concurrent controls for 

the remainder of the 24 hours. MNQ exposure resulted in a marked decrease in GSH levels 

at 1 hour which slowly recovered to near concurrent control levels by 24 hours. The GSH 

kinetics fit the known reactivity of the two quinones. DM NQ is a pure redox cycler[26] and 

causes GSH depletion through redox cycling and GSSG generation. GSH depletion via this 

route takes time to build, hence the gradual decrease over the early part of the time course. 

MNQ has the capacity to deplete GSH via redox cycling and arylation[26;27]. The more 

marked decrease in GSH levels at 1 hour with M NQ is likely due to the additive effect of 

redox cycling and its capacity to deplete GSH through direct arylation of the thiol moiety. 

The gradual return of GSH levels to those seen in concurrent controls is a result of the 

MNQ conjugation depleting its overall reactivity. As DMNQ does not directly bind GSH, 

due to methoxy substitutions at the reactive 2 and 3 carbon positions, its redox reactivity
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remains undiminished. Thus, GSH depletion with DMNQ exposure was maintained 

throughout the 24 hours exposure.

GSSG levels were significantly increased with both quinones at 1 and 4 hours (Figure 5.3). 

As seen previously (Chapter 4), GSSG levels returned to concurrent control levels by 8 

hours and this effect was maintained for the remainder of the time course. It was previously 

suggested (Chapter 4) that rat hepatocytes exposed to DMNQ and MNQ exported GSSG to 

maintain the overall redox balance of the cell. This suggestion fits with the progressive 

decrease in GSH levels throughout the time course with DMNQ exposure. To confirm this, 

media total GSH levels were measured (Figure 5.4). Media total GSH levels were 

significantly increased in DMNQ and MNQ exposed cultures at all time points, although 

the effect was most marked with DMNQ. The fact that the effect was more pronounced 

with DMNQ exposed cultures is consistent with redox challenge being maintained 

throughout the time course. It is possible that the increased media GSH levels were the 

result of leakage due to plasma membrane damage. This may account for some of the 

media GSH at the latter time points where increased cytotoxicity/LDH leakage was 

observed (12 to 24 hours) (Figure 5.1). However, it is unlikely to account for the increased 

media GSH levels at the earlier time points where the differential between quinone-exposed 

cultures and concurrent controls was most marked. The marked increase in media GSH 

levels at 1 to 8 hours is likely to be a direct result of active export of GSSG to redress any 

redox imbalance.

5.3.2. Transcriptomic Investigations

Transcriptomic analysis has allowed the identification of 804 genes consistently regulated 

with time in response to DMNQ and MNQ-induced redox challenge. Among these were 

probe sets representing 18 of the 22 ‘quinone signature genes’ (Table 5.2) previously 

identified (Chapter 4). This equates to a confirmation rate of approximately 80 percent and 

underscores the importance of these genes in the response hepatocytes mount to quinone 

exposure. In general, cluster analysis of the 804 probe sets consistently regulated with 

DMNQ and MNQ exposure failed to lead to segregation based on function/pathway. Of the 

eight clusters identified, a high degree of functional overlap was observed based on 

biological theme analysis. As was seen previously (Chapter 4), the two alternative methods
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of biological theme analysis used (IPA and EASE) yielded a similar functional overview of 

the data (Figures 5.5 and 5.6, and Table 5.1).

It was interesting to note that cluster C7, which displayed the most marked increases in 

mean expression profile for both DMNQ and MNQ exposure, contained genes typically 

associated with the general stress response. This is supported by the fact that the top two 

molecular functions identified by IPA analysis for the cluster were ‘cellular compromise’ 

and ‘cellular function and maintenance’. Genes represented in these highly significant 

categories included heat shock-related proteins (as indicated in Figure 5.12A to D), Hmoxl, 

early growth response 1 (E grl) and the AP-1-related transcription factors Fos and Fosll. 

The latter four genes were previously identified as quinone signature genes (Chapter 4).

In addition to the transcriptional changes observed in general stress response genes, which 

were entirely expected, genes belonging to several other pathways were co-ordinately 

regulated with DMNQ and MNQ exposure. The core pathways regulated included intrinsic 

apoptotic signalling, the antioxidant response, DNA damage repair and cell cycle control, 

cellular energy metabolism, and iron/haem homeostatic control. An interpretation of the 

regulation of these key pathways has been made, which provides an overview of the 

ameliorative response made in response to quinone-induced redox challenge.

5.3.2.1. Pro-survival Signalling - Down Regulation of the Intrinsic Apoptosis 
Pathway

Genes involved in the regulation of apoptosis were well represented in the 804 probe sets 

selected for cluster analysis, as evidenced by the IPA and EASE biological theme analysis 

outputs (Figures 5.5 and 5.6, and Table 5.1). Exemplar genes selected from both decreased 

and increased gene clusters are integral to the regulation of the intrinsic apoptosis pathway. 

The regulation of genes involved in the intrinsic apoptotic pathway is not surprising, given 

that both oxidative stress and quinones have been shown to induce cell death via this 

mechanism [216-223].

The exemplar genes selected from cluster C l, Apaf-l and Tgfp2, are both involved in the 

mitochondrial-mediated ‘intrinsic pathway’ of apoptosis. Decreased transcription of Apaf- 

1, the gene encoding APAF-1 protein was seen from 6 hours onwards with DMNQ and 

MNQ exposure, peaking at 18 hours (Figure 5.7B). APAF-1 is a key element of the
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intrinsic pathway of apoptosis, oligomerising in the presence of cytosolic cytochrome c to 

form the apoptosome complex [224]. The apoptosome recruits and activates caspase-9 and 

subsequently activates caspases-3 -6 and -7. The latter are known as effector caspases and 

initiate the proteolytic cascade that leads to apoptotic cell death [225;226]. APAF-1 

overexpression sensitises cells to apoptosis[227], thus the decreased transcription observed 

in DMNQ and MNQ exposed hepatocytes may result in decreased sensitivity to stress- 

induced apoptosis.

Tgfb2 displayed almost identical kinetics to Apaf-1 (Figure 5.7A). Tgfb2 encodes one of the 

three isoforms of transforming growth factor beta (TGFp), a family of cytokines involved 

in inhibition of proliferation and induction of apoptosis in a variety of cell types[228-231]. 

Another member of the TGFp family, TGFpl, has been shown to induce apoptosis in 

hepatocytes both in vivo and in vitro [229;232]. TGFps act through binding to TGFp 

receptors type I and type II [233]. TGFp-binding signals are transduced via the Smad group 

of proteins, which form an activated complex that translocates to the nucleus to bring about 

transcription of TGFP-target genes [233;234]. The pro-apoptotic activity associated with 

TGFps is thought to be due to Smad-mediated transcriptional activation of proteins 

involved in apoptosome-mediated apoptosis [234]. As yet unidentified proteins are thought 

to trigger the mitochondrial permeability transition, resulting in cytochrome c release. In 

the cytosol, cytochrome c binds APAF-1 initiating the formation of the apoptosome and 

activation of the intrinsic pathway [233].

Tieg3, a downstream effector of TGFp activity, was markedly decreased in transcription at 

12 and 18 hours with DMNQ and MNQ exposure (Figure 5.8B). Tieg3 belongs to TGFp- 

inducible immediate-early response gene family [235-237]. Tieg genes encode Spl-like 

transcription factors involved in the early response of TGFp signal transduction[238;239]. 

Tiegs have been shown to possess similar properties to TGFps, inducing growth arrest 

and/or apoptosis in CHO cells, pancreatic epithelial cells and the Hep3B hepatoma cell line 

[239-241]. No direct link between Tieg3 transcription and TGFp2 exists. However, Spittau 

et al[236] have demonstrated that TGFpi treatment of OLI-neu cells results in marked 

increases in Tieg3 transcription within 30 to 60 minutes. Different TGFps do function 

through the same signalling system [228], suggesting that the decrease in transcription seen 

in Tieg3 is a downstream effect of the decrease seen in Tgf/32 from 8 hours. The fact that
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the decrease in Tieg3 seen in DMNQ and MNQ exposed hepatocytes occurs 4 hours after 

the initial decrease in Tgf/32 transcription is consistent with this suggestion.

Ngfrapl, the second exemplar gene within cluster C6, was significantly decreased at 12 and 

18 hours (Figure 5.8A). Ngfrapl encodes the protein also known as NADE (p75NTR- 

associated cell death executor) and is involved in nerve growth factor (NGF) apoptotic 

signalling [242;243]. Binding of immature NGF to p75 neurotropin receptor (p75NTR) 

induces apoptosis in neuronal cells in vivo and in vitro and NADE is thought to be a key 

mediator of this response [242]. Indeed, NADE overexpression results in caspase-3 

activation in a range of neuronal cells lines[244;245]. Yoon et a/[246] have linked NADE  

activity to modulating the mitochondrial or intrinsic apoptotic pathway. They demonstrated 

that NADE interacts with a protein released from mitochondria during apoptosis called 

SMAC (second mitochondria-derived activator of caspsase). This interaction prevents 

SMAC ubiquitination and proteosomal degradation, allowing it to inhibit the activity of 

IAPs (inhibitor of apoptosis proteins) which would normally block caspase-9 

activation [247].

As well as suppression of mediators of the intrinsic apoptotic pathway, simulataneous 

induction of pro-survival genes was observed. Pirn I and Pim3, both encoding kinases 

belonging to the PIM family, were significantly increased with DMNQ and MNQ exposure 

from as early as 4 hours (Figure 5.10A and B). Pim3 was previously identified as a 

‘quinone signature gene’ (Chapter 4). Segregation of Pim l to the same gene cluster (C3) 

emphasizes the importance of PIM kinases in the response of hepatocytes to quinone 

exposure and redox stress. Although Pim3 regulation has not previously been linked to 

oxidative stress, Piml induction has been. Katakami et <z/[248] demonstrated that exposure 

of rat aortic smooth muscle cells to H 2O2 resulted in both increased Pim l mRNA and 

protein levels within 2 to 6 hours.

The PIM kinases are involved in cell survival and proliferation and are overexpressed in a 

number of cancers and cell lines[191;192;249-251]. One of the main mechanisms through 

which PIM kinases are known to promote cell survival is via inactivation of BCL2- 

antagonist of cell death (BAD) [190; 191 ;252;253], a pro-apoptotic member of the Bcl-2 

family [254]. BAD binds anti-apoptotic members of the Bcl-2 family (e.g. Bcl-X(L), Bcl-2 

and Bcl-W), thereby inhibiting their activity and promoting activation of the intrinsic
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apoptosis pathway[254]. Thus, increased transcription of Pim l and Pim3 is also consistent 

with suppression of the mitochondria-driven intrinsic pathway of apoptosis.

5.3.2.2. The Antioxidant Response

The selected concentrations of DMNQ and MNQ induced a marked oxidative challenge in 

rat hepatocytes, as evidenced by the increased GSSG levels at 1 to 4 hours (Figure 5.3) and 

depletion of GSH levels for a large part of the exposure period (Figure 5.2). Given the 

importance of maintaining the redox balance within the cell, it was no surprise that 

hepatocytes responded by increasing transcription of genes involved in returning the 

intracellular environment to a more reduced state (Table 5.3).

As outlined in Section 1.3.2, key to this response is induction of the Nrf2-ARE pathway. 

Previously it was found that DMNQ and MNQ exposure of rat hepatocytes for up to 8 

hours elicited only a minimal induction of Nrf2-target genes (Chapter 4). One of the aims 

of this study was to determine whether more prolonged exposure of rat hepatocytes to 

DMNQ or MNQ was required to induce a comprehensive response in Nrf2-target genes. 

Extending the exposure period to 18 hours, by which time a general trend of increased 

cytotoxicity was seen (Figure 5.1), failed to result in a more marked induction of Nrf2- 

target genes (Table 5.3). As was seen previously (Chapter 4), DM NQ and MNQ exposure 

resulted in increased transcription of Hmoxl and Gclc from 4 hours. The only additional 

Nrf2-target gene regulated was Gsr which segregated to cluster C5, indicating a slight 

increase between 6 and 12 hours. Gsr encodes glutathione reductase (GSHr), an enzyme 

that forms an integral part of the ‘GSH redox cycle’ (as discussed in Section 1.3.1). GSHr 

reduces GSSG, formed as a result glutathione peroxidase-driven H 2O2 reduction, back to 

GSH. The increased transcription of Gsr is evidence of a compensative response to the 

elevated levels of GSSG seen in the early phase of the exposure period (Figure 5.3).

There was also a correlative relationship between the GSH depletion observed with DM NQ  

and MNQ exposure and increased transcription of Gclc and S lc7a ll. As discussed 

previously (Chapter 4), increased transcription of Gclc is likely a direct response to GSH 

depletion as hepatocytes increase expression of the rate limiting enzyme in GSH 

biosynthesis. To feed the increased requirement for GSH synthesis, Slc7a ll was also 

induced. Slc7all encodes a cysteine/glutamate transporter that is responsible for the import 

amino of acids required for GSH biosynthesis from the extracellular environment.
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Increased transcription of Slc7a ll in response to oxidative stress and quinone exposure has 

been reported previously [255]. Overall, the increased transcription of antioxidant response 

genes, including thioredoxin-like 1 and metallothionein 3, correlates with the return of 

GSSG levels in DMNQ and MNQ exposed hepatocytes towards those seen in VC exposed 

hepatocytes (Figure 5.4). This balance was maintained for the remainder of the time course 

even though the redox challenge remained.

In addition to increases in antioxidant genes, decreased transcription of genes encoding 

proteins that contribute to prooxidant generation was observed. The exemplar genes 

selected for cluster C8, C ypla l and Qscn6ll, both encode proteins that can be considered 

as prooxidant generating systems (Figure 5.9 and Table 5.3). C yp la l encodes the ROS- 

generating[256] cytochrome P450 1A1 (CYP1A1) and its transcriptional suppression has 

been reported in hepatoma cell lines exposed to oxidative stress[95;257-259]. Morel and 

Barouki[49] suggest that the down regulation of the ROS-generating CYP1A1 during 

oxidative stress is part of a concerted response to return to a balanced redox state. The 

transcriptional decrease in Qscn6ll is likely part of the same response.

Qscn6ll, also known as quiescin Q6 sulfhydryl oxidase 2 (QSOX2), encodes a sulphydryl 

oxidase that catalyzes the formation of disulphide bonds in a range of proteins and 

peptides[260]. Formation of the disulphide bonds is accompanied by the concomitant 

generation of H2O2[260;261], which has the potential to generate ROS via the Fenton 

reaction (as outlined in Chapter 1). Thus expression of QSOX2 (and other sulphydryl 

oxidases) under prooxidant conditions has the potential to exacerbate oxidative stress and 

the decreased transcription of Qscn6ll is likely a compensative response to quinone- 

induced redox challenge. No reports have been found correlating decreased transcription of 

Qscn6ll, or other sulphydryl oxidases, as an adaptive response to oxidative stress or 

quinone exposure. However, Mairet-Coello et al [262] have hypothesised that 

dysregulation of sulphydryl oxidases in the brain could be a contributing factor to 

neurological diseases with an oxidative stress component (e.g. Alzheimer’s diseases or 

Parkinson’s disease).

5.3.2.3. The Response to DNA Damage

Transcriptional changes in a number of genes involved in cell cycle regulation and the 

response to DNA damage were observed with DMNQ and M NQ exposure (Table 5.4). A
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significant observation was that gene changes that can be interpreted as both negative (e.g. 

increased Cdknla and Clkl and decreased Cdk7) and positive (e.g. increased Sertadl, Plk3, 

Cdk5r, G0s2 and Cdca2) regulation of cell cycle progression were present within the 804 

probe sets selected for analysis. This response may be indicative of cell cycle dysregulation 

and would consistent with the tumour-promoting activity of chronic oxidative stress[263- 

266] if such a response was observed in vivo.

A critical sensor of oxidative DNA damage that regulates cell cycle arrest is the p53 tumour 

suppressor[267-271]. A key p53-regulated gene, Cdknla (also known as p21) was 

increased in transcription with DMNQ and MNQ exposure (Figure 5.11 A). The protein 

encoded by Cdknla effects cell cycle arrest through binding/inhibiting a number of cyclin 

dependent kinases (CDKs) involved in controlling the Gl-S phase transition (e.g. Cdk2, 3, 

4 and 6)[272;273]. Induction of Cdknla provides evidence of an active p53-mediated 

response to DNA damage induced by quinone exposure. This is supported by the increased 

transcription noted in a number of other DNA damage-inducible genes (i.e. Ddits and 

Gadds) (Table 5.4).

Induction of Cdknla and cell cycle arrest following exposure of a range of cell types to 

quinone-related compounds is well reported[122;273-275]. Examples where this response 

was induced by naphthoquinones include work carried out by Markovits et al[ 122], who 

demonstrated that exposure of HepG2 cells to MNQ or vitamin K 2 (a naturally occurring 

analogue) increased Cdknla protein levels. In addition, Kim and Yun [276] reported that 

exposure of vascular smooth muscle cells to the synthetic naphthoquinone DMNQ-304 

increased Cdknla mRNA levels and induced Gi cell cycle arrest.

A second gene associated with DNA damage that segregated to the same cluster as Cdknla 

was Pena (Figure 5.1 IB). The protein encoded by Pena homotrimerizes to form a ring that 

clamps round double-stranded DNA and augments attachment of DNA polymerase-5 

during replication[272;277]. The PCNA trimer is also important in DNA repair via the base 

excision repair (BER) and nucleotide excision repair (NER) pathways[277-279]. Both BER 

and NER pathways are involved in the repair of ROS-induced DNA damage to some 

degree [60].
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5.3.2.4. Adaptive Changes in Energy Metabolism

DMNQ and MNQ exposure of rat hepatocytes resulted in transcriptional changes in genes 

that encode enzymes core to the regulation of energy metabolism (Table 5.5). Early in this 

response was the marked increase in Pdk4 transcription, as evidenced by its segregation to 

cluster C7. Pdk4, which was one of the ‘quinone signature genes’ previously identified 

(Chapter 4), plays an important role in regulating glucose and fatty acid (FA) utilisation for 

energy production. The increased Pdk4 transcription is consistent with increased expression 

of PDK, the enzyme responsible for inactivating the pyruvate dehydrogenase complex 

(PDC). The net effect is enhanced utilisation of FAs for acetyl-CoA synthesis and glucose 

conservation 180-182]. The shift towards FA utilisation for acetyl-CoA generation is 

supported by the concurrent decrease in RGD1311092 transcription, which segregated to 

cluster C8. RGI311092 encodes the rat orthologue of 3-oxoacyl-ACP synthase 

(mitochondrial) (OXSM), a mitochondrial enzyme involved in the synthesis of short chain 

FAs from acetyl-CoA. Thus, increased Pdk.4 and decreased RGD1311092 point towards an 

overall shift towards FA catabolism for the purpose of supplying acetyl-CoA to the citric 

acid cycle. As discussed previously (Chapter 4), the underlying cause may be a need to 

conserve glucose/enhance FA utilisation in energy metabolism as a result of quinone- 

mediated perturbation of the mitochondrial respiratory chain. This could result in a rapidly 

enhanced utilisation of glucose without a proportional increase in energy production. The 

rapid depletion of glucose would then require a shift towards FA utilisation to generate the 

citric acid cycle substrate, acetyl-CoA.

At the same time, DMNQ and MNQ exposure increased the transcription of protein 

phosphatase 1, regulatory (inhibitor) subunit 3c (Pppr3c) and Pppr3b, which segregated to 

clusters C7 and C5, respectively. Pppr3c and Pppr3b encode the glycogen-targeting 

regulatory subunits (GSRs) protein targeting to glycogen (PTG) and G l , respectively. The 

GSRs modulate the activity of the key glycogenic regulatory protein PP1 (protein 

phosphatase 1), which activates glycogen synthase (GS) and inactivates glycogen 

phosphorylase (PS)[280;281]. Overexpression of GSRs is associated with increased 

glycogenesis[280], as the opposing regulation of GS and PS favours synthesis of glycogen 

from glucose-6-phosphate derived from glycolysis.
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Decreased PDC activity (as a result of the Pdk4 overexpression) would be predicted to 

spare pyruvate from acetyl-CoA production. With its route into the citric acid cycle 

blocked, pyruvate is shunted into oxaloacetate generation by pyruvate carboxylase, the first 

step in gluconeogenesis[180]. To enhance gluconeogenesis, it appears that hepatocytes 

increased transcription of Pckl from 6 hours onwards (as evidenced by its segregation to 

cluster C3). P ck l, encodes phosphoenolpyruvate carboxykinase 1 (PCK1), a key enzyme in 

controlling the rate of gluconeogenesis[281]. PCK1 catalyzes the conversion of 

oxaloacetate to phosphoenolpyruvate[63]. When the increased transcription of Pckl is 

coupled with increased glycogenesis (as evidenced by increases in Pppr3c and Pppr3b 

transcription), it appears that hepatocytes are attempting to replenish glucose reserves 

depleted during the early phase of DM NQ and M NQ exposure.

In the latter part of the exposure period (12 to 18 hours), DMNQ and MNQ exposure 

resulted in decreased transcription of two subunits of the mitochondrial electron transport 

chain (Cox6a2 and N dufall). As discussed previously (Chapters 1 and 4), naphthoquinones 

are known to disrupt the smooth flow of electrons along the mitochondrial respiratory 

chain, resulting in increased electron leakage and ROS generation[34]. Decreases in 

Cox6a2 and N dufall transcription provides some evidence of down-regulation of oxidative 

phosphorylation with DMNQ and MNQ exposure. To compensate for reduced ATP 

synthesis via oxidative phosphorylation, it appears that the hepatocytes have responded by 

enhancing glycolysis, as evidenced by the increased transcription of Pfkfb3.

Pfkfb3 segregated to cluster C4, indicating increased transcription at 12 and 18 hours with 

DM NQ and MNQ exposure. Pfkfb3 encodes a bifunctional enzyme called 6-phosphofructo- 

2-kinase/fructose-2,6-biphosphotase (PFKFB3), one of four such isozymes (PFKFBl- 

4)[282;283]. The PFKFBs both synthesise and degrade fructose-2,6-biphosphate (F-2,6- 

P2), a key modulator of glycolysis and gluconeogenesis[284]. Increased F-2,6-P2 enhances 

glycolysis through activation of 6-phosphofructo-l-kinase (PFK-1) and suppresses 

gluconeogenesis through inhibition of fructose-l,6-biphosphotase[282;285]. The different 

PFKFB isozymes have varying kinase:phosphatase ratio activities which results in varied 

control of glycolysis/gluconeogenesis. PFKFB3 has the highest kinase:phosphatase ratio of 

the four isozymes, favouring the synthesis of F-2,6-P2 and a high glycolytic rate[282;284].
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PFKFB3 and PFKFB4 induction is known to occur under hypoxic conditions, such as those 

found in tumours in vivo, where a shift from aerobic to anaerobic respiration is essential for 

cell survival[282-284]. Minchenko et a/[283] have also demonstrated that Pfkft>3 

transcription is increased in hepatoma cell lines (such as HepG2 and HepB3 cells) cultured 

under hypoxia. The induction of Pfkbf3 has not been previously reported with oxidative 

stress or quinone exposure. However, perturbation of the mitochondrial respiratory chain 

(likely caused by DM NQ and MNQ exposure) would mimic the energy imbalance 

associated with hypoxia. Overall, it appears that DMNQ and MNQ exposed hepatocytes are 

optimising energy output as a result of quinone challenge. Early on during the exposure 

period, inefficient mitochondrial respiration leads to glucose depletion and results in a shift 

towards FA utilisation as an energy source. This is quickly followed by a response to 

replenish glucose stores by enhancing gluconeogenesis and glycogenesis. In the latter time 

points, where cytotoxicity is observed (and most likely marked perturbation of 

mitochondrial function), there is a shift from aerobic respiration to enhanced glycolysis as a 

source of energy.

5.3.2.5. Dysregulation of Iron/Haem Homeostasis Could Exacerbate Quinone 
Toxicity

Transcriptional regulation of several genes involved in iron and haem homeostasis was 

observed with DMNQ and MNQ exposure (Table 5.6). The most marked change was the 

induction of Hmoxl from 4 hours onwards, as evidenced by its segregation to cluster C l.

As mentioned previously (Chapter 4), Hmoxl is an Nrf2-target gene and is well 

documented as being inducible following oxidative stress and/or quinone exposure. 

Conventionally, induction of Hmoxl is thought to be an antioxidant response that will 

result in increased degradation of prooxidant free haem[148]. In addition biliverdin, the 

degradation product of haem, is thought to have antioxidant properties[137-139]. However, 

the degradation of haem also results in the production of free iron ions in the form of Fe2+, 

which in the presence of H 2O2 can drive ROS generation via the Fenton reaction (as 

discussed in Section 1.2.1). In the presence of redox cycling agents such as DM NQ  and

MNQ, which increase intracellular H 2O2 levels via the cyclic generation of O2*’, a rise in
2+Fe levels would exacerbate oxidative stress. Thus, it may be that Hmoxl induction is an 

inappropriate response to quinone exposure.
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Prolonged induction of Hmoxl could also lead to depletion of the haem pool. The increased 

transcription of A lasl and Slc25a37 provides some evidence that this may have occurred in 

DM NQ  and MNQ exposed hepatocytes. Both A lasl and Slc25a37 segregated to cluster C4, 

indicating increased transcription at later time points (i.e. 12 and 18 hours). A lasl encodes 

the enzyme ALAS1, which carries out the first (and rate-limiting) step in haem synthesis 

within the mitochondria[286;287]. Transcriptional regulation of A lasl occurs via a 

feedback mechanism as a result of decreased intracellular haem levels[286]. Increased 

transcription of Slc25a37 provides supportive evidence for increased haem synthesis. 

Slc25a37 encodes a membrane transporter belonging to the large SLC25 family of 

mitochondrial solute carriers[288]. The transporter encoded by Slc25a37, also known as 

mitoferrin, is expressed highly in the liver[288] and is the principle iron ion transporter in 

the mitochondria[289]. Shaw et a/[289] demonstrated that its expression is essential for 

haem synthesis in erythroid cells. Thus, it appears that hepatocytes exposed to DMNQ or 

M NQ are increasing haem synthesis as a result of sustained Hmoxl induction.

Three genes encoding proteins involved in iron homeostasis were regulated with DMNQ  

and M NQ exposure, Tfrc, TJand Hfe2 (Table 5.6). Tfrc segregated to cluster C3, indicating 

increased transcription from 6 hours onwards. As discussed previously (Chapter 4), Tfrc 

encodes the plasma membrane protein TFRC which plays a key role in intracellular iron 

transport. TFRC expression is normally regulated by intracellular iron levels via Iron 

Regulatory Protein 1 (IRP1) or IRP2-directed stabilisation of Tfrc mRNA[148-150]. 

Increased Tfrc mRNA stabilisation has been reported under certain prooxidant conditions in 

vitro (e.g. exposure of murine B6 fibroblasts to low levels of H202)[152]. However, due to 

the potential for intracellular iron loading to occur as a result, this type of response seems 

counter-intuitive. Iron loading in the presence of elevated H 2O2 would simply result in 

increased ROS generation via Fenton chemistry.

27segregated to cluster C3, indicating decreased transcription with DMNQ and MNQ  

exposure at 12 and 18 hours. 7Jencodes transferrin, the secreted protein ligand of TFRC 

that carries iron systemically. In vivo, decreases in serum transferrin are associated with 

increased hepatic iron levels [290;291]. Thus the decreased transcription of Tf observed 

with DMNQ and MNQ exposure in this study could contribute to hepatocyte iron loading. 

Harris et a/[290] have reported decreased Tf transcription, both in rat hepatocytes and in the

-191  -



livers of rats exposed to aflatoxin Bi, a liver carcinogen that induces hepatic oxidative 

stress and iron loading in vivo. A  decrease in Hfe2 transcription was also observed with 

DM NQ and MNQ exposure, although segregation to cluster C l indicates a more gradual 

decrease peaking at 18 hours. Hfe2 encodes hemochromatosis type 2 (juvenile) protein 

(HFE2), also know as haemojuvilin (HJV). HFE2 is thought to be a key regulator of iron 

sensing and controlling hepatic iron levels[292;293]. Indeed, mutations in the Hfe2 gene 

are thought to be the main cause of juvenile haemochromotosis in humans, and murine 

Hfe2 knockouts model the disease[293;294]. It is believed that HFE2 modulates systemic 

and hepatic iron levels by regulating hepcidin synthesis, although the precise mechanism is 

yet to be elucidated. Hepcidin is a peptide hormone that decreases dietary iron absorption in 

the small intestine and iron recycling by macrophages through enhancing ferroportin 

internalisation in these tissues/cell types[294;295]. It is possible that the decrease in Hfe2 

transcription is a response to depletion in media iron levels, a possible consequence of the 

increase in Tfrc transcription.

When the increased Trfc transcription is considered in the context of the decreases seen in 

Tf and Hfe2 transcription, it appears that some form of perturbation in iron homeostasis has 

occurred with DMNQ and MNQ exposure. A possible mechanism is quinone or ROS- 

mediated inactivation of the iron sensing apparatus, namely IRP1 and IRP2. Exposure of rat 

cardiomyocyte H9c2 cells to low levels (<20[xM) of doxorubicin, a quinone-related 

compound, results in inactivation of IRP1 and IRP2[296]. In the case of IRP1, inactivation 

is driven both by an alcohol metabolite of doxorubicin and ROS generated via redox 

cycling of its quinone moiety. Inactivation of IRP2 is predominantly caused through 

excessive ROS generation. Similarly, M NQ exposure of murine B6 fibroblasts causes 

disruption of the normal function of IRP1 [153]. This resulted in an inability of the cells to 

sense changes in iron availability and coordinate the adaptive changes in key effectors of 

intracellular iron homeostasis (i.e. TFRC and ferritin proteins).

Overall the transcriptional changes in iron/haem metabolism-related genes are consistent 

with the idea that exposure of rat hepatocytes to DMNQ and MNQ caused dysregulation of 

intracellular iron homeostasis (as summarised in Figure 5.13). An initiating event is the 

early increase in Hmoxl transcription, part of the antioxidant response to quinone exposure. 

However, prolonged overexpression of Hmoxl results in haem depletion, followed by a
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compensative increase in haem synthesis (as evidenced by increases A lasl and Slc25a37 

transcription). The net result is most likely an increase in intracellular free iron which 

would exacerbate oxidative stress by enhancing ROS generation via the Fenton reaction. At 

the same time, quinone and ROS-mediated inactivation of the iron sensing proteins IRP1 

and IRP2 results in loss of transcriptional control of Tfrc, enhancing iron influx. When this 

is coupled with decreased transcription of Tf and Hfe2, overall iron loading of hepatocytes 

in the later part of the time course may result. This further potentiates the generation of 

ROS and exacerbation of cytotoxic effects of quinone exposure. With the exception of 

Hmoxl, the transcriptional changes observed in iron/haem metabolism genes occur in the 

later part of the time course (12 to 18 hours). This coincides with the trend in increased 

cytotoxicity observed from 12 hours onwards with DM NQ and M NQ exposure, as 

evidenced by the increased LDH leakage (Figure 5.1).
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Figure 5.13
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Figure 5.13: DMNQ and MNQ exposure in rat hepatocytes results in dysregulation of 
iron and haem homeostasis.

Based on transcriptional findings, DMNQ and MNQ exposure in rat hepatocytes results in induction of Hmoxl. Initially this 
regulation forms part of a coordinated antioxidant response to quinone-mediated oxidative stress, resulting in haem 
degradation and production of the antioxidant biliverdin. Prolonged overexpression of Hmoxl depletes haem whilst 
increasing intracellular Fe2+, exacerbating oxidative stress through Fenton chemistry. Depletion of haem results in Alasl 
and Slc25a37 (mitoferrin) induction to increase haem synthesis, resulting in cyclic production of Fe2+, as indicated. The 
sustained exposure of the iron sensing machinery to oxidative stress and quinone exposure also results in loss of 
homeostatic control of iron levels, as evidenced by the dysregulation of Tfrc, Tf and Hfe2. This would add to intracellular 
iron loading and further exacerbate oxidative stress.
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CHAPTER 6. KNOCKDOWN OF PIM3 OR GCLC
TRANSCRIPTION IN RAT HEPATOCYTES RESULTS IN A 
QUINONE-SENSITIVE PHENOTYPE
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6.1. Introduction

Transcriptional investigations in rat hepatocytes exposed to a range o f quinones identified 

serine/threonine kinase Pim3 as being consistently increased in the absence o f cytotoxicity 

(Chapter 4). A  more comprehensive transcriptomic study, focussing on temporal responses 

to the redox cycling quinones 2,3-dimethoxy-1,4-naphthoquinone (D M N Q ) and menadione 

(M NQ), confirmed the regulation o f Pim3 in rat hepatocytes (Chapter 5). Increased Pim3 

transcription was observed w ith  both quinones between 6 and 18 hours (Figure 5.1 OB). As 

discussed previously (Chapters 4 and 5), Pim3 is a member o f the P IM  fam ily  o f 

serine/threonine kinases[297]. Other members o f the P IM  fam ily (i.e. P im l and Pim2) play 

a role in regulating anti-apoptotic signalling and Pim3 mediates apoptosis in the HepG2 cell 

line[ 192]. Recently, the pro-apoptotic protein BCL2-antagonist o f cell death (B A D ) has 

been identified as a key target o f P IM  kinases[298]. Taken together, these data im ply a role 

fo r Pim3 in modulating the apoptotic response to quinone exposure in rat hepatocytes.

To investigate the role o f Pim3 further, I have sought to test the hypothesis that Pim3 is an 

important gene involved in regulating the hepatocytes response to quinone-induced redox 

stress (and ameliorating associated cytotoxicity). To achieve this, I have employed the gene 

interference technique known as small interfering R N A  (siRNA). siR N A utilises the 

endogenous R N A  interference (R N A i) post-transcriptional control pathway firs t observed 

in plants[107] and later in Caenorhabdis elegans[\0&]. The term R N A i was later coined by 

Ketting and Plasterkf 109]. An active R N A i pathway has since been demonstrated in 

mammalian cells and synthetic siRNAs are routinely exploited as tools fo r understanding 

gene function [l 10; 111 ]. siRNAs are short double-stranded oligoribonucleotides that 

associate w ith the RNA-induced silencing complex (RISC) and induce degradation o f 

complementary target m RNA sequences. The result is decreased levels o f the target gene 

mRNA and consequently, decreased protein expression[l 10; 111]. Through the use o f 

conventional transfection techniques, it is possible to introduce siRNAs that target a gene 

o f interest into cells cultured in vitro. This can bring about suppression o f both the m RNA 

and protein expression o f that gene. Once gene suppression (or ‘ knockdown’ ) has been 

achieved, the role o f that gene can be inferred by studying phenotypic changes in the cells 

transfected.
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The aim o f this study was to investigate whether siRNA-mediated knockdown o f Pim3 in 

rat hepatocytes results in a quinone-sensitive phenotype. In addition to investigating the 

role o f Pim3 knockdown in quinone cytotoxicity, the phenotypic changes associated w ith 

suppression o f Glutamate-cysteine ligase, catalytic subunit (Gclc) were also assessed. As 

discussed previously (Chapter 1), Gclc encodes the catalytic subunit o f the enzyme that 

carries out the rate-lim iting step in glutathione (GSH) biosynthesis. Increased Gclc 

transcription in response to D M N Q  and M N Q  exposure was previously shown (Chapter 5). 

It was concluded that increased Gclc transcription is consistent w ith an adaptive response 

by rat hepatocytes to increase GSH levels as a consequence o f quinone challenge (i.e. redox 

stress/thiol arylation-induced GSH depletion). Thus, suppression o f Gclc would be 

predicted to result in a reduced capacity to synthesise GSH, severely compromising the 

hepatocytes ability  to survive quinone challenge. In this instance, Gclc knockdown served 

as a ‘proof o f princip le ’ (in terms o f the u tility  o f siRNA-mediated gene interference) in 

primary rat hepatocytes.

A t the time this work was undertaken, no published data existed on successful transfection 

and siRNA-mediated gene knockdown in primary hepatocytes. A  number o f groups have 

successfully demonstrated siRNA-mediated gene knockdown in hepatocyte-derived 

hepatoma cell lines[299-303]. In general, primary cells are a more challenging prospect 

than cell lines for siRNA transfection (Personal communication, 2005: D r Neil Clarke, 

Gene Interference Group, GSK R & D ). The conspicuous absence o f published work in 

primary hepatocytes is consistent w ith this assertion. A fte r consulting w ith  the technical 

support groups o f various specialist manufacturers, TransYY-TKO® (M irus Corporation) 

was identified as the most appropriate transfection reagent to use in this study. M irus state 

that TransYY-TKO® is an e ffic ient transfectant reagent in a range o f prim ary cells and cell 

lines, including primary mouse hepatocytes

(http://www.mirusbio.eom/products/transit/tko/index.asp#data) . Data presented on the 

M irus website indicates knockdown o f at least 70 percent fo r two endogenous genes 

(A B C /A  1 and Lamin A/C).

Prior to undertaking Pim3 or Gclc knockdown experiments, it was decided to evaluate the 

effectiveness o f 7>ywHT-TKO® in suppressing transcription o f a housekeeper gene.

Glyceraldehyde-3 -phosphate dehydrogenase (Gapdh) was selected fo r this and a validated
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rat-specific siRNA was obtained from Ambion (Table 6.1). To maintain consistency with 

previous experiments (Chapters 3, 4 and 5), siRNA transfection was carried out during the 

course of the routine overnight (16 hours) recovery period that rat hepatocytes were 

allowed prior to treatment. Any subsequent quinone exposure period (of up to 8 hours) 

would mean that approximately 24 hours had been allowed for target gene knockdown. To 

evaluate the cytotoxicity of the TransYY-TKO® transfection reagent in rat hepatocytes, 

several concentrations were tested during this experiment and LDH leakage measured. 

Initial concentration selection was based around the manufactures recommendations.

Similar titration experiments were carried out with Pim3 and Gclc siRNAs to identify the 

most potent sequences and optimal concentrations. Three pre-designed siRNAs for each 

gene were ordered from Ambion (Table 6.1) and target gene knockdown assessed at three 

concentrations (25, 50 and lOOnM). Due to the potential for off-target effects with siRNA 

transfection, it is good practice to demonstrate a phenotype associated with target gene 

knockdown with more than one siRNA sequence. In addition, the efficiency of target gene 

knockdown can vary for different siRNAs specific for the same gene. The assessment of 

knockdown efficiency for three siRNAs per gene allowed the selection of the two most 

potent sequences for the subsequent quinone-challenge experiments.

Table 6.1: Control and Target Gene siRNA Details

siRNA Name Ambion Product 
Code

Sense Sequence 
( 5 - 3 ’)

Antisense Sequence 
( 5 - 3 ’)

GAPDH siRNA* 4631 Not Supplied Not Supplied

Control siRNA* 4611 Not Supplied Not Supplied

Pim3 siRNA 1 16706-52109 GGACACGGUCUACACUGACtt GUCAGUGUAGACCGUGUCCtt

P//T73 siRNA 2 16704-192160 GCAGCUUAUUGAGUGGUGUtt ACACCACUCAAUAAGCUGCtg

P/m3siRNA3 16704-192161 CGGUCUCUUAUUUAUGGUGtt CACCAUAAAUAAGAGACCGtg

Gclc siRNA 1 16704-200497 CGAGGUGGAGUACAUGUUGtt CAACAUGUACUCCACCUCGtc

Gclc siRNA 2 16704-200498 GGACAACAUGAGGAAACGCtt GCGUUUCCUCAUGUUGUCCtc

Gclc siRNA 3 16704-200499 CCAUUUUGAGAAUAUUCAGtt CUG AAU AU UCUCAAAAUGGtc

$Silencer® GAPDH siRNA (Human, Mouse, Rat), ‘ Silencer® Negative Control #1
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Once Pim3 and Gclc siRNAs were selected, quinone challenge experiments were carried 

out to investigate phenotypic changes associated with target gene knockdown. The redox 

cycling quinones DM NQ and M NQ were used to challenge rat hepatocytes. Concentrations 

previously defined as sub-toxic at up to 8 hours exposure (Chapter 3) were used to 

investigate whether Pim3 and Gclc knockdown resulted in a more sensitive phenotype. To 

aid interpretation of the resultant phenotypes, relevant endpoints were assessed. LDH  

leakage was measured to indicate general cytotoxicity and necrotic cell death. As Pim3 is 

known to augment the anti-apoptotic response, activated caspase 3 activity was measured. 

GSH levels were also measured due to the integral role Gclc plays in maintaining its 

biosythesis.
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6.2. Results

Rat hepatocytes were prepared and treated according to the methods outlined in Section

2.1. Transfection of rat hepatocyte monolayers was carried out according to the methods 

outlined in Section 2.2.

6.2.1. Optimisation Experiments

A titration experiment was carried out to select the optimal concentration of TransTT-TKO® 

to use for transfection of rat hepatocytes monolayers, based on efficiency of housekeeper 

gene knockdown (Gapdh) and level of cytotoxicity (LDH Leakage). Following a 2 hours 

attachment period, hepatocytes were exposed to various transfection conditions for 16 

hours (as outlined in Table 6.2). The transfection media were changed for maintenance 

medium (Williams E Incomplete) and following a further 8 hours incubation (total of 24 

hours) Gapdh transcription and LDH leakage were measured.

Table 6.2: Transfection media conditions used to determine optimal TransM-TKO® 
conditions for target gene knockdown

Transfection Media Conditions Purpose

Media Control Williams E incomplete media Control culture conditions

100nM GAPDH siRNA 100nM GAPDH siRNA in WE incomplete 
media containing 5.0,7.5, or 10.0pL/mL 
TransIT -TKO® reagent

Evaluation of target gene knockdown 
{Gapdh) efficiency and cytotoxicity

100nM Control siRNA 100nM Control siRNA in WE incomplete 
media containing 5.0,7.5, or 10.0|iL7mL 
TransIT-TKO® reagent

Reference control for Gapdh siRNA 
exposed cultures

Transfectant Control WE incomplete media containing 5.0,7.5, 
or 10.0pL/mL Trans\T-TKO® reagent

Reference control for evaluating level of 
cytotoxicity due to transfectant reagent 
alone

Total RNA was isolated from triplicate cultures and SybrMan® quantitative-polymerase 

chain reaction (RT-QPCR) used to determine the level of Gapdh transcription (according to 

the methods outlined in Sections 2.10 and 2.13, respectively). The level of Gapdh 

transcription in Media Control and Control siRNA exposed cultures were comparable for 

all three 7ra«sIT-TKO® concentrations used (Figure 6.1 A). Transfection of rat hepatocytes 

with lOOnM Gapdh siRNA resulted in greater than 95 percent suppression of Gapdh 

expression (relative to Control siRNA exposed cultures) for all three 7raHsIT-TKO®
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concentrations tested (Figure 6.1 A). LDH leakage was assessed in triplicate cultures 

(according to the methodology outlined in Section 2.3) for all transfection conditions 

detailed in Table 6.2 (Figure 6. IB). There was a general trend of increased LDH leakage 

with increasing concentration of TransYT-TKO®. There were no marked differences in the 

level of LDH leakage observed in cultures exposed to Control siRNA, Gapdh siRNA or 

7rartsIT-TKO® alone. Based on the low level of LDH leakage and effective Gapdh 

knockdown, 5.0pL/mL was selected as the optimal TransYT-TKO® reagent transfection 

concentration.

Based on the successful knockdown of a housekeeper gene in rat hepatocyte monolayers, 

performance of the TransYT-TKO® transfectant reagent was evaluated for the selected 

target genes (i.e. Pim3 and Gclc). Three different siRNAs for each target gene were tested 

at final concentrations of 25, 50 and lOOnM (according to the method outlined in Section 

2.2). Following 16 hours of transfection, the media was replaced with fresh maintenance 

medium and the hepatocytes incubated for a further 8 hours, after which the level of 

Pim3/Gclc transcription and LDH leakage was measured and compared to that observed in 

control cultures (Media Control, lOOnM Control siRNA and 5.0pL/mL 7ramlT-TKO®  

Control). Total RNA was isolated from triplicate cultures and SybrMan® RT-QPCR used to 

determine the level of gene transcription (according to the methods outlined in Sections 

2.11 and 2.13, respectively). The level of Pim3 or Gclc transcription was normalised to the 

housekeeper beta actin and expressed as percent of Control siRNA transfected cultures. 

LDH leakage was measured in triplicate cultures as outlined in Section 2.3.

All three Pim3 siRNAs suppressed Pim3 transcription relative to the Control siRNA 

transfected cultures (Figure 6.2A), although there were no clear dose-responses. Overall, 

Pim3 siRNA 2 and Pim3 siRNA 3 performed best, with Pim3 expression at the lOOnM 

concentration 39 and 32 percent of Control siRNA cultures, respectively. No marked 

changes in LDH leakage were noted with any of the Pim3 siRNAs, when compared to the 

Control siRNA transfected cultures (Figure 6.2B). The level of LDH leakage was 

approximately 41 percent for Control siRNA transfected cultures versus between 42 and 47 

percent for Pim3 siRNA transfected cultures. No siRNA concentration-related trend in 

LDH leakage was apparent for Pim3 siRNA transfection.
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All three Gclc siRNAs caused suppression of Gclc transcription relative to the Control 

siRNA transfected cultures (Figure 6.3A). Dose-related suppression of Gclc transcription 

was observed for Gclc siRNA 1 and Gclc siRNA 2, with the lOOnM concentration resulting 

in greater than 90 percent and greater than 85 percent knockdown, respectively. Gclc 

siRNA 3 was less potent, with approximately 65 percent knockdown at lOOnM and no clear 

dose-relationship. LDH leakage for all three concentrations of Gclc siRNA 1 and Gclc 

siRNA 2 were comparable to Control siRNA levels (approximately 40 percent leakage). 

Gclc siRNA 3 transfection resulted in a slightly elevated level of LDH leakage at all three 

concentrations (45 to 50 percent).

Based on the transcription and LDH leakage data, Pim3 siRNAs 2 and 3, and Gclc siRNAs 

1 and 2 were selected as the most effective siRNAs for further investigation. Due to the 

enhanced Gclc knockdown observed (and absence of increased cytotoxicity), it was decided 

to transfect at a consistent siRNA concentration of lOOnM for all future experiments.
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Figure 6.1
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Figure 6.1: Gapdh transcription (A) and LDH Leakage (B) in rat hepatocyte
monolayers exposed to 0.0, 5.0, 7.5 or 10.0pL/mL TransYT -TKO® in WE 
incomplete media for 16 hours, followed by 8 hours in fresh WE 
incomplete media. Results are mean values of triplicate cultures ± SD 
(from a single experiment).
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Figure 6.2
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Figure 6.2: Pim3 transcription (A) and LDH leakage (B) in rat hepatocyte monolayers 
transfected with three different Pim3 siRNAs at 25, 50, or 100nM final 
concentrations (transfection with TransVY-TKO® at 10.0pL/mL in WE 
incomplete media for 16 hours, followed by 8 hours in fresh WE 
incomplete media). Results are mean values of triplicate cultures ± SD 
(from a single experiment).
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Figure 6.3
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Figure 6.3: Gclc transcription (A) and LDH leakage (B) in rat hepatocyte monolayers 
transfected with three different Gclc siRNAs at 25, 50, or 100nM final 
concentrations (transfection with Trans\T-TKO® at 10.0pL/mL in WE 
incomplete media for 16 hours, followed by 8 hours in fresh WE 
incomplete media). Results are mean values of triplicate cultures ± SD 
(from a single experiment).
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6.2.2. Quinone Challenge of Rat Hepatocytes Transfected with Pim3 or 
Gclc siRNAs

Rat  hepatocyte monolayer cultures were incubated with transfection media (as outlined in 

Section 2.2) for 16 hours to allow target gene knockdown to occur. Transfection media 

containing the Pim3 siRNAs 2 or 3 and Gclc siRNAs 1 or 2 at lOOnM final concentration 

(selected previously, as outlined in Section 6.2.1) were used, along with lOOnM Control 

siRNA for comparison. Following the 16 hours transfection incubation, hepatocytes were 

exposed to fresh media containing either 150pM DMNQ or 25pM MNQ. The original 

intention was to expose transfected hepatocytes to DMNQ or MNQ-containing media for 8 

hours and evaluate any differential effects on cytotoxicity by measuring LDH leakage. 

However, viewing of Pim3 and Gclc siRNA transfected hepatocyte cultures by light 

microscopy after approximately 5 hours indicated a marked effect on cell viability. 

Hepatocyte cultures no longer formed confluent monolayers and a large number of 

rounded, free-floating cells, were present (data not shown). The changes were far more 

marked in MNQ-exposed cultures. Thus, it was decided to sample triplicate cultures to 

assess LDH leakage after only 6 hours of DM NQ or MNQ exposure.

Following 6 hours exposure to DM NQ or MNQ, increased LDH leakage (relative to 

Control siRNA transfected cultures) was observed in Pim3 and Gclc siRNA transfected 

cultures (Figures 6.4A and 6.4B). In DM NQ exposed hepatocytes, Pim3 or Gclc 

knockdown resulted in up to 17 and 21 percent increased LDH leakage, respectively 

(Figure 6.4A). The effects were more marked in MNQ exposed cultures, with Pim3 or Gclc 

knockdown resulting in up to 48 and 50 percent increased LDH leakage, respectively 

(Figure 6.4B).

Due to the marked increase in quinone sensitivity observed with Pim3 or Gclc knockdown, 

the experiment was repeated and LDH leakage assessed following 3 hours of DMNQ or 

M NQ exposure. In addition to LDH leakage, activated caspase 3 and total GSH levels were 

assessed (according to the methods outlined in Sections 2.3, 2.7.2 and 2.8, respectively). To 

determine the level of target gene knockdown, SybrMan® RT-QPCR was used to assess 

Pim3 and Gclc transcription under the same conditions. Following 3 hours exposure to 

DMNQ or MNQ, increased LDH leakage (relative to Control siRNA transfected cultures) 

was observed in Pim3 and Gclc siRNA transfected cultures (Figures 6.4C and 6.4D). In 

DM NQ exposed hepatocytes, Pim3 or Gclc knockdown resulted in up to 13 and 24 percent
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increased LDH leakage, respectively (Figure 6.4C). As was seen at 6 hours, the effects 

were more marked in MNQ exposed cultures, with Pim3 or Gclc knockdown resulting in 

up to 48 and 65 percent increased LDH leakage, respectively (Figure 6.4D).

Pim3 knockdown resulted in increased activated caspase 3 activity in rat hepatocyte 

cultures exposed to DMNQ and MNQ for 3 hours (Figures 6.5A and 6.5B, respectively). 

Increases of up to 93 percent (DMNQ exposed cultures) and 133 percent (MNQ exposed 

cultures) over caspase 3 levels found in Control siRNA-transfected cultures were observed. 

The effects induced by Pim3 siRNA 2 and 3 were comparable. Activated caspase 3 levels 

were also increased with Gclc knockdown in DM NQ and MNQ exposed hepatocyte 

cultures (Figures 6.5A and 6.5B, respectively), although the effects were not as consistent 

as those seen with the Pim3 siRNAs. Caspase 3 levels were unchanged in DM NQ exposed 

cultures with Gclc siRNA 1 and increased 73 percent with MNQ exposure. The opposite 

was observed with Gclc siRNA 2, where caspase 3 activity was increased by 89 percent in 

DMNQ exposed cultures and unchanged in M NQ exposed cultures.

Pim3 and Gclc knockdown resulted in different effects on GSH levels following 3 hours 

DMNQ or MNQ exposure (Figures 6.5C and 6.5D, respectively). In general, GSH levels in 

hepatocyte cultures transfected with Pim3 siRNAs remained comparable to those observed 

in Control siRNA cultures (16 to 23 percent decreases in DMNQ-exposed cultures and no 

change in MNQ-exposed cultures). GSH levels were markedly decreased with Gclc 

knockdown, with approximately 40 percent less observed in DMNQ-exposed cultures and 

up to 91 percent less in MNQ-exposed cultures.
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Figure 6.4
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Figure 6.4: LDH leakage in rat hepatocyte monolayers challenged with DMNQ or
MNQ following Pim3 or Gclc knockdown. LDH leakage was assessed 
following 6 hours DMNQ (A) or MNQ (B) exposure in the first 
experiment. In the second experiment LDH leakage was assessed 
following 3 hours DMNQ (C) or MNQ (D) exposure. Results are mean 
values of triplicate cultures ± SD (from single experiments).
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Figure 6.5
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Figure 6.5: Activated caspase 3 activity and GSH levels in rat hepatocyte
monolayers challenged with DMNQ or MNQ following Pim3 or Gclc 
knockdown. Caspase 3 activity was assessed following 3 hours DMNQ
(A) or MNQ (B) exposure. In the same experiment GSH levels were 
assessed following DMNQ (C) or MNQ (D) exposure. Results are mean 
values of triplicate cultures ± SD (from a single experiment).
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The transcription levels of Pim3 (Figure 6.6A) and Gclc (Figure 6.6B) in transfected 

hepatocytes following 3 hours DM NQ or MNQ exposure was not suppressed to the same 

extent as had been seen during the optimisation experiment (Figures 6.2A and 6.3A). 

Transfection with Pim3 siRNAs resulted in up to 45 percent decreased Pim3 expression in 

DM NQ and MNQ-exposed cultures, when compared to Control siRNA cultures (Figure 

6.6A). Comparable decreases in Gclc transcription were observed with Gclc siRNA 1 (37 

and 50 percent decreases in Gclc expression in DMNQ and MNQ -exposed cultures, 

respectively) (Figure 6.6B). A  minimal level of Gclc suppression (approximately 20 

percent) was observed with Gclc siRNA 2 in DMNQ and MNQ-exposed cultures.
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Figure 6.6
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Figure 6.6: Pi m3 (A) and Gc/c(B) transcription in rat hepatocyte monolayers
challenged with DMNQ or MNQ following Pim3 or Gclc knockdown. 
Results are mean values of triplicate cultures ± SD (from a single 
experiment). Pim3 and Gclc expression are expressed as percent of 
concurrent Control siRNA transfected cultures.
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6.3. Discussion

Increased transcription of Pim3 and Gclc in rat hepatocytes exposed to a range of quinones 

has been consistently demonstrated (Chapters 4 and 5). Based on the literature available, a 

functional interpretation of consequence of increased Pim3 or Gclc transcription was made. 

This implicated Pim3 and Gclc in mediating the anti-apoptotic and antioxidant responses in 

rat hepatocytes exposed to quinones (discussed in Sections 5.3.2.1 and 5.3.2.2, 

respectively). To confirm this interpretation, the consequence of reduced Pim3 or Gclc 

transcription on the ability of rat hepatocytes to respond to quinone challenge was 

investigated using gene interference. The main aim of this study was to utilise siRNA- 

mediated gene knockdown to investigate the effect of Pim3 or Gclc suppression on the 

sensitivity of rat hepatocytes to quinone-mediated redox challenge.

6.3.1. Optimisation of Rat Hepatocyte Transfection and Selection of
Target Gene siRNAs

Prior to investigating the role of Pim3 or Gclc suppression in quinone-mediated redox 

stress, it was necessary to demonstrate that siRNA-mediated gene knockdown was possible 

in rat hepatocytes. The lack of published siRNA-related studies in primary hepatocytes 

implied that this may prove a significant challenge. 7ra«sIT-TKO® was selected as a 

promising transfectant reagent, based on indicative data provided by the manufacturer 

(Mirus Corporation). It was decided to evaluate the performance of 7r<myIT-TKO® in rat 

hepatocyte monolayers, both in terms of cytotoxicity and efficiency of knockdown of the 

housekeeper gene Gapdh (using a previously validated siRNA).

Transfection of rat hepatocytes with lOOnM GAPDH siRNA (Ambion) at three 

concentrations of TranslT-TKO® (5.0, 7.5 and lO.OpL/mL) resulted in marked suppression 

of Gapdh mRNA by 24 hours (Figure 6.1 A). At all three TransYT-TKO® concentrations 

tested, greater than 95 percent suppression of Gapdh was observed. This clearly 

demonstrated the effectiveness of TransIT-TRO® for siRNA transfection of rat hepatocytes 

monolayers. Slight increases in LDH leakage (when compared to media control-exposed 

cultures) under the same conditions at the 7.5 and lO.OpL/mL TransYT-TKO® 

concentrations were indicative of elevated cytotoxicity (Figure 6. IB). The levels of LDH  

leakage observed with 5.0pL/mL Tra^IT-TKO® were in line with those seen in the media
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controls. Thus, 5.0pL/mL TransYT-TKO® was selected as the optimal transfection 

concentration based on the low level of cytotoxicity and efficient Gapdh knockdown.

Using the optimal transfection conditions, the potency of three different pre-designed 

siRNAs per gene for Pim3 and Gclc were tested at concentrations of 25, 50 and lOOnM. 

Very similar levels of potency were observed for all three Pim3 siRNAs (Figure 6.2A). 

Overall Pim3 siRNAs 2 and 3 resulted in the most consistent suppression of Pim3 mRNA, 

although there were no clear dose responses. Suppression of Pim3 mRNA of between 60 to 

70 percent of Control siRNA transfected cultures were achieved at lOOnM 24 hours after 

transfection. Similar target gene knockdown was observed for Gclc siRNA 3, although 

Gclc siRNAs 1 and 2 were far more potent (Figure 6.3A). Gclc mRNA suppression of 

greater than 80 percent was achieved at the lOOnM concentration for Gclc siRNAs 1 and 2. 

None of the target gene siRNAs used for transfection caused a notable increase in 

cytotoxicity when compared to Control siRNA transfected cultures (Figures 6.2A and 

6.3B), at any of the concentrations tested. Based on the potency of target gene suppression 

(and the absence of any discemable increase in cytotoxicity) Pim3 siRNAs 2 and 3 and 

Gclc siRNAs 1 and 2 were selected for the quinone challenge studies. Due to the enhanced 

Gclc knockdown observed at the lOOnM, it was decided to transfect at this concentration 

for all future experiments with Pim3 and Gclc siRNAs.

In general, the target level of mRNA suppression for in vitro RNAi experiments is greater 

than 70 percent (Personal communication, 2005: Dr Neil Clarke, Gene Interference Group, 

GSK R&D). This was attained for Gclc but not for Pim3 under the conditions tested. It is 

possible that extending the culture period in maintenance media prior to assessing Pim3 

mRNA levels may have resulted in a more marked decrease. However, this would mean 

markedly extending the culture period prior to quinone challenge compared to the 

transcriptional studies carried out previously (Chapters 4 and 5). It is possible that the 

relative sensitivity of hepatocytes to quinone challenge would change as a result of an 

extended culture period, reducing the comparability of the RNAi experiments to the 

original transcriptomics studies.
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6.3.2. DMNQ and MNQ Challenge of Rat Hepatocytes With Suppressed 
Pim 3  or Gclc  Expression

Pim3 knockdown resulted in increased cytotoxicity (as assessed by LDH leakage) within 3 

hours of DM NQ or M NQ exposure (Figures 6.4C and D). The increased sensitivity to 

DM NQ  or MNQ-mediated cytotoxicity was even more pronounced by 6 hours (Figures 

6.4A and B). The fact that the concentrations of DM NQ  and MNQ used had been 

consistently shown to be sub-toxic with up to 8 hours exposure (Chapters 3, 4 and 5) 

underscores the importance of Pim3 induction in protecting rat hepatocytes from quinone- 

mediated cytotoxicity. Interestingly, the phenotype induced by Pim3 knockdown was 

markedly more sensitive to MNQ challenge than DMNQ. As discussed previously (Chapter 

3), MNQ redox cycles to a similar extent as DM NQ  and also has the capacity to arylate 

thiol moieties[26]. Thus, it appears that that Pim3 is not only important in the response to 

cytotoxicity resulting from redox stress, but also sulphydryl arylation.

Pim3 knockdown in rat hepatocytes resulted in increases in activated caspase 3 activity 

after 3 hours exposure to DM NQ and M NQ (Figures 6.5 A and B). This change is 

indicative of increased apoptosis and is consistent with the known role that Pim3 plays in 

mediating the anti-apoptotic response in a range of tissues and cell lines[191;252;304]. The 

effect that Pim3 knockdown had on activated caspase 3 levels in rat hepatocytes exposed to 

redox cycling quinones provides evidence that Pim3 is important in regulating the anti- 

apoptotic response to redox stress. A  role for Pim3 in preventing apoptosis and promoting 

proliferation has been demonstrated in hepatocyte-related systems (e.g. human 

hepatocarcinomas and hepatoma cell lines)[192]. However, this is the first time that a role 

for Pim3 in preventing apoptosis during oxidative stress has been proposed.

Transfection with both Pim3 siRNAs resulted in minimal effects on GSH levels following 3 

hours DMNQ or M NQ challenge, when compared to Control siRNA cultures (Figure 6.5C 

and D). The lack of any marked decrease in GSH levels suggests that Pim3 knockdown is 

not associated with altered glutathione metabolism. This was not the case with Gclc 

knockdown, which resulted in decreased GSH levels relative to Control siRNA transfected 

cultures with DM NQ and M NQ challenge (Figures 6.5C and D). The effect was more 

marked with MNQ challenge than DMNQ. This is most likely due to the capacity for MNQ  

to deplete GSH through both sulphydryl arylation and redox cycling[26]. As shown 

previously (Chapters 4 and 5), MNQ can deplete GSH levels far more rapidly than DM NQ
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(within 1 hour of exposure). The enhanced depletion of GSH levels observed with Gclc 

knockdown was entirely expected and is consistent with a reduced capacity for transfected 

hepatocytes to synthesise GSH. Although the Gclc mouse knockout is embryolethal, the 

heterozygotes have a reduced capacity to synthesise GSH (and Gclc mRNA and protein is 

decreased) [305].

Because of the critical role GSH plays in protecting hepatocytes from quinone-mediated 

toxicity[25;306], Gclc knockdown was predicted to result in increased cytotoxicity with 

DM NQ  and MNQ exposure. This was indeed the case, as evidenced by the increased LDH  

leakage observed with 3 and 6 hours DMNQ or MNQ exposure, relative to Control siRNA 

transfected cultures (Figures 6.4A to 6.4D). Again, Gclc knockdown resulted in greater 

sensitivity to MNQ challenge than DMNQ.

Overall, the level of Pim3 or Gclc knockdown that was achieved in the quinone challenge 

experiment was less than originally anticipated. Decreases in mRNA of less than 50 percent 

were observed with both siRNAs used for each target gene, relative to Control siRNA 

transfected cultures (Figures 6.6A and B). Although not a marked effect, the phenotypic 

changes observed were striking. A  general trend observed was that the siRNA for each 

target gene that resulted in the most quinone-sensitive phenotype, Pim3 siRNA 3 and Gclc 

siRNA 2, had minimal effects on respective mRNA levels. Target gene transcription in 

hepatocyte cultures transfected with these siRNAs were reduced by only 20-30 percent 

relative to Control siRNA cultures following DM NQ or M NQ  challenge (Figures 6.6A and 

B). However, following 3 hours exposure to DM NQ or MNQ, the level of cytotoxicity was 

markedly greater than that seen with Pim3 siRNA 2 or Gclc 1. A  possible explanation for 

this observation is that hepatocytes where Pim3 or Gclc mRNA levels were markedly 

suppressed were in the dead populations and would not have contributed to the 

transcriptional readout. As a result, the transcriptional levels of the target genes would 

appear higher in hepatocyte cultures transfected with the most potent siRNAs (i.e. Pim3 

siRNA 3 and Gclc siRNA 2).

The findings of this study indicate that Pim3 or Gclc knockdown sensitises rat hepatocytes 

to quinone-induced redox stress. The data validates the hypothesis that the increased 

transcription of these genes in response to quinone exposure (Chapters 4 and 5) are critical 

elements through which rat hepatocytes attempt to survive quinone challenge and redox
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stress. Sensitivity to M NQ exposure was markedly greater than to DMNQ, suggesting that 

Pim3 and Gclc are also important in the response to cytotoxicity resulting from sulphydral 

arylation. The phenotypic changes observed as a result of Gclc knockdown are entirely in­

line with the known role that glutathione status plays in a cells ability to survive quinone 

challenge. Based on the increase in activated caspase 3 observed with DM NQ  and MNQ  

challenge, Pim3 is most likely involved in mediating the anti-apoptotic response to these 

chemical stressors.
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CHAPTER 7. TOXICOKINETICS OF DMNQ AND MNQ IN MICE 
AND THE UTILITY OF DMNQ FOR STUDYING HEPATIC 
REDOX STRESS IN VIVO



7.1. Introduction

The redox active quinones 2,3-dimethoxy- 1,4-naphthoquinone (DMNQ) and menadione 

(MNQ) are frequently utilised as tool compounds, enabling the study of redox stress 

[22;26;26;27;30;52;104;118;119;220;307-314] and the role it plays in the toxicity of 

quinone-related medicines. The majority of these investigations were carried out using in 

vitro cell models. Recently transcriptomics has been employed to further our understanding 

of the genes and pathways involved in the response to redox stress[255;315;316]. 

Transcriptional analysis of rat hepatocytes exposed to DM NQ and MNQ identified a 

number of common genes/pathways regulated under conditions of redox challenge 

(Chapter 5). These may be involved in ameliorating the toxicity associated with redox 

challenge in vitro.

To relate the data mentioned above to the in vivo situation, equivalent hepatic studies are 

required in live animals. No such data exists in the public domain for DM NQ or MNQ. 

Upon literature review it was also found that there was a complete absence of in vivo data 

for DMNQ. This was surprising, given that the utility of DM NQ as a superior tool for 

studying redox stress in vitro was first defined by Gant et al in 1988[26]. In order to 

address the paucity of in vivo data, it was decided to undertake a thorough evaluation of 

DM NQ  toxicokinetics and biodistribution in mice. It was hoped that such a study would lay 

the foundation for utilising DM NQ for the study of redox stress in vivo, with an emphasis 

on hepatic effects for this programme of work. Once the exposure kinetics of DM NQ  had 

been defined, evaluation of the physiological consequences of this quinone in the liver 

could be undertaken. Such studies would include transcriptional analysis.

The overall aim of this study was to define the toxicokinetics and tissue distribution of 

DM NQ  following a single dose which did not cause acute hepatotoxicity, in male 

C57BL/6J mice. To add value to this data, equivalent profiling was undertaken in MNQ  

treated mice. This would fill a knowledge gap, in terms of MNQ toxicokinetics, and also 

act as a comparator quinone for any physiological endpoints that were assessed. To confirm 

that the dose level selected for DM NQ was not acutely hepatotoxic, plasma levels of the 

liver enzymes alanine aminotranferease (ALT) and aspartate aminotransferase (AST) were 

monitored. Evaluation of whether DM NQ  (and MNQ) administration in vivo resulted in a 

hepatic redox challenge was undertaken through the assessment of liver glutathione status



(both reduced glutathione (GSH) and oxidised glutathione (GSSG)). Based on the exposure 

kinetics and effects observed on glutathione status, it was decided that key time points post 

treatment would be selected for transcriptional analysis. Transcriptional responses were 

evaluated using the Mouse Whole Genome 430 2.0 Affymetrix GeneChip® microarrays in 

the livers of DM NQ and MNQ treated mice and compared to baseline readouts (from time 

matched vehicle control-treated mice).

The in-life phase of all experiments reported within this chapter were conducted by Dr T  

Gant and Miss A  Pointon (MRC Toxicology Unit, University of Leicester under Home 

Office licences 80/1690, 80/2048 or 80/2146). Either tissues, or appropriate biofluids and 

tissue extracts, were supplied to me for downstream analysis.



7.2. Results

7.2.1. Quinone Assay Development

In order to investigate the toxicokinetics, tissue distribution and elimination of DM NQ and 

MNQ in mice, a high-performance liquid chromatography (HPLC)-based assay was 

developed (methodology outlined in Section 2.9). Initial experiments involved the 

dissolution of DM NQ in 50% v/v HPLC grade methanol (Running Buffer) at various 

concentrations to evaluate the assay performance. A calibration curve with the following 

concentrations was prepared: 1000, 800, 600, 500, 400, 200, 100, 80, 60, 40, 6.25, 20, 10,

5, 2.5, 1.25 and 0.625pg/mL. The calibration curve was applied to the HPLC column and 

absorbance monitored at 276nm over a 35 minute period. A  single peak at approximately

13.5 minutes was consistently detected for each DM NQ dilution (Figure 7.1 A) and the peak 

area under the curve (AUC) was plotted against input DM NQ  concentration to evaluate 

linearity of the calibration curve (Figure 7. IB). The HPLC assay performed well up to 

lOOpg/mL, at which point there was loss of linearity (Figure 7. IB). Linear regression 

analysis of the 0.625 to lOOpg/mL concentration range gave an R2 value of 0.9983 (Figure 

7.1C).
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Figure 7.1: DMNQ HPLC assay optimisation. A) Example DMNQ HPLC

chromatograms indicating 276nm peak absorbance at 13.5 minutes. B) 

DMNQ input concentration versus 13.5 minutes peak AUC for 0.625 to 

1000pg/mL DMNQ in Assay Buffer. C) Linear regression of linear range 

of DMNQ calibration curve (0.625 to 100pg/mL).
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To evaluate the performance of the HPLC assay, DM NQ was spiked into naive mouse liver 

homogenates at equivalent to 100, 20 and lOpig/g of wet tissue prior to acetonitrile 

extraction (as outlined in section 2.9.1). The acetonitrile extracts were dissolved in Assay 

Buffer, applied to the HPLC column and DM NQ  concentration derived with reference to 

the calibration curve (as outlined in Section 2.9.2). The level of DM NQ  detected and 

percent recovered in naive liver tissue homogenates are presented (Table 7.1). For the 10 

and 20pg/g wet tissue spiked liver samples, the level of DM NQ recovered was 

proportional, with greater than 80 percent of input material detected. The lOOpg/g wet 

tissue spiked liver sample was not proportional, with only 62.1 percent of input DM NQ  

detected.

Table 7.1: Levels of DMNQ detected in spiked naive mouse liver homogenates.

Spiked DMNQ 
(pg/mg wet tissue)

13.5 Minutes 
Peak AUC

DMNQ Detected in Assay 
Buffer (pg/mL)

DMNQ Detected 
(pg/g wet tissue)

Percent DMNQ 
Recovered

100 8020407 62.1 62.1 62.1

20 2261978 16.9 16.9 84.5

10 1185920 8.4 8.4 84.5

Due to the structural similarity between DM NQ  and MNQ, the same assay conditions were 

applied to detecting MNQ. MNQ was dissolved in Assay Buffer at a starting concentration 

of lOOpg/mL and a calibration curve prepared by double-diluting down to 0.195pg/mL. 

M NQ  and DMNQ peaks at 276nm clearly separated on the HPLC chromatogram (Figure 

7.2A). A single peak at approximately 15.7 minutes was consistently detected for each 

M NQ  dilution (Figure 7.2B). Peak AUC was plotted against input M NQ concentration to 

evaluate linearity of the calibration curve (Figure 7.2C). The M NQ  assay performed equally 

as well as the DMNQ assay, displaying linearity up to lOOpg/ml with an R2 value of 0.9989 

(Figure 7.2C).
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Figure 7.2: MNQ HPLC assay optimisation. A) MNQ versus DMNQ HPLC
chromatograms indicating 276nm peak absorbance at 15.7 and 13.5 

minutes, respectively. B) MNQ calibration curve HPLC 

chromatograms. C) Linear regression of MNQ calibration curve (0.195 
to 100pg/mL).



7.2.2. Preliminary Investigations into DMNQ Exposure Kinetics in 
C57BL/6J Mice

Studies investigating the effects of oral administration of DMNQ to male C57BL/6J mice 

indicated poor bioavailability via this route when given in a PEG-200 based formulation 

(data produced by Dr T  Gant and not reported as part of this thesis). Oral administration of 

up to 200mg/kg DM NQ  failed to result in detectable liver exposure, or the anticipated 

effects on GSH/GSSG levels. Thus, it was decided to evaluate intraperitoneal (i.p.) 

administration of DM NQ  as an alternative route to increase systemic exposure.

Initially, male C57BL/6J mice (12 per treatment group) were treated with either lOmL/kg 

polyethylene glycol 200 (PEG-200, vehicle control) or 200mg/kg DM NQ in PEG-200 i.p.. 

The intention was to sacrifice one mouse per treatment group at staggered intervals over a 

24 hour period to carry out a preliminary evaluation of the toxicokinetics. However, with 

the exception of a single mouse (animal 21), all animals treated with 200mg/kg DMNQ  

were found dead within 1 hour after dosing. Vehicle control treated animals were found 

moribund at the same time and were killed immediately via cervical dislocation. Upon 

opening the peritoneal cavity, ascites were noted in all animals, with the exception of 

Animal 21. Animal 21 was treated with the DM NQ  dose solution but was given a fractional 

dose in error (estimated to be less than 1/10 of the appropriate dose volume). This animal 

displayed no adverse clinical signs and was killed via cervical dislocation approximately 3 

hours after dosing.

Acetonitrile extractions were prepared from livers of 6 animals per treatment group 

(including animal 21) and DM NQ levels determined using the HPLC assay (according to 

the methods outlined in Section 2.9). No DM NQ  was detected in vehicle control treated 

animals whereas mean liver levels in 200mg/kg DM NQ treated animals were 5.34pg/g wet 

tissue (Figure 7.3A). A  small DM NQ  peak in the HPLC chromatogram for the liver from 

animal 21 (misdosed) was observed, equating to 0.04pg/g wet tissue. GSH and GSSG 

levels were measured in the livers from the same animals (according to the method outlined 

in Section 2.7.2) to determine whether the tissue had received a redox challenge. A  

significant increase in liver GSH levels was observed in mice treated with 200mg/kg 

DM NQ compared to vehicle control treated mice (approximately 1.4-fold increase) (Figure 

7.3B). Liver GSSG levels were markedly increased in mice treated with 200mg/kg DMNQ  

versus the vehicle control treated mice (approximately 4.8-fold increase), indicating redox

-224  -



challenge (Figure 7.3C). GSH levels in the liver o f animal 21 were comparable to those 

observed in vehicle control treated mice (Figure 7.3A), although GSSG levels were 

elevated slightly (approximately 1.6-fold increase) (Figure 7.3C).

Figure 7.3

A: Liver DMNQ Levels B: Liver GSH Levels
10
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'mg
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Figure 7.3: Liver tissue DMNQ (A), GSH (B) and GSSG (C) levels in mice treated with 

Vehicle Control (n=6) or 200mg/kg DMNQ (n=5) i.p. Results are group 

mean values ± SD (except for Animal 21). Two-tailed equal variance T- 

test. *** = P<0.001 versus Vehicle Control group.

Note: Mice treated with 200mg/kg DMNQ i.p. were found dead approximately 1 hours after dosing. Vehicle control treated 
animals were killed 1 hour after dosing. Animal 21 received approximately 1/10th of the intended DMNQ dose solution and 
was killed at 3 hours post dosing.
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Due to the poor tolerability of the PEG-200 as a vehicle for i.p. dosing, additional dose 

ranging studies were conducted using Arachis Oil (AO) as an alternative. These studies 

were conducted by Dr T  Gant and are not reported within this thesis. Subsequently, Dr T  

Gant identified 25mg/kg DM NQ  in AO via the i.p. route as the no observed adverse effect 

level (NOAEL) in mice following a single dose occasion. Toxicity at dose levels above 

25mg/kg was manifest by the rapid onset of piloerection and withdrawal. The toxicity was 

transient, with mice recovering approximately 45 minutes post dose. Once the NOAEL for 

DMNQ was defined, toxicokinetics studies were resumed.

Mice were treated i.p. with 25mg/kg DM NQ  in a lOmL/kg dose volume of AO. A single 

animal was sacrificed at 0, 15, 30 and 45 minutes and 1, 1.5, 3,4, 8, 12 and 24 hours post 

dose. To profile DM NQ  exposure and elimination over the duration of the time course, 

plasma, liver and urine samples were collected. Acetonitrile extractions were prepared from 

plasma, liver and urine samples and DM NQ levels determined using the HPLC assay (as 

outlined in Section 2.9). Plasma DM NQ  levels peaked within 15 minutes of dosing, at 

5.1fig/mL and had fallen below detectable levels within 45 minutes (Figure 7.4A). Liver 

levels also peaked within 15 minutes of dosing, at 6.8pg/g of wet tissue and had fallen 

below detectable levels within 60 minutes (Figure 7.4B). DM NQ was detected in the urine 

within 30 minutes of dosing (Figure 7.4C), with peak levels of 4.4pg/hour at 45 minutes. 

Urine DM NQ levels fell rapidly from 1.5 hours onwards, although remained at detectable 

levels until 8 hours. In addition to the DM NQ  peak at approximately 13.5 minutes, a 

prominent peak was noted in the urine HPLC chromatograms from early time points. The

11.5 minute peak produced a considerably stronger signal than the DM NQ  peak between 

30 minutes and 1.5 hours, and was no longer present from 2 hours onwards (Figure 7.4D). 

This peak was not present in AO-treated mice and is apparently DMNQ-related.
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Figure 7.4
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Figure 7.4: DMNQ exposure kinetics in male C57BL/6J mice treated with 25mg/kg DMNQ in AO i.p. (n=1 per time point).

DMNQ levels in plasma (A), liver tissue (B) and urine (C). Urinary HPLC chromatograms (D) for DMNQ treated 

mice at 45 minutes shows the presence of an additional treatment-related peak (24 hours chromatogram 

shown for comparison).



7.2.3. Toxicokinetics, Biodistribution and Hepatic Effects of Acute DMNQ
or MNQ Exposure in C57BL/6J Mice

A  comprehensive assessment of the plasma and tissue kinetics of DM NQ and MNQ was 

carried out using the HPLC assays optimised previously (Section 7.2.1). Based on the 

initial exposure investigations (Section 7.2.2), it was decided to monitor the kinetics of 

DM NQ  in male C57BL/6J mice for five hours following a single i.p. dose of 25mg/kg in 

AO. For comparison, a second group of mice were treated i.p. with 25mg/kg of MNQ in 

AO. In addition to determination of DM NQ  or M NQ exposure kinetics, measurement of 

plasma ALT/AST levels, liver glutathione status and a hepatic transcriptional readout 

(using Affymetrix GeneChips®) were undertaken in the same animals.

7.2.3.1. Toxicokinetics and Biodistribution

Parent quinone levels were monitored for up to 5 hours post treatment in the plasma, liver, 

kidney and brain compartments. Up to three animals were sacrificed per treatment group at 

each of 10 time points (5, 10, 15, 20, 30, 45, 60, 90, 120 and 300 minutes). Acetonitrile 

extractions were prepared from each plasma or tissue sample and DM NQ  or MNQ levels 

determined using the HPLC assays (as outlined in Section 2.9). The mean quinone 

exposure profiles for each compartment (presented in Figures 7.5A to 7.5D) were imported 

into WinNonlin version 1.4 (Pharsight Corporation) and the data analysed using non­

compartmentalised analysis to derive exposure metrics, including Tmax, Cmax and half life 

(P/2) (summarised in Table 7.2).

Overall, the plasma kinetics for DM NQ  and MNQ were comparable with Tmax for both 

quinones being reached by 10 minutes. Cmax values in this compartment were 8.97pg/mL 

and 1 l.lpg/m L for DM NQ and MNQ, respectively and plasma elimination rates were 

similar (DMNQ P/2  = 18 minutes; M NQ P/2  = 20 minutes). The only plasma exposure 

metric that differed markedly for the two quinones was plasma AUC, with overall plasma 

exposure for DM NQ being approximately half that observed for M NQ  (AUClast of 246 

and 498ng.hr/mL, respectively).

Tissue distribution for the quinones was strikingly different. DM NQ  was much more 

widely and rapidly distributed than MNQ. An absorption phase for DM NQ  was barely 

apparent for any of the tissues assessed, whereas clear absorption kinetics were observed 

for MNQ in the liver and kidneys (Figures 7.5B, C and D). Tmax was reached in the liver
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and kidney by 10 minutes, whereas M NQ  Tmax was not reached until 20 (liver) to 30 

(kidneys) minutes after dosing. Liver and kidney MNQ exposure levels were markedly 

lower than those observed for DMNQ. Cmax values in the liver and kidney were 

approximately 3-fold higher with DM NQ  and tissue AUC values were 2.4-fold (liver) to 

4.4-fold (kidneys) higher. DM NQ was also detected in the brain (Cmax = 1.35pg/g; Tmax 

= 10 minutes), whereas MNQ was not.

Table 7.2: DMNQ and MNQ exposure metrics in male C57BL/6J mice

Quinone Body Cmax Tmax AUCIast AUCinf. AUCextrap. Half life

Compartment (pg/mL or g) (Minutes) (ng.min/mL or g) (ng.min/mL) (Percent) (Minutes)

DMNQ Plasma 8.97 15 246 250 1.9 18

Liver 9.75 10 287 300 4.2 51

Kidney 18.7 10 757 789 4.0 122
Brain 1.35 10 52 57 9.4 70

MNQ Plasma 11.1 10 498 507 1.8 20
Liver 3.31 20 119 135 11.7 24

Kidney 5.91 30 171 172 1.0 15

Brain ND ND ND ND ND ND

Cmax = maximum concentration achieved. Tmax = time to maximum concentration. AUCIast = area under the curve to 
the last data point. AUCinf. = AUC extrapolated from the last data point. AUCextrap. = percent of AUCinf. derived from 
extrapolation. Half life = time taken for half of the compound to be cleared from a compartment. ND = not detected; MNQ 
was not detected in brain tissue.
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Figure 7.5
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Figure 7.5: DMNQ and MNQ exposure kinetics in male C57BL/6J mice treated with

25mg/kg in AO i.p. Quinone levels were determined in plasma (A), liver

(B), kidney (C) and brain (D) tissue. Mean quinone concentrations 

(±SD) are shown for each compartment (DMNQ n=3 per time point; 

MNQ n=1 to 2 per time point).

Note: MNQ was not detected in brain tissue
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7.2.3.2. Hepatic GSH/GSSG and Plasma ALT/AST Levels

To determine whether 25mg/kg DM NQ  and M NQ i.p. resulted in a redox challenge to the 

liver, GSH and GSSG levels were measured over the 120 minute period post treatment 

(according to the methodology outlined in section 2.7.2). No effects on GSH levels were 

observed in mice treated with DM NQ or MNQ when compared to AO treated controls 

(Figure 7.6A). Increases in GSSG levels were observed in DM NQ (signrifanct at 5 and 10 

minutes) and MNQ treated mice during the first 30 minutes with a return to AO control 

levels within 1 hour post dosing (Figure 7.6B). The increase in GSSG levels was more 

marked in MNQ treated mice.

To determine whether a single treatment of 25mg/kg DM NQ i.p. resulted in acute liver 

toxicity, plasma ALT and AST levels were assessed. Plasma ALT and AST levels were 

measured over a period of 5 hours post treatment (according to the methods outlined in 

Sections 2.4 and 2.5, respectively). No treatment-related changes in plasma ALT or AST 

levels were observed in DM NQ  treated mice over the entire sampling period, when 

compared to the levels observed in AO treated control mice (Figures 7.7A and B).



Figure 7.6
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Figure 7.6: Liver GSH (A) and GSSG (B) levels in mice treated with AO (n=2), DMNQ 

(n=4) or MNQ (n=2). Results are mean values ± SD. ANOVA and post- 

hoc Dunnett’s T-test. * = P<0.05 versus AO controls.
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Figure 7.7
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Figure 7.7: Plasma ALT (A) and AST (B) levels in mice treated with AO (n=10) or 

25mg/kg DMNQ (n=3 per time point, except 5 and 90 minutes where 

n=2).

Note: A single A0 treated animal was sampled at each time point between 5 and 300 minutes. Data from these mice are 
represented as a single group (n=10) at 0 minutes for comparison to the DMNQ treated group.
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7.2.3.3. Hepatic Transcriptional Investigations

Hepatic transcriptional responses in male C57BL/6J mice resulting from 25mg/kg DMNQ 

or MNQ i.p. were investigated over a 5 hour period post treatment. Transcriptional analysis 

was carried out on the livers of mice killed at 10, 30, 60 and 300 minutes post treatment.

For each time point, total RNA was isolated from the livers of three mice per treatment 

(AO, DMNQ, or MNQ). A single fragmented biotinylated-cRNA target synthesis was 

prepared for each total RNA sample and hybridised onto a single Mouse Genome Array 

430 version 2.0 GeneChip® (as outlined in Section 2.12). Following hybridisation and 

washing, GeneChips® were scanned and data pre-analysed prior to transfer to the Rosetta 

Resolver® database for downstream analysis. Assessment of hybridisation quality (as 

outlined in Section 1.4.2.2) identified three GeneChips® to be substandard (AO 30 minutes 

animal 2, DMNQ 30 minutes animal 3 and MNQ 60 minutes animal 3). These three 

GeneChips® were excluded from downstream analysis.

The RatioBuild Trend function within Rosetta Resolver®Resolver (outlined in section 

2.12.3) was used to generate comparison tables between AO and DMNQ or MNQ treated 

groups. A ratio trend set was produced across the entire time course for both quinones and 

the log ratio change in expression and p -value exported for all probe sets regulated 

(threshold values of >±2-fold change and /?<0.05) at 4 points across the entire data set.

Only 42 probe sets were found to fit this selection criteria, suggesting that the dose levels 

used for DMNQ and MNQ evoked a minimal transcriptional response in the liver. The log 

ratio data for the entire data set was imported into ArrayMiner v5.3.2 (Optimal Design) for 

cluster analysis (as outlined in Section 2.12.3).

The overall aim of the cluster analysis was to identify temporal patterns in gene expression 

common to both quinones. £-means Gaussian cluster analysis (Euclidean distance measure) 

of log ratio data for the 42 consistently regulated probes sets was carried out across the 

entire 5 hours time course for DMNQ and MNQ. Iterative clustering was undertaken by 

varying the K  value (the number of clusters) between 4 and 10 to determine the optimal 

number of clusters for the data set. The 42 probes sets were found to segregate well into six 

clusters, with eight probes sets being classed as outliers. The mean expression profiles for 

each cluster are shown (Figures 7.8 and 7.9) for DMNQ and MNQ exposed cultures.

Overall the temporal profiles for each quinone were very similar for all six clusters.



The Genbank accession numbers for the probe sets within each of the six clusters were 

imported into Ingenuity Pathways Analysis (IPA) to attempt to gain an overview of 

functional classes of genes regulated (as outlined in Section 2.12.3). Due to the low gene 

representation within each cluster the IPA analysis failed to confer any meaningful 

biological interpretation on the transcriptional data. Manual assessment of the functionality 

of the clustered probes sets (cluster tables within Figures 7.8 and 7.9) indicated an absence 

of classic redox-regulated genes (e.g. activator protein 1 (AP-l)-related genes, nuclear 

factor (erythroid-derived 2)-like 2-antioxidant response element (Nrf2-ARE)-pathway 

genes and DNA damage-related genes).
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GenBank Number Gene Symbol Gene Description

AF177664 Arbgap6 Rho GTPase activating protein 6

AV212753 Asns Asparagine synthetase

AW456685 Abcd2 ATP-binding cassette, sub-family D, member 2

BC005552.1 Asns Asparagine synthetase

BE571790 Emp2 Epithelial membrane protein 2

BF225397 Grpel2 GrpE-like 2, mitochondrial

BM120676 LOC433270 Hypothetical gene supported by AK087915

NM_009707 Arhgap6 Rho GTPase activating protein 6

NM_010217 Ctgf Connective tissue growth factor

NM_011994 Abcd2 ATP-binding cassette, sub-family D, member 2

GenBank Number Gene Symbol Gene Description

AF173681 Txnip Thioredoxin interacting protein

AK014427 NpaH NIPA-like domain containing 1

AK016444 4931408D14Rik RIKEN cDNA 4931408D14 gene

BG075092 1445031_at H3143B12-3 NIA Mouse 15K cDNA Clone

BQ044689 Coq10a Coenzyme Q10 homolog A

NM_013602 Mt1 Metalbthionein 1
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U94828 Rgs16 Regulator of G-protein signaling 16

GenBank Number Gene Symbol Gene Description

AB050203.1 Capn8 Calpaln 8

BB035017 Rarresl Retinoic acid receptor responder

BB216158 Aqp3 Aquaporin 3

BC015290.1 Ces2 Carboxylesterase 2

BC026598.1 Slc22a7 Solute carrier family 22, member 7

NM_013631 Pklr Pyruvate kinase liver and red blood cell

DMNQ

Figure 7.8: Mean profiles of clusters C1, C2 and C3

The cluster size (n in parenthesis) indicates the number of probe sets segregating to each cluster. The table to the right of 
each profile contains the identity of the probe sets segregating to each cluster. n=3 GeneChips® per data point, except 30 
minutes AO group, 30 minutes DMNQ group and 60 minutes MNQ group where n=2 GeneChips® per data point.
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Figure 7.9: Mean profiles of clusters C4, C5 and C6

The cluster size (n in parenthesis) indicates the number of probe sets segregating to each cluster. The table to the right of 
each profile contains the identity of the probe sets segregating to each cluster. n=3 GeneChips® per data point, except 30 
minutes AO group, 30 minutes DMNQ group and 60 minutes MNQ group where n=2 GeneChips® per data point.



7.3. Discussion

The main aim of this study was to carry out a thorough assessment of the toxicokinetics and 

biodistribution of a single bolus dose of DMNQ in male C57BL/6J mice. Secondly, to 

evaluate the utility of DMNQ as a tool compound for studying hepatic redox stress in vivo, 

by monitoring changes in the liver glutathione status and transcriptome of DMNQ-treated 

mice. As discussed previously (Section 7.1), DMNQ has been extensively used to study the 

effects of redox stress in vitro[26;31 ;308;317-319], however there is a complete lack of in 

vivo data within the public domain. The related naphthoquinone MNQ is also frequently 

used as a tool for investigating redox-related effects in vitro[52;220;312;314;320-323] 

though unlike DMNQ, a knowledgebase on its in vivo toxicity exists[52;324-329].

However, to date no studies on the toxicokinetics of MNQ in vivo have been published 

(only a single study on the distribution of vitamin Ki in rats, an MNQ analogue [330]). For 

these reasons, MNQ was included as a comparator compound in this study.

To enable the assessment of the toxicokinetics and biodistribution of DMNQ and MNQ in 

mice an HPLC assay was successfully developed. Under the same assay conditions (as 

detailed in Section 2.9) DMNQ and MNQ peaks eluted at approximately 13.5 minutes and 

15.7 minutes, respectively. HPLC assay performance was comparable for DMNQ and 

MNQ solutions, with linearity being maintained up to a concentration of lOOpg/mL in 

assay buffer for both quinones

7.3.1. Preliminary Investigations into DMNQ Exposure Kinetics in 
C57BL/6J mice

As mentioned previously (Section 7.2.2), due to the absence of any treatment-related 

findings (in terms of clinical signs, detectable hepatic exposure, and alterations in the liver 

glutathione status and transcriptome) with up to 200mg/kg DMNQ in PEG-200 via the oral 

route (data not shown), i.p. administration was utilised to increase exposure. The same dose 

level and vehicle resulted in 100 percent lethality within 1 hour via the i.p. route. Based on 

this finding, the LD^o for DMNQ would appear to be comparable to that defined for MNQ 

by Molitor and Robinson, who reported that 200mg/kg MNQ i.p. was 100 percent lethal in 

mice[329]. These data suggest that DMNQ and MNQ are roughly equitoxic in vivo, an 

unexpected finding given the differential cytotoxicity observed in hepatocytes in vitro 

[26; 119;307;331]. MNQ is consistently observed to be approximately an order of



magnitude more cytotoxic in vitro. Indeed, dose-ranging studies carried out as part of this 

thesis (Chapter 3) found the 8 hours EC50 for MNQ in rat hepatocytes to be markedly lower 

than the DMNQ EC50 (approximately 35pM versus greater than 250pM) (Table 3.4). Initial 

consideration of these findings suggests a disparity between the relative toxicity of DMNQ 

and MNQ in the in vivo and in vitro situation. However, it is important to note that marked 

toxicity was also observed in the PEG-200 treated control group. This suggests that a 

proportion of the toxicity observed with 200mg/kg DMNQ i.p. was vehicle-related.

HPLC analysis of acetonitrile extracts from the livers of mice exposed to 200mg/kg DMNQ 

i.p. in PEG-200 confirmed successful exposure (Figure 7.3A). Hepatic glutathione status in 

the same mice was significantly different from PEG-200 control mice, with increases in 

both GSH and GSSG levels (Figures 7.3B and C, respectively). However, the fact that the 

mice had been dead for an unknown amount of time (up to 30 minutes) prior to tissue being 

sampled means that the DMNQ exposure and glutathione status data for this study are 

unreliable. The only conclusion that could be drawn is that DMNQ exposure was markedly 

improved with i.p. versus oral dosing.

To overcome the poor tolerability of PEG-200 as a vehicle via the i.p. route, subsequent 

dose-ranging experiments used AO as an alternative. These studies, undertaken by Dr T 

Gant and not reported in this thesis, identified a dose of 25mg/kg as the NOAEL for 

DMNQ via the i.p. route in mice (in terms of clinical signs). As DMNQ dose levels were 

escalated above 25mg/kg, acute toxicity was apparent. This was manifest by piloerection 

and withdrawal (personal communication, Dr T Gant, 2006). The NOAEL (25mg/kg) dose 

level was used to undertake an exploratory evaluation of the toxicokinetics of DMNQ in 

mice to aid the design of a more definitive study. Successful systemic exposure of DMNQ 

via the i.p. route was confirmed, with detectable levels observed in plasma and liver tissue 

(Figure 7.4A and B). For both compartments, DMNQ levels peaked at 15 minutes and was 

cleared by 60 minutes post dose. Analysis of urine samples indicated that a proportion of 

DMNQ was excreted via the renal route (Figure 7.4C), with peak clearance lagging behind 

peak systemic levels at 45 minutes post dose.

In addition to the DMNQ peak eluting at approximately 13.5 minutes on the HPLC 

chromatogram, an additional treatment-related peak was noted in the urine sampled at 30 

and 45 minutes post dose (Figure 7.5D). Eluting at approximately 11.5 minutes on the



HPLC chromatogram, the peak had an AUC value markedly greater than the DMNQ peak. 

It is possible that this peak represented DMNQ-related urinary metabolite. This suggestion 

initiated urinary metabolic profiling studies in mice treated with DMNQ to identify the 

putative metabolites. This work, carried out by Dr U Lutz and Dr W Lutz (Department of 

Toxicology, University of Wuerzberg) in collaboration with Dr T Gant subsequently 

identified sulphate and glucuronide conjugates of the dihydroquinone as the major urinary 

metabolites of DMNQ in mice (data awaiting publication).

7.3.2. Toxicokinetics, Biodistribution and Hepatic Effects of Acute DMNQ 
or MNQ Exposure in C57BU6J Mice

Based on the preliminary toxicokinetics of DMNQ in mice, a definitive study was 

designed. It was decided to investigate the kinetics of DMNQ in male C57BL/6J mice for 

five hours following a single i.p. dose of 25mg/kg in AO. As mentioned previously, MNQ 

was administered at the same dose level to a second group of mice for comparison. DMNQ 

and MNQ exposure was monitored in plasma, liver, kidneys and brain at 10 time points 

during the 5 hours post treatment. Plasma kinetics for both quinones were comparable with 

similar Cmax, Tmax and TYi metrics (Table 7.2), although the MNQ AUC was higher than 

DMNQ (plasma AUCIast of 498 and 246ng.hr/mL, respectively).

Although plasma kinetics were similar, tissue distribution was strikingly different for the 

two quinones. DMNQ was more widely distributed than MNQ, both in terms of tissues 

exposed and the level of exposure (Figures 7.5A to D and Table 7.2). Based on tissue 

AUCIast values, DMNQ exposure in the liver was 2.4-fold greater than that observed with 

MNQ, and in the kidneys exposure was 4.4-fold greater. An important difference was that 

DMNQ was also detected in the brain (albeit at much lower levels than those observed in 

the liver and kidneys), whereas MNQ was not (Figure 7.5D and Table 7.2). Thus DMNQ 

appears to cross the blood brain barrier whereas MNQ dose not. The increased efficiency 

with which DMNQ distributes to the tissues is puzzling given the difference in lipophilicity 

between the two quinones. DMNQ has a log P value of 1.67 compared to a value of 2.24 

for MNQ[332;333], suggesting that MNQ tissue distribution would be more efficient.

A possible explanation for this unexpected finding is the chemical reactivity of MNQ, 

which has the capacity to arylate soft nucleophiles such as GSH[334;335]. The formation 

of GSH-menadiol conjugates upon tissue entry would reduce the level of free MNQ that



could be detected in acetonitrile tissue extracts by the HPLC assay. As DMNQ does not 

possess this reactivity, due to the methoxy substitutions at the 2, 3- carbon positions[26], 

tissue levels would remain elevated until metabolism or clearance occurs. As mentioned 

previously, metabolite profiling for DMNQ (and MNQ) undertaken by Dr U Lutz and Dr 

W Lutz in collaboration with Dr T Gant has identified sulphate and glucuronide 

metabolites. These metabolites provide evidence that DMNQ and MNQ undergo two- 

electron transfer reduction to hydroquinones prior to conjugation reactions and urinary 

clearance. This route of metabolism is known to be an important detoxification reaction for 

quinones[9;28]. However, based on the high levels of DMNQ in the kidneys and its 

presence in the urine (Figure 7.4C), renal clearance appears to be a major route of 

elimination. Although urine MNQ levels were not measured in this study, the relatively low 

levels found in the kidneys relative to DMNQ (4.4-fold lower) suggests renal elimination is 

less important.

So what is the primary route of MNQ elimination? It is likely that GSH-menadiol 

conjugates were formed in the liver and are subsequently cleared via the biliary route. GSH 

conjugates formed in the liver can be excreted intact in the bile[28]. Dr T Gant is currently 

investigating whether such GSH conjugates are present in the bile of mice treated with 

MNQ to confirm this hypothesis. The urinary metabolite profiling work discussed earlier 

has also confirmed the presence of a mercapturic acid conjugate of MNQ in mice. Although 

a minor metabolite, its presence does at least provide some evidence of MNQ-GSH 

conjugate formation in vivo. The alternative route of GSH conjugate elimination is via renal 

clearance, during which the glutamate and glycine residues of GSH are sequentially 

cleaved, followed by AT-acetylation of the cysteine moiety to form a mercapturic acid 

conjugate[28].

To investigate whether a single bolus 25mg/kg i.p. dose of DMNQ or MNQ resulted in any 

hepatic effects, the glutathione status and transcriptome of the liver was monitored. GSSG 

levels were increased during the first 30 minutes post DMNQ and MNQ treatment 

(significant increases for DMNQ at 5 and 10 minutes), before a gradual return to basal 

levels by 60 minutes post dose (Figure 7.6B). This finding confirms that DMNQ and MNQ 

treated mice were exposed to hepatic redox challenge, albeit a short transient one. No



treatment-related changes in GSH levels were observed with either quinone over the 5 

hours post dose (Figure 7.6A).

Although no historical data exists for DMNQ, MNQ administration to rats has been shown 

to rapidly decrease hepatic GSH[324]. Ossola et al reported that a single i.p. dose of 

750pmol/kg of menadione sodium bisulphite (MSB) resulted in a 28 percent decrease in 

hepatic GSH levels within 1 hour, reaching a maximum effect at 3 hours with 

approximately 50 percent GSH depletion (versus vehicle control)[324]. A dose of 

750|xmol/kg MSB equates to approximately 130mg/kg of MNQ, a dose level greater than 

five times that used in this study. Thus, the lack of effect on hepatic GSH levels observed 

with 25mg/kg MNQ (and DMNQ) is most likely due to the dose level being too low to 

result in any appreciable GSH depletion. As discussed previously (Section 1.3.1), the 

concentration of GSH in the liver (4-8mM) is one of the highest of any tissue[42]. 

Consequently, the liver has the capacity to cope with relatively high concentrations of 

agents that have the potential to deplete GSH, such as DMNQ and MNQ.

A single bolus dose near 25mg/kg of MNQ (or MSB) to rodents does not result in 

histopathological changes in the liver[52;329]. In fact, either repeat dosing around this level 

for at least three consecutive days[327;328] or single bolus doses in the region of 75 to 

150mg/kg[52;336] is necessary to induce detectable hepatic toxicity. As equivalent 

hepatotoxicity reference data did not exist for DMNQ in vivo, plasma levels of ALT and 

AST were assessed to monitor whether a single bolus dose of 25mg/kg DMNQ i.p. resulted 

in damage to the liver. No treatment related changes in plasma ALT/AST levels were 

observed during the 5 hours post dose (Figures 7.7A and B). These data indicate that no 

acute hepatotoxicity is associated with a single 25mg/kg dose of DMNQ i.p., a finding that 

is in line with the in vivo MNQ knowledgebase.

Transcriptome analysis of the livers from DMNQ and MNQ treated mice indicated minimal 

changes were associated with a 25mg/kg dose of each quinone during the 5 hours post 

treatment. Only 42 probe sets were consistently regulated across the time course with either 

quinone. This is a very low grade transcriptional response given the number of genes whose 

transcription was monitored (approximately 35,000). There was a conspicuous absence of 

genes typically regulated with quinone exposure or redox stress, such as NADPH: quinone 

oxidoreductase 1 (Nqol), heme oxygenase 1 (Hm oxl), subunits of glutamate-cysteine
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ligase and AP-1-related transcripts. This was surprising, given that the livers had undergone 

a degree of redox stress, confirmed by the transient increase in GSSG levels observed 

between 5 and 10 minutes post treatment (Figure 7.6B). The low number of regulated 

transcripts, and lack of redox ‘housekeeper’ genes, suggests that only background variation 

was observed. It is likely that higher dose levels, or even repeat administration of DMNQ 

(and MNQ) is required to evoke transcriptional responses indicative of redox stress in the 

liver.

No true transcriptomic studies on the in vivo hepatic effects of DMNQ or MNQ treatment 

have been published to date. A limited amount of data does exist on the hepatic 

transcriptional responses evoked by MNQ administration, although only for focussed sets 

of genes. Such studies have generally used dosing regimes that would lead to greater 

hepatic MNQ exposure (in terms of dose level or frequency). For example, Hmoxl 

induction was observed in the livers of rats treated with a single dose of 750pmol/kg MSB

i.p. (equivalent to approximately 130mg/kg MNQ)[324]. Yoshinari et al reported that 

40mg/kg MNQ i.p administration to rats on three consecutive days resulted in increased 

transcription of Nqol[331]. And increased transcription of cytochrome P450 1AI (C ypla l) 

and C ypla l was observed in the livers of rats treated orally with 15mg/kg MNQ for 4 

days[338]. These studies support the assertion that a single i.p. dose of 25mg/kg of MNQ 

(and DMNQ) is insufficient to evoke a transcriptional response in the livers of mice.

This study provides the first detailed determination of the toxicokinetics and biodistribution 

of DMNQ and MNQ in vivo. Both quinones displayed similar plasma exposure kinetics, 

although the tissue distribution was strikingly different. DMNQ was more rapidly and 

widely distributed to the tissues assayed. Notably DMNQ crossed the blood brain barrier, 

whereas MNQ did not. DMNQ exposure levels were markedly higher in the liver and 

kidney, both in terms of Cmax and AUC. It is hypothesised that the reactivity of MNQ may 

partly account for the apparent reduced tissue distribution. The determination of the 

presence of GSH-menadiol conjugates in the bile of MNQ treated mice will confirm this 

(work currently underway within Dr T Gant’s group). The increase in liver GSSG levels 

observed with DMNQ confirms the utility of this compound for studying hepatic redox 

stress in vivo. However, based on minimal hepatic transcriptional responses observed with 

a single dose of 25mg/kg, future studies will necessitate a repeat dosing approach.



CHAPTER 8. GENERAL DISCUSSION



The overall aim of this thesis was to undertake a thorough transcriptomic study of the 

response to quinone-induced hepatic redox stress, both in vitro and in vivo. The study has 

enabled the identification of genes and control pathways whose differential regulation 

appears key in the adaptive response to quinone challenge (Chapter 4) and quinone- 

mediated redox stress (Chapter 5) in rat hepatocytes. In particular the role of Pim3 kinase in 

rat hepatocyte survival following quinone-induced redox stress was established and 

confirmed using RNA interference techniques (Chapter 6). For the first time, the utility of 

the redox cycling quinone 2,3-dimethoxy-1,4-naphthoquinone (DMNQ) for studying 

hepatic redox stress in vivo was explored (Chapter 7). Comparison of DMNQ in vivo 

exposure kinetics with the structurally-related analogue menadione (MNQ) demonstrates 

that the former has clear advantages as a tool compound for study redox stress in vivo.

8.1. The Utility of Quinone Signature Genes

One of the main aims of this thesis was to investigate the utility of transcriptomics in the 

recognition and understanding of toxicity, particularly that associated with quinone 

exposure. Through the use of quinones with varied reactivity (in terms or redox cycling and 

arylating potential), it was hypothesised that sets of genes that differentiate the reactivity of 

the quinones (mechanism-based marker genes) would be able to be identified. The 

transcriptional investigation carried out (Chapter 4) determined that it was not possible to 

differentiate quinone reactivity based on transcriptomic data (Figure 4.4). This was most 

likely due to the fact that both reactivities result in similar cellular stress challenges and 

these are reflected in the transcriptomic data. Redox active quinones induce oxidative stress 

and arylating quinones mimic oxidative stress (through rapid depletion of GSH resulting in 

a shift in redox status). Transcriptomic profiles were unable to differentiate these two 

events.

A core set of genes were consistently regulated in response to the quinones tested, these 

have been termed ‘quinone signature genes’ (Table 4.7). A number of these have not 

previously been associated with quinone exposure or in some cases oxidative stress. 

However, their regulation makes functional sense based on the known biological 

consequences of quinone challenge (Figure 4.6). The data presented here indicates potential 

utility for quinone signature genes in the drug development process. The inclusion of such a 

gene panel within a screen could aid the detection of quinone-related metabolites prior to



structural identification. During the drug development process, pharmaceutical companies 

frequently progress lead New Chemical Entities (NCEs) that are subsequently identified to 

have quinone-related metabolites once metabolism studies are carried out. The reactive 

nature of quinones means that NCEs with quinone-related metabolites potentially carry an 

additional safety liability and would be better removed from development earlier[339]. This 

would assist NCE development because metabolite profiling occurs relatively late in 

development. The earliest drug metabolism readout typically takes the form of in vitro 

studies in isolated liver microsomes or in hepatocyte cultures (from a variety of relevant 

mammalian species) and occur in the late stages of lead optimisation or the early stages of 

preclinical development[340;341]. Due to practical limitations, it is not feasible to carry out 

metabolite studies any earlier at present. However, there is clear value (in terms of 

development costs) in being able to discharge the risk of quinone-related metabolites earlier 

in the lead optimisation/preclinical development cycle if suitable screens existed. A panel 

of quinone signature genes has the potential to form the basis of such a screening tool.

Although a core set of 22 quinone signature genes was identified (Table 4.6), additional 

work would be required before they could be confirmed as a quinone marker panel for use 

in cell-based screening. Many of the genes can be considered markers of a general stress 

response. For example, early growth-response 1 (E grl), activator protein-1-related genes 

(i.e. Fos, Fos-like 1 and small maf protein K) and heme oxygenase 1 (H m oxl) have been 

shown to be induced in response to a range of stress stimuli in various cell 

types[138;139;154;155;157-159;342-346]. Others have been associated with the response 

to oxidative stress induced by non-quinone entities, including transglutaminase /[  168], 

choline kinase alpha[U3], pregnancy-induced growth inhibitor[ 189] and growth 

differentiation factor 75[201;206]. However, within the set of 22 quinone signature genes, 

serine/threonine kinase Pim3, dual specificity phosphatase 5, myosin regulatory light chain 

interacting protein, pyruvate dehydrogenase kinase isoenzyme 4 and solute carrier family 5 

member 3 have not previously been linked directly with either oxidative stress or quinone 

exposure. The lack of response-specificity of individual genes is not necessarily important 

for a screen. It is the overall responsiveness of the panel that would be used for detecting 

the presence of quinone metabolites. To determine whether the panel of genes is specific to 

quinones it would be necessary to carry out additional testing in rat hepatocytes with non- 

quinone entities that exert similar mechanistic challenges. Equivalent studies with



compounds that have known quinone-related metabolites would also need to be run to 

assess responsiveness of the gene panel fully. This would allow the utility of the quinone 

signature genes identified in this thesis to be confirmed as a valuable screening tool for 

identifying quinone-related metabolites.

8.2. The Efficacy of Thymoquinone in Preventing Aflatoxin Br  
Mediated Hepatocarcinogensis Warrants Further 
Investigation

Thymoquinone (TQ), the active constituent of Nigella sativa seed extract[125;126], was 

originally included in the quinones selected for investigation to increase diversity within 

the test set. Being a benzoquinone analogue, it meant that two compounds of this class of 

quinone were included (the other being 1,4-benzoquinone). It also has some confounding 

properties for a quinone, given its capacity to arylate nucleophiles (it reacts non- 

enzymatically with GSH[129]) while at the same time displaying superoxide anion 

scavenging properties[126]. The arylating capacity of TQ was confirmed during the dose- 

ranging study carried out in rat hepatocytes (Chapter 3) in that GSH depletion was 

observed at 8 hours (Figure 3.5C). Superoxide scavenging has been cited as the mechanism 

for TQ ameliorating oxidative stress-related toxicity in in vivo and in vitro systems 

(reviewed in Section 3.1.1). Two studies have demonstrated that TQ co-administration can 

protect mice and rats against doxorubicin-induced cardiotoxicity[127;128].

Transcriptional data produced as part of this thesis (Chapter 4) suggests that superoxide 

scavenging is not the only mechanism through which TQ can ameliorate the effects of 

oxidative stress. TQ exposure of rat hepatocytes at a sub-cytotoxic concentration for 8 

hours resulted in increased transcription of a number of nuclear factor (erythroid-derived 

2)-like 2 (Nrf2)-target genes (Figure 4.4A). Although no change in glutathione status was 

observed with 50|xM TQ exposure (Figures 4. IB and C), it evoked a far more marked 

transcriptional induction of Nrf2-target genes than the other quinones tested. The other 

quinones did adversely affect glutathione status at equitoxic concentrations. This finding 

suggests that a component of the protective properties of TQ is attributable to its potency as 

an inducer of Nrf2-target genes.

The potency of TQ for inducing Nrf2-target gene transcription, in the absence of adverse 

effects on glutathione status, is significant. Compounds with such properties have potential
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utility as cancer chemopreventitive agents[347;348]. Indeed, TQ co-administration at 

lOmg/kg (a sub-toxic dose) has been shown to protect mice against benzo[a]pyrene 

(B[a]P)-induced forestomach carcinogensis[349]. Similarly Badary et a/[350] demonstrated 

that the same dosing regime led to a significant reduction in the mutagenicity of B[a]P in 

mice (as assessed by a reduced rate of chromosomal aberrations).

Cancer chemoprevention involves the administration of compounds to block the 

carcinogenic process[351]. There are a number of mechanisms through which these agents 

exert their anti-cancer activity. One important mode of action is via modulation of 

metabolism, leading to enhanced detoxification of carcinogenic agents. In this regard, the 

Nrf2 pathway is of critical importance. As discussed previously (Section 1.3.2), many of 

the proteins encoded by Nrf2-target genes are involved in detoxification of carcinogenic 

agents, such as reactive metabolites or reactive oxygen species (ROS). Key Nrf2-target 

genes include a battery of phase 2 metabolism enzymes that carry out the conjugation of 

reactive metabolites, facilitating enhanced elimination[49;85;351;352].

To date the dithiolethiones are probably the best studied group of cancer chemopreventitive 

agents. Their efficacy has been demonstrated in a range of chemically-induced 

experimental models of carcinogenesis[353]. The dithiolethione oltipraz, originally 

developed as a treatment for parasitic infections, has been shown to markedly reduce the 

rates of tumour formation in mice exposed to diethylnitrosamine, uracil mustard and B[a]P 

[354]. In rats oltipraz decreases the rate of colon tumour formation induced by azomethane 

exposure[355] and aflatoxin-Bi (AFBi)-induced hepatocarcinogenesis[356]. Short-term 

clinical trials on the efficacy of oltipraz in preventing hepatocarcinogenesis have been 

carried out in populations where dietary exposure to AFBi is high (Qidong, China) and 

resulted in significant increases in urinary excretion of the aflatoxin-mercapturic acid[357]. 

This indicates that oltipraz enhances phase 2 metabolism of AFBi in man, suggesting it 

may have potential for reducing development of hepatocarcinomas associated with high 

AFBi exposure.

The findings of this study suggest that the utility of TQ as a chemopreventitive for AFBi. 

induced hepatocarcinogensis warrants further investigation. It shares the Nrf2-pathway 

inducing properties of the dithiolethiones[358-360] while at the same time having 

superoxide scavenging activity[126]. There is obvious potential for these properties to act



in synergy, conferring increased efficacy on TQ for cancer chemoprevention compared to 

an agent that works solely through Nrf2 pathway induction or has antioxidant activity 

alone.

8.3. An Insight into the Key Genes Promoting Hepatocyte Survival 
in the Face of Quinone-Mediated Mitochondrial Toxicity

The study of temporal responses to DMNQ and MNQ exposure in rat hepatocytes (Chapter 

5) has offered a detailed insight into the adaptations made by these cells under conditions of 

marked oxidative stress. Transcriptional changes correlate with the perturbations in cellular 

metabolism and biochemical lesions that redox cycling quinones are known to induce. The 

pathways regulated also confirm the central role of mitochondria in the manifestation of the 

redox cycling quinone toxicity. Redox cycling quinones (including DMNQ and MNQ) act 

as alternate electron acceptors, disrupting the normal flow of electrons along the respiratory 

chain[100;361]. This reduces the efficiency of aerobic respiration, leading to depletion of 

substrates required for energy metabolism, decreased ATP generation and increased 

electron leakage from the respiratory chain[34;39;362]. The futile redox cycling between 

the parent quinone and semiquinone radical also leads to additional ROS generation via 

Fenton chemistry (as outlined in Section 1.1.3). The net result is: 1) perturbed energy 

homeostasis and 2) ROS-mediated depletion of GSH (and other antioxidants) that can 

result in oxidative stress. Left unchecked these two intrinsically linked challenges can 

eventually lead to cell death via apoptosis (if the cell has sufficient reserves of ATP) or 

necrosis (if the cell does not)[363] (as outlined in Figure 8.1).
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Figure 8.1: Mechanisms of redox cycling quinone-mediated mitochondrial toxicity 
and the key response pathways regulated by rat hepatocytes to 
ameliorate these effects and promote survival.

Redox cycling quinones act as alternate electron acceptors, perturbing normal electron flow along the respiratory chain. 
This leads to a chain of events that increase ROS generation and cause oxidative stress, decrease ATP generation and 
eventually leads to the MPTP opening. This can result in cell death via apoptosis (if sufficient ATP is available) or 
necrosis. The key transcriptional responses mounted by rat hepatocytes to counter these effects and promote survival are 
indicated.

The key route through which redox cycling quinones cause mitochondria-mediated cell 

death is via ‘permeability transition’ as a result o f opening o f the mitochondrial 

permeability transition pore (MPTP)[364;365]. Mitochondrial permeability transition is 

characterised as increased non-specific permeability o f the inner mitochondrial membrane, 

loss o f the membrane potential and mitochondrial swelling[363]. Transient opening o f the 

MPTP can result in cytochrome c release and initiation o f cell death via the intrinsic
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apoptotic pathway. Prolonged opening of the MPTP can result in loss of membrane 

potential, uncoupling of oxidative phosphorylation and an inability to generate sufficient 

ATP leading eventually to necrotic cell death[366]. Redox cycling quinones have been 

shown to induce opening of the MPTP in isolated mitochondria[367]. Henry and Wallace 

demonstrated that exposure of rat hepatocytes to DMNQ or MNQ, at concentrations within 

the same order of those that I used, induced opening of the MPTP[101]. Redox cycling 

quinones are believed to induce opening of the MPTP as a result of oxidative 

stress[20;100]. Under prooxidant conditions oxidation of cysteinyl residues that play a 

critical role in MPTP regulation results in an increased probability of the pore 

opening[368]. This mechanism was first proposed by Petronelli et al who investigated the 

effect that a number of oxidative stress-inducing agents (MNQ included) had on MPTP 

function in isolated mitochondria[367].

My transcriptomics data using rat hepatocytes exposed to 150jiM DMNQ or 25pM MNQ 

(Chapter 5) identified the key transcriptional changes promoting survival of these cells 

under conditions of redox-mediated perturbation of mitochondrial function (summarised in 

Figure 8.1). The transcriptional changes were consistent with adaptation to altered energy 

metabolism. Quinone-mediated perturbation of oxidative phosphorylation results in rapid 

utilisation of glycolytic substrates[20;184]. The changes in pyruvate dehydrogenase kinase, 

isoenzyme 4 (Pdk4) and 3-oxoacyl-ACP synthase (mitochondrial) (Oxsm) transcription 

(Figure 8.1) early in the time course were consistent with a shift towards fatty acid (FA) 

catabolism to supply acetyl-CoA to the citric acid cycle, allowing glucose conservation. At 

the same time, increases in transcription of protein phosphatase 1 regulatory (inhibitor) 

subunit 3B (Pppr3b), Pppr3c and phosphoenolpyruvate carboxykinase 1 (P ck l) indicate an 

attempt to replenish glucose stores by shunting pyruvate (spared as a result of FA 

catabolism) into gluconeogenesis and glycogen storage. As time progresses and reduced 

mitochondrial ATP generation becomes more critical, increased transcription of 6- 

phosphofructo-2-kinase/fructose-2,6-biphosphatase 3 (Pfkfb3) and aldo-keto reductase 

family 1, member B8 (Akrlb8), and decreased transcription of cytochrome c oxidase, 

subunit Via, polypeptide 2 (Cox6a2) and NADH dehydrogenase (ubiquinone) 1 alpha 

subcomplex 11 (N dufall), point towards enhanced glycolysis and down-regulation of 

oxidative phosphorylation. The transcriptional changes indicate how rat hepatocytes 

optimise energy output in the face of a perturbation of normal mitochondrial function.



In addition to optimisation of energy metabolism, transcriptional changes indicate a 

coordinated oxidative stress and DNA damage response in the face of enhanced ROS 

generation within the mitochondria (Figure 8.1). Increased transcription of antioxidant 

defense genes (e.g. Hmoxl and Metallothionein 3 (Mt3)) and glutathione metabolism genes 

{glutamate-cysteine ligase catalytic subunit (Gc/c), glutathione reductase (Gsr) and solute 

carrier family 7, member 11 (S lc7a ll)) were accompanied by decreased transcription of 

ROS-generating systems (e.g. cytochrome P450 la l  (C yp la l) and Quiescin 6-like 1 

(Qscnll)). Increased transcription of a number of tumour suppressor p53-target genes (e.g. 

Cyclin-dependent kinase inhibitor la  (p21) (Cdknla), growth arrest and DNA-damage- 

inducible 45 gamma (Gadd45g) and DNA-damage-inducible transcript 3 (Ddit3)) are 

indicative of cell cycle arrest in response to ROS-mediated DNA damage[267;369;370].

The proteins and enzymes encoded by this diverse group of genes work in concert to 

minimise the deleterious effects of excessive ROS generation. However, once these cellular 

defences are overwhelmed oxidative stress ensues. In the mitochondria this can lead to 

MPTP opening with the outcomes discussed previously (i.e. apoptosis or cellular energy 

crisis and necrosis).

Transient opening of the MPTP can result in release of mitochondrial constituents into the 

cytosol, among them cytochrome c which binds to oligomerised APAF-1 forming the 

apoptosome[363]. The apoptosome recruits and activates caspase-9 which initiates 

apoptosis through the subsequent activation of effector caspases (i.e. caspase-3, -6 and - 

7)[225;226]. Changes in apoptosis-related genes in DMNQ and MNQ exposed hepatocytes 

(Figure 8.1) indicate the core transcriptional response necessary to prevent (or perhaps 

delay) activation of the intrinsic apoptotic pathway following MPTP opening. There was 

decreased transcription of several pro-apoptotic genes (i.e. apoptotic peptidase factor 1 

(Apafl), tissue growth factor beta 2 (Tgfb2), TGFB-inducible early growth response 3 

(Tieg3) and nerve growth factor receptor-associated protein 1 (Ngfrapl)), all of which are 

linked to the intrinsic apoptotic pathway. Tgfb2 and Tieg3 have been implicated in 

potentiation of MPTP opening[233]. APAF-1 is a core component of the 

apoptosome[226;371;372] and the protein encoded by Ngfrapl is involved in blocking the 

activity of Apoptosis Inhibitor Proteins (AIPs), which would normally prevent activation of 

Caspase-9 [247].
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The transcriptional findings indicate that the anti-apoptotic response is primarily mediated 

by PIM kinase family members. Piml and Pim3 transcription was increased from 6 hours 

onwards in rat hepatocytes exposed to DMNQ or MNQ (Figure 5.10). The importance of 

Pim3 in hepatocyte survival in response to challenge with redox cycling quinones was 

confirmed by targeted knockdown of this gene using RNA interference (Chapter 6). At 

150pM DMNQ and 25pM MNQ, hepatocytes transfected with Pim3-specific small 

interfering RNAs (siRNAs) displayed increased sensitivity over those transfected with a 

non-functional control siRNA. Marked necrotic cell death was noted with 6 hours exposure 

(increased LDH leakage; Figures 6.4A and B) and evidence of increased apoptosis was 

observed within 3 hours (activated caspase 3 activity; Figure 6.5A and B). PIM kinases 

have been shown to promote cell survival through inactivation of the BCL2-agonist of cell 

death (BAD)[190;191;252;253]. This activity prevents binding of BAD with anti-apoptotic 

members of the Bcl-2 family (e.g. Bcl-X(L), Bcl-2 and Bcl-W), thereby freeing them to 

facilitate inhibition of the intrinsic apoptosis pathway[254;298]. Based on the data 

presented within this thesis, PIM kinases are of central importance in promoting hepatocyte 

survival in response to challenge with redox cycling quinones. A role for Pim3 in 

promoting cell survival in response to oxidative stress, quinone challenge or MPTP opening 

has not been previously defined.

8.4. Comparability of the In Vivo and In Vitro Hepatic Responses 
to DMNQ and its Utility for Studying Oxidative Stress In Vivo

One of the achievements of this thesis was to address the paucity of in vivo data on DMNQ. 

DMNQ, and related quinones such as MNQ, are frequently used as tool compounds for 

studying redox stress in vitro. The ability of DMNQ to generate hydrogen peroxide, 

increase GSSG levels and affect other redox-relevant endpoints have been demonstrated in 

a host of cell types[219;319;373-376]. The utility of this quinone for equivalent in vivo 

studies are obvious, although apparently no such studies have been undertaken. Analysis 

carried out on the tissues and biofluids from male C57BL/6J mice treated with a single 

bolus dose of 25mg/kg DMNQ i.p. has provided a thorough profile of the toxicokinetics 

and initial biodistribution of this quinone (Table 7.2). Comparison with equivalent data 

produced for MNQ shows that DMNQ is more widely distributed (Figure 7.5 and Table 

7.2). Significantly, DMNQ was distributed to the brain, whereas MNQ was not.
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The advantages of DMNQ for studying oxidative stress and quinone-mediated redox effects 

in vitro over other quinones have been recognised by others[365;377]. It has a similar redox 

potential to MNQ, but does not have the capacity to arylate cellular nucleophiles due to the 

methoxy substitutions at the 2 and 3 carbon position[377]. Thus, without the added 

complexity of cytotoxicity derived from protein adduct formation, DMNQ enables the 

cytotoxic effects of redox stress to be more definitively studied. This assertion is just as 

relevant to the study of redox stress in vivo. When this is considered alongside the superior 

biodistribution profile demonstrated for DMNQ, the case for this compound being the tool 

of choice for studying oxidative stress and redox-related toxicity in vivo is clear. Indeed, the 

fact that DMNQ crosses the blood brain barrier (BBB) opens up opportunities for studying 

the effects of oxidative stress in neuronal tissue in vivo. This may be of value in helping to 

define the role that oxidative stress plays in a number of neurological disease states. For 

example, it has long been recognised that Alzheimer’s and Parkinson’s diseases have an 

oxidative stress component[378;379]. DMNQ may also have utility in studying the effects 

of respiratory chain perturbation in neuronal tissue.

In vivo work undertaken as part of this thesis focused on the hepatic physiological 

consequences of DMNQ (and MNQ) exposure (Chapter 7). This was to allow the direct 

comparison of hepatocyte transcriptomic data to equivalent in vivo data, an important step 

for defining the relevance of changes observed in vitro. Transcriptional changes observed 

in rat hepatocytes exposed to 150pM DMNQ or 25pM MNQ (summarised in Figure 8.1) 

indicated a coordinated response to the deleterious effects of redox challenge. There was 

evidence of induction of antioxidant defence systems, the response to DNA damage, anti- 

apoptotic signalling and optimisation of energy metabolism to compensate for perturbation 

of mitochondrial function. It is clear from the changes observed in glutathione status that 

150pM DMNQ or 25pM MNQ resulted in a marked redox challenge to rat hepatocytes 

(Figures 5.2 to 5.4). No evidence of this type of response was observed in the livers of 

DMNQ or MNQ treated mice (refer to Section 7.2.3.3). Changes in glutathione status in the 

livers of mice treated with 25mg/kg i.p DMNQ or MNQ were more subtle (compared to 

those observed in rat hepatocytes exposed to 150pM DMNQ or 25pM MNQ), with only 

transient increases in GSSG being observed (Figure 7.6B). As DMNQ or MNQ was 

systemically cleared, the redox challenge subsided (refer to plasma and liver quinone 

kinetics, Figures 7.5A and B). Thus, the lack of hepatic transcriptional response in vivo is



most likely a function of insufficient quinone exposure (in terms of levels and time) being 

achieved.

Equating in vitro treatment conditions with in vivo exposure is not a simple task, although 

efforts were made to ensure comparability. In vitro, DMNQ and MNQ concentrations that 

induced an effect on glutathione status, while not causing overt acute (up to 8 hours) 

cytotoxicity were selected (Chapter 3). In vivo, the 25mg/kg i.p. dose was based on the no 

observed adverse affect levels (NOAEL) defined for DMNQ (based on clinical signs in 

dose ranging studies, refer to Section 7.3.1) and MNQ[329]. At these dose levels overt liver 

toxicity was not observed with DMNQ (based on plasma ALT/AST levels, Figures 7.7) but 

a change in glutathione status was (Figure 7.6B). As DMNQ exposure levels were 

increased above 25mg/kg dose-limiting toxicity was rapidly observed (as outlined in 

Section 7.2.2). When this is considered in the context of the minimal changes in liver 

physiology at the NOAEL (i.e. no redox-related transcriptional changes and only a transient 

increase in GSSG levels), it must be concluded that the primary target organ for DMNQ 

toxicity is not the liver.

The differential responses to DMNQ or MNQ-mediated redox challenge in primary 

hepatocytes and the liver in vivo underscores the importance of taking a cautious approach 

when drawing conclusions based simply on in vitro data. An understanding of the in vivo 

situation helps define the relevance of findings seen in vitro. Key determinants for the 

differential response most likely include quinone exposure and environmental conditions. 

Primary hepatocytes are continuously exposed to DMNQ for the duration of the 

experiment, whereas in vivo, DMNQ is rapidly cleared from the liver (Table 7.2). 

Additionally the capacity for primary hepatocyte in vitro to survive redox challenge is 

greatly diminished compared to hepatocytes within the in vivo environment (Personal 

communication; Dr Dominic Williams, Pharmacology Department, University of 

Liverpool). The culture conditions also ensure that hepatocytes endure a higher level of 

oxygen tension than their in vivo counter parts[380], exacerbating the oxidative stress 

associated with redox cycling quinones.

The rapidity with which toxicity is manifest following i.p. administration of DMNQ above 

25mg/kg may point towards the brain as the potential primary target organ. DMNQ 

certainly penetrated the BBB (Figure 7.5D) and neuronal tissue may well be exquisitely



sensitive to the effects of such a quinone. DMNQ can act as an alternate electron acceptor 

within the mitochondrial respiratory chain, disrupting electron flow and diminishing energy 

production[34]. The redox stress it induces also depletes cellular antioxidants. Neurons are 

highly dependent on aerobic energy production[381]. A second potential DMNQ target 

organ is the heart, which is also more susceptible to mitochondrial perturbation and 

oxidative stress than the liver[382;383]. The cardiac effects of DMNQ in the same mice are 

currently being investigated (within Dr Tim Gant’s group, MRC Toxicology Unit, Leicester 

University). Early findings indicate that acute cardiac toxicity is caused by a DMNQ dose 

of 25mg/kg i.p. and that this is indeed associated with mitochondrial events (based on 

transcriptional changes in the heart tissue).

8.5. Future Work

To evaluate the specificity of the ‘quinone signature genes’ an assessment of the 

responsiveness of this panel to non-quinones is necessary. This would require the treatment 

of rat hepatocytes with a number of non-quinone compounds that exert toxicity through 

arylation or redox cycling. Compounds known to have quinone-related metabolites would 

also be assessed.

One of the aims of this thesis was to carryout out a comparison of the hepatic 

transcriptional response to quinones in vitro and in vivo. This was not achieved because 

DMNQ and MNQ dose levels used in mice were too low to evoke an oxidative stress 

response. Dose escalation above 25mg/kg DMNQ is not feasible, due to rapid onset of 

dose-limiting toxicity. This appears to be Cmax-related as clinical signs subside within 30 

minutes (as DMNQ is cleared). Thus a repeat dosing approach at or below 25mg/kg is 

required, which may include multiple daily dosing due the rapid clearance of DMNQ.

RNA interference (RNAi) experiments confirmed a role for Pim3 in hepatocyte survival in 

response to quinone-mediated redox challenge. Additional RNAi experiments are required 

to confirm the importance of other key genes in ameliorating quinone cytotoxicity. It would 

also be interesting to define whether PIM kinases play a role in quinone hepatotoxicity in 

vivo. Possible avenues for evaluating such a role would include transcript analysis in the 

livers of DMNQ or MNQ treated mice. Investigating whether PIM kinase knockout models 

display increased hepatic sensitivity to redox-cycling quinones would also be of value. In 

vivo RNA interference would be an alternative route of investigation
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8.6. Conclusions

During the course of this study I have sought to utilise transcriptomics to identify key genes 

and control pathways in ameliorating quinone-mediated hepatotoxicity, with a focus on 

redox stress.

In vitro this was undertaken in primary rat hepatocytes, where transcriptional responses to 

quinones with a range of reactivities (in terms of arylating and redox cycling capacity) were 

assessed. It was not possible to differentiate arylating or redox cycling quinones based on 

transcriptional responses. This is most likely a function of the two mechanisms resulting in 

similar cellular challenges. However a core set of 22 ‘quinone signature genes’ were 

identified, which may have utility in screening for quinone-related metabolites. 

Significantly, Pim3, Dusp5, Mylip, Pdk4 and Slc5a3 have not previously been associated 

with quinone exposure or oxidative stress. As anticipated, Nrf2-target genes were regulated 

with quinones affecting glutathione status, but also with TQ which did not. TQ’s potency 

for inducing Nrf2-target genes warrants more investigation and may indicate efficacy in 

hepatic cancer chemoprevention.

Subsequent hepatocyte studies focused on temporal responses to DMNQ and MNQ, both 

redox cycling quinones. A coordinated response to redox stress and DNA damage was 

observed, with increased transcription of Nrf2 and p5 3-target genes and decreased 

transcription of ROS-generating systems. Changes in genes encoding enzymes central to 

modulation of energy metabolism indicate a shift towards enhanced glycolysis to 

compensate for quinone-mediated perturbation of mitochondrial function. Overall, the 

transcriptional responses confirmed the central role that mitochondria are known to play in 

redox cycling quinone toxicity, with down regulation of the intrinsic apoptotic pathway to 

promote cell survival. Key to this response were serine/threonine kinases PimI and Pim3, 

the importance of the latter being confirmed in RNA interference experiments. The role of 

PIM kinases in ameliorating quinone and mitochondrial toxicity in the liver warrants 

further investigation.

In vivo studies in mice treated with single doses of 25mg/kg DMNQ or MNQ i.p. provided 

detailed exposure kinetics that will lay the foundation for further in vivo work. DMNQ 

treatment did result in a redox challenge within the liver, although the response was only 

transient. Based on transcriptional analysis, this challenge was not sufficient to induce
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oxidative stress. Repeat dosing studies are required to investigate hepatic responses to 

DMNQ-mediated redox stress in vivo. Based on the rapidity with which DMNQ-related 

toxicity is manifest at doses above 25mg/kg i.p., an organ other than the liver is the primary 

target for toxicity. A possible candidate is the brain as DMNQ crossed the BBB. This opens 

up possibilities for DMNQ as a tool for investigating oxidative stress and perturbed 

mitochondrial function in neuronal tissue in vivo. This may be of value in defining their 

role in neurological disease states and toxicity.

The findings of this study add to the knowledgebase of quinone toxicity and key hepatic 

response pathways for promoting cell survival. In addition, as quinones are frequently used 

as tool compounds for studying oxidative stress, the data also furthers our understanding of 

the relationship between oxidative stress and gene expression.

The work in this study indicates that genomics has applicability to identify toxicity soon 

after chemical exposure. It can perhaps be argued that at the present time it is not the high 

mechanistic precision tool that was initially anticipated. This was indicated by its inability 

to differentiate quinones based on their specific reacitivies (Chapter 4). It is though 

sensitive for toxicity and applied early in the drug development pipeline could have the 

potential to screen out those compounds that have potential to cause toxicity, either 

intrinsically or via reactive metabolites, in a more timely manner. The lack of 

understanding of gene functions hinders effective interpretation of genomics data and it is 

probable that as this knowledge advances then genomics will become a more 

mechanistically precise tool. For example, of the 804 probe sets selected for cluster analysis 

following exposure of rat hepatocytes to DMNQ or MNQ (Chapter 5), it was only possible 

to confer a functional interpretation on a small proportion (226, approximately 30 percent). 

Therefore as the understanding of individual gene roles in cell biology improves, so will the 

interpretation of transcriptional profiles and the mechanistic precision of the tool.

Genomics as a discipline is still in its relative infancy, so at the present time we are seeing 

only the first stages of application in toxicology. As the science develops further it will 

further empower mechanistic toxicology as genomics is applied to its full potential.
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