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ABSTRACT

THE EFFECT OF ORGANISATIONAL VALUES ON EMPLOYEE THEFT: 
A STUDY OF SUPERMARKETS IN RIYADH, SAUDI ARABIA

By

Saleh Abdullah Dabil

The primary purpose of this study is to explore empirically the relationship between 
staff perceptions about organisational values and employee theft, with the intention 
of showing that the perception of strong organisational values in the workplace by 
employees minimises the occurrence of employee theft. The study focuses on a 
chain of supermarkets in Riyadh, Saudi Arabia.

A total of 429 employees from the chosen supermarkets company have answered the 
questionnaire. Eight top executive staff including the chairman of the targeted 
company and 15 store managers were interviewed.

Among the findings are that organisational values have been classified into six 
dimensions as a result of factor analysis and, generally, there are statistically 
significant relationships between these dimensions and employee theft. The general 
findings support the main hypotheses of the thesis. The findings also support the 
hypothesis that employee theft is affected by the level of economic and community 
pressures as controlling variables for organisational values.

This thesis has contributed to both the field of employee theft and the field of retail 
security theoretically and methodologically as one of the few studies which has been 
done in Saudi Arabia. Theoretically this study has investigated the relationships 
between organisational values and employee theft and methodologically by 
developing both organisational values and employee theft scales. These scales can be 
utilised for future research. More suggestions for future research and further studies 
in employee theft in Saudi Arabia are recommended.
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INTRODUCTION TO THE PROBLEM

The primary purpose of this study is to explore empirically the relationship between 

staff perceptions about organisational values and employee theft with the intention of 

showing that the perception of strong organisational values in the workplace by 

employees minimises the occurrence of employee theft. The study focuses on a chain 

of company supermarkets in Riyadh, Saudi Arabia. Employee theft is defined as any 

act of theft or fraud by a worker in the workplace may cause an employer a financial 

loss.

Importance of the study

The study of theft and, particularly, the issue of employee theft have drawn little 

empirical investigation in Saudi Arabia despite their practical significance. Although 

elements of theft have been explored in general terms (see: Alnabhan 1980; Alearq 

1989; Altowaijry 1993), no systematic research has been conducted on the specific 

causes of, or explanations for, employee theft in the Kingdom of Saudi Arabia. The 

limited number of studies in this field makes a study of employee theft in Saudi 

Arabia important and, since it has a large number of supermarkets, Riyadh is an 

appropriate location for studying the phenomenon.

Furthermore, the study of the relationship between organisational values and 

employee theft in the supermarkets in Riyadh is significant and important for at least 

four reasons. First, it helps fill the gap in employee theft research in Saudi Arabia by 

testing organisational values as predictors of theft occurrence in the workplace. 

Second, it contributes to an understanding of organisational culture in supermarket 

organisations by explaining human behaviour in actual organisational contexts. 

Third, the introduction of qualitative and quantitative measurement to supermarket
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culture research invites comparisons between managerial and general employee 

levels in relation to organisational values, and a more accurate assessment of their 

influence. Finally, this study may hopefully establish a validated measurement of 

organisational values in Saudi Arabia which could form the basis of future research 

in management and criminology.

Peculiarity of the current research

This study departs from previous research in that it is, at the time of writing, the first 

endeavour to explore the relationship between organisational values and employee 

theft. Moreover, it may be the first attempt to apply such research propositions, 

particularly in supermarkets, outside the original arenas of the western cultures.

Furthermore, this study could be the first attempt, at least in the supermarket field, to 

investigate the relationship between a number of internally consistent organisational 

values and internal theft in the workplace. Thus, the researcher anticipates that such a 

departure will make a positive contribution to the field of criminology and retail 

security.

As stated above, this study was conducted in supermarkets in Riyadh, Saudi Arabia, 

and thus it was felt useful to provide a brief context to the country, its population, 

area and the crime statistics in Riyadh and. Saudi Arabia. These contextual 

backgrounds will be addressed in Chapter 1 in the statistical background section.

Theoretical perspectives

A theoretical perspective of this research is a collection of elements of different 

theories culminating in a new theoretical model. Three theories have been reviewed 

in order to borrow the most relevant elements concerning employee theft. These
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theories are: organisational climate theory, economic pressure theory and community 

pressure theory.

The relationship between organisational values and employee theft is tested via 

organisational climate theory (Greenberg and Barling 1996; Boye and Jones 1997), 

which is one of the workplace theories. The basic premise of organisational climate 

theory is that people steal from their employers because they interact in a social 

setting in which conditions make social influences regarding theft possible and in 

which various social influences trigger employee theft (Kamp and Brooks 1991; 

Greenberg and Barling 1996; Boye and Jones 1997). This theory indicates that lower 

employee theft levels will be obtained by altering the organisational climate to 

address employee motivations and perceptions than by merely decreasing employee 

opportunities to engage in employee theft. This theory considers the modification of 

organisational factors and employee reactions to these factors to reduce theft (Boye 

and Jones 1997).

The economic pressure theory postulates that when economic pressures become 

great, people may turn to illegitimate means to achieve socially acceptable goals 

(Hollinger and Clark 1983a). The economic situation within the community in which 

the individual lives and works could affect that person’s financial viability and hence 

influence his or her decision to become involved in employee theft.1

Community pressure theory (Hollinger and Clark 1983b; Robinson and Bennett 

1997; Niehoff and Paul 2000) suggests that the incidence of employee theft in a 

company is a direct reflection of the rate of non-violent larceny found in the larger

1 See: Hollinger and Clark 1983; Greenberg and Barling 1996; Ziegenfuss 1996; 
Boye and Jones 1997; Greenberg 1997; Robinson and Bennett 1997; Nelson and 
Perrone 2000.
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community. The basic theoretical assumption is based upon the idea that if a 

company hires indigenous employees from that community, their aggregate theft 

behaviour while at work may correspond to the level of theft present in the 

community (Hollinger and Clark 1983b). One plausible reason for this might include 

the individual’s criminal background. According to Greenberg and Barling (1996), 

individual deviant background indicates that the person with a positive attitude to 

steal will continue to steal in the workplace. Boye and Jones (1997) present an 

alternate view by stating that pressures resulting from the workgroup in the 

organisation contribute to the higher probability of workplace theft. Internal 

pressures include the effect of work group norms (Hawkins 1984) and collaboration 

with other employees to steal from employers (Homing 1963; 1968; Mars 1983).

The perception of organisational values by employees is the primary independent 

variable in this study and it will be related to employee theft as the dependent 

variable. Economic pressures and community pressures are the main control 

variables mediating between organisational values and employee theft.

Supermarkets and theft in Saudi Arabia

In recent years, the retail trade in Saudi Arabia has undergone rapid transformation 

from small grocery stores and traditional wholesale businesses to Westem-style retail 

outlets, such as supermarkets. This is due to an overall modernisation of many social 

and economic aspects in Saudi Arabia, including the retail sector, with the largest 

expansion occurring in supermarkets (Al-Sudairy and Tang 1999). Saudi buying and 

eating habits have changed significantly since the introduction of these Westem-style 

supermarkets and restaurants in the late 1970s. Built initially to cater for Western 

expatriates, modem Westem-style supermarkets are popular with the Saudis and
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continue to increase in number in the major urban areas of the Kingdom: Riyadh 

(Central Province), Jeddah (Western Province), and Dammam, Al-Khobar, and 

Dhahran (Eastern Province) (Mousa 2002).

According to the U.S. Department of State Post Reports (2003), the number of 

supermarkets, commercial malls and other self-service outlets is on the rise 

throughout Saudi Arabia. It is not just the growth of these supermarkets that is 

noticeable but also the quality of products and the wide range of services provided. 

Additionally, supermarkets have become a main attraction for customers, not only 

for buying goods but also as places of amusement, where people go in their leisure 

time. A supermarket outing is now a major form of family entertainment with many 

having large play areas for the children.2

The growth in the supermarket system offers greater in-store choice for Saudi 

consumers and maximises a competitive environment in the provision of services. 

This, in turn, can help supermarkets increase their profitability by encouraging them 

to open new branches in the major cities and towns within the Kingdom (Yavas 

1994). According to Novelli (2001) there are 250 large modem supermarket 

companies in Saudi Arabia. Despite the growth in numbers, there is still a huge 

opportunity to replace existing grocery stores and traditional wholesale outlets. The 

new supermarkets’ rapid growth in Saudi Arabia demands that the supermarket 

companies look at all aspects of their business in order to control loss, which is a 

major threat to the sector.

2 http://foia.state.gov/MMS/postrpt/pr_view_all.asp?CntryID=127, 7/1/2005.
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Extent of loss

Businesses, institutions, and organisations such as supermarkets can suffer extensive 

direct and indirect losses. Direct losses can result from a variety of ways: shoplifting, 

employee theft, error (Bamfield 2003), burglary, and supplier fraud (Budden, Miller 

and Griffin 1996). Direct losses, however, are immediate and obvious, while indirect 

losses are prolonged and often hidden (Purpura 1984). Indirect losses include coming 

to work late or leaving early, purposely wasting time on the job (Kamp and Brooks 

1991), poor customer service, taking unauthorised long lunch breaks, misuse of sick 

leave, use of alcohol or drugs in the workplace, industrial espionage and disclosure 

of confidential information (Taylor 1986). Indeed, indirect losses can be devastating 

and often surpass direct losses.

Despite other causes of loss such as shoplifting, burglary, and supplier fraud (Budden 

et al., 1996), employee theft remains the main economic threat to supermarkets (Ash 

1976; Purpura 1991; Purpura 1998; Niehoff and Paul 2000; Ones and Viswesvaran 

2001; Purpura 2002) . Employee theft stands out as one of the most costly causes of 

loss (Wimbush and Dalton 1997; Greenberg 1998). It surpasses non-theft causes 

such as unpremeditated damage of goods, expired items and paper error (Oliphant 

and Oliphant 2001; Hollinger 2002; Purpura 2002). The magnitude of loss from 

employee theft, however, is still ambiguous compared to non-theft loss which can be 

detected and measured more easily (Greenberg and Barling 1996). The ambiguity of 

the extent of loss attributed to employee theft (Tonglet and Bamfield 1997) makes it

3 http://www.ilpo.org/articlebank/employee_theft.htm, 1/12/2004.
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worthwhile to focus on employee theft as a productive theme of study in Saudi 

Arabia.

Employee theft will be investigated in Riyadh for it contains a large percentage of 

the theft cases in Saudi Arabia. One retail company, the Al-Othaim Commercial 

Group OCG, was chosen as the research setting. This company has agreed to reveal 

its identity throughout the research process and in the subsequent publication of the 

thesis (See Appendix A). The external validity of the results of this research will be 

limited to case studies of this company. This particular company was chosen for the 

following reasons: first, it already has 15 supermarkets and eight small grocery stores 

called ‘comers’ located throughout Riyadh city, and the number is growing. Second, 

it has a sufficient number of Saudis, as well as expatriates employees, to form a basis 

for comparison. Third, this company is highly organised and has had a very good 

record-keeping system and database from 1999 to 2003 which covers the study 

period. Moreover, the company has provided access to all its recent inventory 

statistics and information. Finally, it is the only company among the three large 

supermarket companies contacted that gave unlimited support to the research and 

easy access to employees and data. See Appendix B.

Organisation of the thesis

After this introduction a brief outline of the remaining four chapters will follow. The 

first chapter is in three parts. The first part of Chapter 1 deals with official statistics 

and the results from research centres on the phenomenon of employee theft in 

different parts of the world. It begins with statistical reports about employee theft in 

the USA, the UK and other countries and ends with a full description of the available
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official statistics about crime and theft in Saudi Arabia in general and in Riyadh in 

particular.

The second part of Chapter One gives a review of the most relevant literature 

concerned with the employee theft phenomenon. The related literature is extensively 

reviewed and Weberian thoughts about values as well as white-collar crime as a 

historical step toward the study of employee theft are addressed. Before studying 

employee theft in particular, however, it is necessary to consider the meaning of the 

concepts of employee theft, organisational values, economic pressures and 

community pressures. This part of Chapter 1 initially considers these and related 

concepts such as culture, inventory shrinkage, direct and indirect loss and 

counterproductive behaviours.

The third part of Chapter One gives a critique of most theories which are concerned 

with the employee theft phenomenon. These background theories are reviewed and 

verified. The focus is on two groups of theories, person-based theory and workplace- 

based theory. The survey and verification of these theoretical backgrounds permits 

the researcher to pick up the most appropriate theoretical perspectives for this thesis. 

A new theoretical model is the conceptual framework of this research, which consists 

of organisational values, economic pressure, community pressure and their effects on 

employee theft. Finally, in Chapter 1 the main hypotheses and research questions are 

stated. The hypotheses are related to the effect of organisational values on employee 

theft with economic pressures and community pressures as the control variables.

In the light of the theoretical considerations concerning employee theft and the 

definitions of the main concepts in Chapter 1, Chapter 2 explains the study’s 

methodology, which includes the research design, the description of the research
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setting and the instrumentation. The quantitative questionnaire and the qualitative 

interview methodology techniques are explained fully in this chapter, as are the main 

instruments for data collection.

Chapter Two also deals with the pilot study analysis and results. An analysis of the 

pilot study was applied to test the validity of the questions for the final research. 

Descriptive and proper inferential statistics analyses, such as the Alpha Test, T-Test, 

Pearson correlation, Kruskal Wallis and Kendal taub have been applied to the data. 

Based on the analysis of the pilot data, a number of sentences from different sections 

of the questionnaire were consequently modified or deleted. The whole section of 

self-report employee theft was eliminated because the subjects appeared reluctant to 

answer the questions. The perception of employee theft section was retained in the 

questionnaire to measure employee theft.

The findings are presented in Chapter Three, which is organised in two parts: the first 

involves questionnaire analysis and the second, the results of the interviews. The 

factor analysis was to test the appropriateness of questionnaire data for subsequent 

statistical analysis. Factor analysis was used for organisational values, economic 

pressures, community pressures and employee theft. A number of statistical 

techniques have been used for analysing data. For example: Pearson correlation, 

analysis of co-variance (Ancova), path analysis, T-test, and Kruskal-Wallis H.

In Chapter Three also, the results pertaining to research hypotheses are presented, 

including the significance of the relationships between organisational values and 

employee theft, and the extent to which economic and community pressures cause 

employee theft. Furthermore a number of tables of the main factors and their effects,
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a description of the results, and charts and diagrams of the findings are presented to 

facilitate understanding.

Chapter Four is the last chapter. It concludes by considering and explaining the 

causal connection between organisational values, economic pressures, community 

pressures and employee theft which are the main themes of the thesis. The main 

contributions and their implications were discussed as well as the limitations of the 

study. More suggestions for future research and further studies in the field of 

criminology and retail security in Saudi Arabia are presented.
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CHAPTER Is LITERATURE REVIEW & THEORETICAL 
CONSTRUCTS

Part I: Employee theft studies and statistics

Most statistics in employee theft are dependent on the perceptions of management or 

employees. This is due to the difficulties of obtaining real data from the actual 

perpetrators. The difficulties stem from the reluctance of companies to examine theft 

in their workplace in case this damages their reputation as a sound investment or 

reflects problems on their management abilities. It is also the fact that theft figures 

and the identity of the perpetrators are sometimes unknown even to the companies 

themselves. Even when perpetrators have been identified they have a vested interest 

in not revealing the full extent of their activities as to do so many affect the penalties 

they suffer.

This study does not intend to compare theft figures in different countries due to the 

different definitions of employee theft and how the law in these countries defines 

types of theft. This is clear from the definition of employee theft and employee fraud 

in Saudi law for no distinction is made between them. Also, the comparison between 

the various premises of the targeted company in this study is not attempted because 

of the commercial sensitivity of revealing information about its various branches. 

Analysis of theft and loss statistics is limited to the general figure in the company.

In this part of Chapter One, a review of statistics about different parts of the world, 

starting in the USA and proceeding through the UK, Canada and Australia will be 

presented. Such statistics may also be representative of the other western countries. 

Due to the unavailability of such statistics in most of the African and Asian
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developing countries, a study of Saudi Arabia may give some insights into these 

areas.

The United States of America

According to Greenberg and Barling (1996), both organisations and consumers must 

contend with the consequences of employee theft. It has been estimated that 

employee theft results in an annual loss exceeding $US 40 billion for American 

businesses, ten times that of street crime (Greenberg and Barling 1996). In fact, the 

greatest source of loss due to crimes against business comes from employee theft, 

making it the most expensive form of non-violent crime against business. Over and 

above an organisation’s potential lower profitability the more deleterious 

consequence of employee theft is the likelihood that it is a major factor in 20% to 

30% of bankruptcies in the USA. If this is indeed the case, all employees -  including 

those who do not engage in employee theft -  can suffer. Additionally, customers and 

consumers suffer because prices inevitably rise to offset the losses incurred 

(Greenberg and Barling 1996).

In the National Retail Security Survey Reports (2001) directed by Hollinger and 

Davis (2001), losses from employee theft reached record levels. The total inventory 

shrinkage cost to U.S. retailers was $US 32.3 billion, up from $US 29 billion the year 

before. This figure, however, is close to the figure reported above by Greenberg and 

Barling (1996) taking into consideration that there is a five years difference between 

these two statistics. Hollinger and Davis's (2001) results indicate that in 2000, 

retailers lost 1.75 percent of their total annual sales to shrinkage, up from 1.69 

percent the previous year. They said that the results of the survey should serve as a 

wake-up call to the retail industry as shrinkage continues to be a multi-billion dollar
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source of revenue loss. Inventory shrinkage from employee theft was 46%, from 

shoplifting 30.6%, from administrative error 17.6%, and from supplier fraud (by 

suppliers) 5.8%. Given that the value of the retail economy surveyed amounted to 

over SUS 1.845 trillion dollars, these percentages of losses are worth over $US 32 

billion. This means that the single largest category of larceny in the United States 

occurs in retail stores. This figure is larger than motor vehicle theft, bank robbery 

and household burglary combined4.

According to Oliphant and Oliphant (2001), the consequences of employee theft 

have a profound impact on employers, employees, consumers and society. Their 

estimates of employee theft reach SUS 400 billion a year in the USA alone in all 

types of businesses (wholesale and retail). Although identifying employee theft is 

difficult, certain behavioural-based studies have been able to separate employee theft 

from customer theft (shoplifting). Oliphant and Oliphant (2001) conducted a study in 

a retail setting. The study was able to separate most of the losses caused by employee 

theft from shoplifting. Furthermore, the results appear to reinforce the notion that 

survey data alone may underestimate the actual amount of employee theft.

The National Supermarket Research Group (NSRG)'s 2003 / 2004 Shrink Survey in 

USA5 investigated the overall level of shrinkage and causes for retail inventory loss 

in grocery stores. This was the 14th annual survey: it described in detail the sources 

of shrinkage and stated exactly what retailers were doing in order to combat the 

problem.

4 According to University of Florida criminologist Richard C. Hollinger, Ph.D., who 
directs the National Retail Security Survey,
http://retailindustry.about.eom/library/weekly/01/aaO 111 24a.htm, 16/2/2004.

5 http://retailcontrol.traxretail.com/pdfs/execsum.pdf, 16 /2/2004. 
http://retailcontrol.traxretail.com/pdfs/ncss.pdf, 13/1/2005.
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An extensive questionnaire by NSRG 2003/2004 was mailed to over 6,000 retailers. 

Completed questionnaires were received from 108 companies representing 8,924 

chains and independent stores making this one of the largest, most comprehensive, 

industry-representative studies on retail shrinkage. Approximately 80% of the 

questions in the survey required respondents to provide actual numbers and 

experience. 20% of the questions called for the respondents to provide their best 

estimates. Of all the types of total store shrinkage, employee-caused shrinkage 

ranked first (57%), shoplifting ranked second (20%), while back-door receiving 

errors and dishonesty ranked third (11%). This included delivery of goods’ errors and 

supplier dishonesty.

For the fourteenth year in a row, the largest component of employee-caused 

shrinkage was cashier dishonesty. This was the sixth consecutive year that cashier- 

caused losses (35%) exceeded those from shoplifting (20%). The loss from 

shoplifting again showed a shift in 2002/2003. Respondents reported the loss impact 

from shoplifting was down in 2002 compared with 2000/2001. According to the 

2002 survey, the shift appeared to be directly related to a lower percentage of 

apprehension (759 in 2002 as against 793 in 2000/2001) (Miller and Allen 2004)6 or 

greater use of electronic tills.

Similar to the NSRG survey, the National Convenience Store Research Group 

(NCRG), Miller, Allen and Smith (2004) reported the findings of its survey in 2004. 

This year’s survey represents data from the calendar year 2002 collected from 

convenience stores with a variety of geographic and demographic backgrounds.

6 http://www.trax-usa.com/research.htm, 26/2/2004.
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Completed questionnaires were received from 15 companies representing 18,877 

stores. The overall level of shrink reported in 2002 was 1.46% of retail sales. Total 

sales include gasoline and in-store figures. The contribution to total store shrinkage 

was reported in five categories: employee-caused shrinkage ranked first (74%), 

shoplifting ranked second (9%), receiving error and dishonesty ranked third (9%), 

followed by pricing/accounting errors/damage (5%) and gasoline run-offs (3%) 

(Miller etal. 2004)7.

United Kingdom

The British Chamber of Commerce (BCC) published a report of crime experienced 

by its 2914 members in 20018. The report formed part of their “Securing Enterprise” 

campaign that aims to raise awareness of the cost and impact of business crime to 

dispel the idea that business crime is a victimless crime. The survey was repeated in 

2004. The report in brief stated:

• Fifty-eight percent of respondent businesses had been a victim of crime in the 

last 12 months, but only 26% of the self-employed reported being affected.

• The concentration of victims is highest in Yorkshire and Humberside (67%) 

and lowest in the Eastern region (47%).

• Older businesses were more likely to be victims of crime than newer ones - 

66% of businesses were over ten years old compared with 47% between one 

and two years old.

• Businesses in shopping centres reported the most crime, with 27% reporting 

50 or more crimes in the past 12 months.

7 http://retailcontrol.traxretail.com/pdfs/ncss.pdf, 28/2/2004.

http://www.crimereduction.gov.uk/business20.htm, 15/1/2005.
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• The most commonly cited crimes were vandalism and burglary.

• Half of businesses reported 80 to 100% of incidents to the police.

• Small businesses were less likely to report crime - 20% of those employing 

less than 4 people did not report any incidents at all.

• Of those businesses that did not report any crime at all, nearly half said that 

this was because they did not have any confidence in the police; one in five 

because of time constraints and one quarter because no loss or damage had 

occurred.

• Three percent of respondents said that crime had cost them over £100 million 

in the previous 12 months.

• A quarter of respondents said that crime had cost £1 - £10 million.

• Increased insurance premiums were the main reported consequence of crime.

• Three percent of respondents said that they changed premises because of 

crime, while thirteen percent changed the design or layout of their premises.

In 2004, BCC reported its survey (Hill 2004)9, with these major findings:

• Crime against business shows no sign of diminishing. If anything, it appears

to be escalating. 64% of all business surveyed experienced at least one crime 

in the previous 12 months - a rise from 58% in the 2001 survey.

• One third of all premises were burgled during the past year. A further 19% of

businesses suffered from attempted burglary. Nearly a third of all firms 

experienced damage to vehicles and almost one quarter was victim to 

structural damage (including vandalism).

9 http://www.chamberonline.co.uk/policy/issues/businesscrime/crimereport.pdf, 
15/1/2005.
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• One third of businesses surveyed estimated crime cost them more than £1000 

per year. For 15% of firms, the cost of crime is estimated to be greater than 

£5000 a year. The average cost of crime per business is over £8000 per year.

• One third of firms suffered a disruption from trading as a result of crime 

committed against them. A further 10% lost business due to crime 

consequence. A quarter of firms saw insurance costs increase and staff 

morale damaged.

• Whilst businesses should ensure that they are fully engaged in the issue of 

crime, the government and local authorities should equally demonstrate their 

full commitment to tackling the issue. The BCC have long been calling for a 

statutory measure that requires Crime and Disorder Reduction Partnerships 

(CDRP’s)10 to include business crime within their audit. This would make a 

significant difference in tackling the issue at the local level.

• Crime against business should be recorded as a separate statistic by the 

police. A separate statistic will allow the police to build up a more accurate 

picture of business crime within the area, and act as a tool by which police 

performance can be measured.

• Over half the businesses surveyed said they did not report all of the crime 

suffered to the police. Sixteen percent did not report any crimes at all. 32% of

10 The Crime and Disorder Act 1998 as amended by the Police Reform Act 2002 sets 
out statutory requirements for responsible authorities to work with other local 
agencies and organisations to develop and implement strategies to tackle crime 
and disorder and misuse of drugs in their area. These statutory partnerships are 
known as Crime and Disorder Reduction Partnerships (CDRPs) or Community 
Safety Partnerships in Wales. The responsible authorities are: local authorities, 
fire authorities, police authorities, health authorities in Wales and primary care 
trusts in England (became responsible authorities on 30 April 2004). 
http://www.crimereduction.gov.uk/regionsOO.htm, 15/1/2005.

17

http://www.crimereduction.gov.uk/regionsOO.htm


businesses failing to report a crime did so because they had no confidence in 

the police response. One-fifth stated that the process was too time consuming.

• Businesses would be much more likely to report crime if they felt that the 

police were able to provide an adequate response. The survey findings show 

67% of firms consider a faster police response to be fairly effective in 

reducing crime against their business.

• Seventy-four percent think that crime against business should now become a 

key performance indicator for the police, to ensure priority alongside other 

issues and resource allocation.

• Forty-one percent of firms consider tougher sentences for criminals who 

engage in crime against business to be a very effective method of reducing 

crime against their business.

According to British Retail Consortium (2001), the total cost of retail crime in the 

UK, including crime prevention, increased, albeit marginally, from £2.015 billion in 

1999 to £2.044 billion in 2000. In 2000 the value of losses from crime was £1.418 

billion (69%). Staff theft amounted to 30% of total retail losses. The remaining 

percentages relate to damage 0.7%, robbery/till snatch 0.3%, burglary 1.8%, fraud 

3.8%, customer theft 52.6%, and other causes 10.8% From theses figures it can be 

seen that the loss value of employee theft in the United States is more than the loss 

value of shoplifting, whereas the opposite is true in the United Kingdom. The extent 

and type of shoplifting deterrent measures used in the retail outlets in this regard 

might explain the differences between the two. In the UK, there were 18,321 recorded 

offences of theft by employees in 1985, a drop of 22% on the 23,577 offences 

recorded ini 981. It should be noted that not all offences recorded will necessarily
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have occurred in a retail context, since the category covers all areas of manufacturing 

and trading (Phillips 1986).

Canada

According to the Retail Council of Canada's (RCC) 2003 Retail Security 

Report11, merchandise shrinkage costs Canadian retailers nearly SC A 3 billion 

annually, this equals SCA 8 million per day. This shrinkage is the difference 

between the recorded value of inventory (at retail) based on merchandise bought and 

the actual retail value of actual inventory in stores and distribution centres divided by 

retail sales during a time period12. The disappearance of these assets is attributed to a 

combination of internal and external causes: customer theft - 35 %, employee theft - 

40 %, administrative errors -18 % and supplier dishonesty - 7 %.

The 2003 Retail Security Report was released at the RCC Resources Protection 

Conference in Toronto. Its results were consistent with others in the past, 

demonstrating that merchandise shrinkage is not being curbed, despite large 

investment by retailers in preventative training and technology and that the monetary 

loss caused by inventory shrinkage is exerting a negative impact on retailers, 

consumers and the government. According to Brisebois13 (2004):

Merchandise shrinkage is an issue that has obvious ramifications for 
retailers but these losses also equate to lost tax revenues for the 
government and price increases for Canadians’. ‘Our members are 
investing millions of dollars in employee training and technology to help 
remedy the problem,’ she said, ‘but we need additional support from our

11 http://retailindustry.about.eom/cs/lp_retailstore/a/aa030923a.htm, 26/9/2003.
12 http://www.marketingpower.com/mg-dictionary-view2879.php, 29/5/2005.
13 Diane J. Brisebois is President and Chief Executive Officer of the Retail Council 

of Canada, (RCC) a position she has held since January 1995.
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government partners if we are going to see a reversal of this disturbing 
trend.14

The RCC’s 2003 Canadian Retail Security Report15, for the first time, surveyed 

respondents on the impact the issue is having on company net profits. The 21 

leading retailers, who participated in the survey and represented a consolidated 2002 

sales volume of $CA 64.2 billion, reported that, on average, 28.5 percent of their 

losses could be attributed to shrinkage. This figure does not include the additional 

loss due to activities such as credit card fraud, counterfeit currency, robberies or 

breaking and entering.

In 2003, according to the Canadian Retail Security Report, respondents reported a 

dramatic rise in the impact of organized theft rings. Over 17 percent of overall losses 

were attributed to these groups of professional thieves who make stealing their 

vocations for profit. Respondents also identified counterfeiting, theft of brand 

products, youth gangs and fraud as growing issues that negatively impact on their 

businesses.

Australia

Research in Australia16 by Smith (1997) suggests that approximately SAU 2.7 billion 

is stolen each year by employees. By way of comparison, the same amount of 

money is spent on gambling each year. It also echoes the total cost of the Sydney 

2000 Olympics. In business terms this loss is between 2% -5%  of gross profit each 

year. In 1996 the Australian Federal Police suggested that fraud cost Australia $AU 

3 to $AU 3.5 billion each year. This cost presumably included the SAU 2.7 billion

14 http://retailcouncil.org/media/press/pr20030923.asp, 26/9/2003.
15 http://retailindustry.about.eom/cs/lp_retailstore/a/aa030923a.htm, 26 /9/2003.
16 http://www.employeetheft.com.au/costs.htm, 14 111 2004, 

http://www.aic.gov.au/publications/tandi/ti74.pdf, 17/1/2005.
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losses due to direct employee theft. Deakin University in conjunction with the 

Victorian Police Major Fraud Group surveyed 477 medium or large businesses in 

Victoria. They found 251 (25%) businesses reported losing stock and equipment 

totalling $AU 284 million, and 162 (16%) having cash totalling $AU 259 million 

stolen.

Little or no systematic research was found in Arab literature for the Middle East and 

the Arab countries. The focus, therefore, will be on Saudi Arabia in general and on 

the city of Riyadh in particular.

Overview of Saudi Arabia

The official name of the Kingdom of Saudi Arabia is Al-Mamlaka al-Arabiya as- 

Saudiya. The capital is Riyadh. The Kingdom covers an area of 2,250,000 square 

kilometres (868,730 square miles). Its principal physical features are deserts, 

plateaux and mountains. Its highest point is Jabal Sawda, which peaks at 3,133 

meters17. Saudi Arabia has a population of 25.8 million including 5.6 million non-

1 finationals (July 2004 estimate) . The language is Arabic and the currency is the 

Saudi Riyal. Administratively, the country is divided into 13 regions: Al-Baha, Al- 

Jouf, Asir, Eastern, Hail, Jezan, Madinah, Makkah, Najran, Northern Border, Qasim, 

Riyadh and Tabouk. The major cities are Riyadh, the Holy City of Makkah, the 

Holy City of Madinah, Jeddah and Dammam19. See Saudi Arabia map, Figure 1.

It is noticeable that Riyadh is located nearly in the middle of the country and this 

location makes it a very strategic site for a capital. Due to its location and the large

17 http://www.saudinf.com/main/a2.htm, 17/1/2005.
18 http://www.cia.gOv/cia/publications/factbook/geos/sa.html#Geo, 17/1/2005.
19 http://www.saudinf.com/main/010.htm, 7/11/2002.
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number of supermarkets and commercial centres Riyadh was chosen as the research 

setting.

20Figure 1: Map of Saudi Arabia

IRAQJORDAN

QATAlRiyadh

SAUDI ARABIA

The aim of this thesis, as mentioned before, is to study employee theft in Riyadh. 

The following diagram, Figure 2 indicates the main focus of the study and separates 

particular elements of the study from general elements related to theft and crimes.

By looking at the diagram below, Figure 2, it can be seen that the crime statistics in 

Saudi Arabia involve the 13 different regions which form the Kingdom of Saudi 

Arabia. The study focus, however, is related only to the Riyadh region. Although 

there are other cities in the region, Riyadh is the focus for the field research. But the 

statistics in this section are representative of the whole region.

20 Source: Saudi Arabian Ministry of Defence, 2001.
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This diagram also shows that crimes , in Saudi Arabia are separated into five 

categories, one of which is theft. Theft itself is categorised into 18 different types, 

one of which is shop theft. Shop theft is also broken down into at least four 

categories. They are; shoplifting, burglary, supplier fraud and employee theft. This 

study, however, focuses only on employee theft.
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Figure 2: Focus of the study
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In Riyadh, the study focuses on the Al-Othaim Commercial Group (OCG) and it was 

from this company that background statistics were culled. The number and 

distribution of employees along with the inventory figures refer to more than one 

period in the company’s history of OCG were obtained. Inventory results and an 

account of shrinkage are used in this chapter as the background information about the 

company. The statistics and the distribution of employees and their positions are 

dealt with in the method chapter.

Riyadh

Riyadh is the capital of Saudi Arabia, with 5,455,363 inhabitants (2003 estimate) or 

24.1 % of the total population. It is situated in the very heart of the country, 300 km 

from the Persian Gulf, and 900 km from the Red Sea. Originally Riyadh was located 

along a green river bed. The name Riyadh is derived from the Arabic word meaning 

“a place of gardens and trees” ("rawdah"). With many wadis (former water course, 

now dry) in the vicinity, Riyadh has been since antiquity a fertile area set in the 

heartland of the Arabian Peninsula.21 The total inhabited area is more than 1,600 

square kilometres22. Riyadh is the nation's educational, administrative, financial, and 

transportation centre. Oil refining is the main industry. Riyadh is the focal point for 

desert travel and trade. Its architecture formerly represented the classic Arabic style, 

but in the oil boom of recent decades many buildings were tom down and replaced 

by large modem structures.23

21 http://lexicorient.eom/e.o/riyadh.htm, 9/5/2005.
22 http://www.the-saudi.net/saudi-arabia/riyadh, 9/5/2005.
23 http://www.factmonster.com/ce6/world/A0842027.html, 9/5/2005.
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Crimes and theft in Saudi Arabia

Currently, in Saudi Arabia, there are no statistics compiled for retail shrinkage or 

employee theft. Official statistics only show total figures for all forms of theft. Theft 

statistics are categorised by the administrative districts and both the location and type 

of theft are noted. According to the latest statistics (2001), the total number of crime 

cases in Saudi Arabia was 79,785, of which 46% (36,701 cases) were categorised as 

theft.

General crime in Saudi Arabia will now be introduced to serve as a basis for 

presenting theft in Riyadh. In 2001, there were 26,405 recorded cases of general 

crime in Riyadh, or 33% of the total crime cases in Saudi Arabia. These crime 

statistics for the Riyadh district for 2001 show a 17.29% increase from the year 2000 

(Saudi Ministry of the Interior 2000 and 2001). The number of theft cases in Riyadh 

was 13,856. This is 52.38% of the total crime cases in Riyadh. The total number of 

shop theft incidents in Riyadh was 813, which is 5.87% of the total number for the 

whole of Saudi Arabia. There is, however, no classification of the types of shop theft. 

Theft here includes burglary, shoplifting, employee theft, supplier fraud, and other 

types (Riyadh Police 2001). Among the different crimes occurring in Saudi Arabia 

theft is the most prevalent type (See Table 1 for more details).

Table 1 shows theft as exceeding all types of crimes which have occured in Saudi 

Arabia24 for eight years. It is obvious that theft in Saudi Arabia is the number one

24 Saudi Arabian crime official statistics come in one condensed book for each Hijra 
year. A Hijra year is of 12 months but using the lunar month which is based on the 
rise of the moon and the calculation of the crescent appearance in each month. 
The book contains not only crimes but also statistics for most of the social, 
ducational, business and economic affairs of the country.Years 1994 -  2001 are 
consistent with 1415H-1422 H.
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crime and is growing rapidly year by year, from 15,268 in the year 1994 to 37,085 in 

the year 2001. The percent change25 from 1994 to 2001 is 142.89 %. This means that 

the rate of theft has doubled in eight years. The great changes occurred each year 

from 1998 to 2001. The percent changes respectively are: 105.16 %, 27.79 %  and 

6.93 %. The greatest change in the theft rate occurred from 1998 to 1999.

The plausible explanation for the great change from 1998 to 1999 may be related to 

the economic and security crisis that faced Saudi Arabia after Gulf War 2 in 1990 

when Iraq invaded Kuwait. Saudi Arabia joined the efforts to liberate Kuwait with 

other allied countries such as the USA and the UK. According to Metz (1992) the 

economy in Saudi Arabia had weathered some of the other problems by 1989, such 

as the spate of bankruptcies of private companies, the growth of bad banking debts, 

and the massive outflow of private capital to overseas financial centres that followed 

the oil-price crash of 1986. During 1989 and 1990, economic planners had renewed 

optimism. New plans were made to put the oil and non-oil sectors of the economy on 

a surer footing. The perceived recovery in international oil consumption and prices 

provided regional policymakers with the opportunity to resume spending and 

promote economic growth. Accordingly, theft needs special attention by both the 

research community and those who are concerned with security matters in Saudi 

Arabia. This thesis is part of the efforts that have been taking place in the country to 

combat crime in general and theft in particular.

25 Percent change score was obtained by this formula: (N2 -N 1  / Nl)* 100.
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Table 1: Crimes in Saudi Arabia (1994 - 2001)26

Crimes 1994 1995 1996 1997
N % N % N % N %

Sex crimes 3263 10.7 2849 9 3664 18 3314 11
Theft 15268 50.3 14169 47 15685 46 13568 44
Drugs and 
alcohol 4999 16.5 5081 17 6352 15 6336 20

Assault 3849 12.7 5003 17 5221 11 4528 15
Misc. 2975 9.8 2885 10 3316 10 3186 10
Total 30354 100 29987 100 34238 100 30932 100
Riyadh 6713 22.1 7270 24.2 9096 26.6 9020 29.16

Crimes 195>8 195►9 20C10 2001
Sex crimes 3200 11 7964 13 8746 12 8799 11
Theft 13229 46 27140 45 34681 48 37085 46

Drugs and 
alcohol 5309 18 8769 14

8610 12 9792 12

Assault 4669 16 10376 17 12242 17 14168 18
Misc. 2723 9 6473 11 8233 11 9941 12
Total 29130 100 60722 100 72512 100 79785 100
Riyadh17 9324 32 17220 28.4 - - 26453 33.16

Table 2 below shows the distribution of crime in Saudi regions in 2000 and 2001 (the 

latest crime statistics) with Makkah region (34 %) and Riyadh region (33 %) in 2001 

experiencing the most crimes. Perhaps Makkah region exceeds Riyadh in the 

percentage of theft because the Makkah Region has the largest population in the 

Kingdom of Saudi Arabia. It accounts for 25.6 percent of the 22.67 million national 

population, according to the preliminary results of the recently concluded Third 

National Census of Population and Housing. According to the census figures 

released by the Central Statistics Department of the Ministry of Economy and 

Planning28, the Makkah Region has a population of 5,797,9719, followed by Riyadh 

Region with 5,455,363 or 24.1 percent and the Eastern Region with 3,360,157 or

26 Source: Saudi Ministry of the Interior Statistical Book 2000 and 2001.
27 Data is not available for the year 2000 for Riyadh.
28 http://www.saudinf.com/main/y7733.htm, 18/1/2005.
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14.8 percent. The purpose of introducing the statistics for Makkah and Eastern 

regions is to identify the position of Riyadh among other Saudi regions in term of the 

population and crimes.

Sixty-seven percent of all crimes in Saudi Arabia occurred in Makkah and Riyadh 

over the two years 2000 and 2001. In the Riyadh region 33 %  of all crimes in Saudi 

Arabia regions were recorded in the latest official statistics (2001). The other 

regions have a lower crime rate than Makkah and Riyadh. Of these the one with the 

next highest recorded crime figures is Eastern region with 9.53 % in 2000 and 11% 

in 2001. In each other region the crime rate does not exceed 4%. Again the 

domination of Makkah and Riyadh comes because these two regions have the highest 

populations. This factor makes the study of these two regions significant. This thesis 

focuses on Riyadh city, which is part of Riyadh region. It is here that more crimes 

occur than in any other city or town in this region. Riyadh, therefore was chosen 

because of its high population, high crime rate and also because of its central location 

as well as for it being the capital of the country.
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Table 2: Distribution of crimes in the Saudi Arabia regions (2000 and 2001)29

2000 20 01
Regions N % N %
Al-Baha 646 .89 782 1
Al-Jouf 1624 2.24 2034 3
Asir 2653 3.66 2869 4
Eastern 6907 9.53 8595 11
Hail 1146 1.58 1236 2
Jezan 2018 2.78 2386 3
Madinah 3927 5.42 2896 4
Makkah 26744 36.88 26915 34
Najran 597 .82 792 1
Northern 821 1.13 807 1
Qasim 2312 3.19 2774 3
Riyadh 21879 30.17 26405 33
Tabouk 1238 1.71 1294 2
Total 72512 100 79785 100

All types of recorded theft in the eight years sequence are included in Table 3 below.

From Table 3 these results are evident:

- Auto theft is the most prevalent type of theft in Saudi Arabia. In all years since 

1995 it has topped more than 50 %, and superseded home theft.

- In 1994 and before home theft was traditionally the number one theft in Saudi 

Arabia.

- The growth of auto theft stems from the massive growth in the number of 

private cars in the country.

- Auto theft has also given impetus to another type of theft in Saudi Arabia, that 

of theft from autos. This type of theft ranked second or third through the years 

from 1995 to 2001.

- Shop theft ranked third in all types of theft in Saudi Arabia from 1994 to 1998. 

The percentages were respectively 2.77%, 7.66%, 7.91%, 6.05% and 7.17%. It

29 Source: Saudi Ministry of the Interior Statistical Books 2000 and 2001.
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ranked fourth after theft from cars for three years in row 1999, 200 and 2001. 

The percentages respectively were 8.66%, 8.85% and 9.48%.

Notwithstanding the comparison between the various types of theft, shop theft 

has gone up through the period and is expected to grow rapidly as is indicated 

by the following data: 978 cases in 1994 to 3514 cases in 2001.This may stem 

from the transformation of shop business in Saudi Arabia in the year 1999, 

when the government announced the need for a move from small grocery stores 

to large type supermarkets or department stores. Policies for implementing this 

suggestion for grocery stores followed this announcement.
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Table 3: Theft types in Saudi Arabia (1994 -2001)30

Theft types 1994 1995 1996 1997
N % N % N % N %

Theft of automobile 8553 24.20 7202 50.83 7922 50.51 7677 56.58
Theft from automobile 916 2.59 861 6.08 859 5.48 629 4.64
Home 24443 62.45 2252 15.89 2890 18.43 2196 16.19
Cash 1168 3.31 1464 10.33 1149 7.33 0 0
Shops 978 2.77 1086 7.66 1241 7.91 821 6.05
Animal theft 293 0.83 304 2.15 297 1.89 274 2.02
Motor cycles 303 0.86 24 0.17 7 0.04 4 0.03
Attempted theft 115 0.33 183 1.29 207 1.32 154 1.14
Theft of public property 0 0 0 0 0 0 926 6.82
Snatch 243 0.69 199 1.40 157 1 133 0.98
Attempted snatch 5 0.01 8 0.06 7 0.04 4 0.03
Theft by force 448 1.27 258 1.82 464 2.96 261 1.92
Farm 0 0 0 0 0 0 0 0
Embezzlement 232 0.66 312 2.20 443 2.83 346 2.55
Highway robbery 0 0 0 0 0 0 3 0.02
Armed robbery 3 0.01 4 0.03 16 0.10 8 0.06
Gambling 14 0.04 12 0.08 26 0.17 0 0
Others 0 0 0 0 0 0 132 0.97
Total 39140 100 14169 100 15685 100 13568 100

Theft types 1998 1999 2000 2001
N % N % N % N %

Theft of automobile 7957 60.15 11021 40.61 15896 45.83 16367 44.13
Theft from automobile 595 4.5 2992 11.02 3690 10.64 3821 10.30
Home 2362 17.85 4908 18.08 5388 15.54 5776 15.58
Cash 0 0 0 0 0 0 0 0
Shops 948 7.17 2350 8.66 2977 8.58 3514 9.48
Animal theft 285 2.15 995 3.67 998 2.88 1465 3.95
Motor cycles 4 0.03 156 0.57 200 .58 194 0.52
Attempted theft 141 1.07 922 3.40 1014 2.92 975 2.63
Theft of public property 95 0.72 798 2.94 443 1.28 550 1.48
Snatch 163 1.23 960 3.56 1218 3.51 1290 3.48
Attempted snatch 3 0.02 0 0 0 0 0 0
Theft by force 335 2.53 835 3.08 1123 3.24 1041 2.81
Farm - 0 454 1.67 358 1.03 431 1.16
Embezzlement 330 2.49 582 2.14 736 2.12 897 2.42
Highway robbery 4 0.03 430 1.58 14 .04 17 0.05
Armed robbery 4 0.03 17 0.06 16 .05 72 0.19
Gambling 0 0 0 0 0 0 0 0
Others 3 0.02 120 0.44 610 1.76 676 1.82
Total 13229 100 27140 100 34681 100 37085 100

30 Saudi Ministry of Interior Statistical Books, 1994 -2001.
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Crimes in Riyadh

A review of the crime statistics in Riyadh will start with the general and move to the 

specific, and hence to the focus of the study. Crime in general will be considered 

first, then crime related specifically to shop theft and, finally, employee theft. 

According to the annual report by Riyadh Police (2001) the total number of crimes in 

Riyadh has 26,453 cases. The rate of different crimes shows that theft (n=13856, 

52.38 %) exceeds all other crimes in the Riyadh region. The percentage of 47.62, 

therefore, is divided between all other crimes. These crimes include assault, sex 

crimes, drugs and alcohol and other miscellaneous crimes. This is a clear indication 

of the importance of studying theft in the Saudi context.

Below is a review of the types of theft that occurred in Riyadh region for the seven 

years from 1994 to 2001, (See Appendix C). Table 4 shows the 14 different types of 

theft that have been included. Automobile theft exceeds all other types of theft, and 

shop theft ranked second in the five years in a row31 from 1994-1998. Shop theft 

came third (7.59%) in the year 2000 behind auto theft and home theft. In 2001, shop 

theft came fourth (5.87%) behind auto theft, home theft and theft from auto. For all 

seven years total shop theft is 8.40 % and its position is third after auto theft 

(64.87%) and home theft (8.63 %). Looking at the trend of both shop theft and 

general theft reveals that the percent change from 1994 to 2001 is 207.95 % for shop 

theft and 343.82 %  for general theft. The pattern of these increases seems similar for 

both general theft and shop theft. This would suggest a certain pattern for crime 

increase in the Riyadh region. Despite fluctuations the crime rate has increased 

dramatically in only eight years. The overall rise was gradual before 2000 except that

31 Data for 1999 are not available and empty cells mean no data available in the 
statistical reports.
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in the year 2000 there was some decrease in the shop theft rate. This is may be 

because of the start of economic recovery in Saudi Arabia and the gulf region after 

Gulf War 2. These results prove that shop theft has now become a major form of 

theft in Saudi Arabia and is likely to surpass other forms in the near future. This will 

be as a consequence of the expansion of supermarkets and commercial centres 

around the kingdom. The lack of any official data about employee theft in Saudi 

Arabia suggested the need for requiring data on the problem and the positive 

response by OCG management can only be welcomed. Shrinkage is the only data 

available in OCG to present.

Table 4: Theft types in Riyadh region (1994 -2001)32

Theft types 1994 1995 1996 1997 1998 2000 2001 Total %
Theft of 
automobile 2334 2876 3193 3210 3341 4058 8243 27255 64.87
Theft from 
Automobile 32 33 47 70 51 442 834 1509 3.59
Home 186 172 303 238 328 930 1371 3530 8.63
Cash 130 111 125 366 0.87
Shops 264 199 410 601 671 572 813 3528 8.40
Animal theft 14 15 25 230 24 321 512 1141 2.72
Motor cycles 0 1 1 2 13 50 67 0.16
Attempted theft 23 39 49 34 55 93 130 423 1.01
Theft of public 
property 184 10 376 106 676 1.61
Snatch 6 6 5 8 30 75 231 361 0.86
Theft by force 46 79 65 77 76 229 528 1100 2.62
Farm 254 104 358 0.85
Embezzlement 82 105 150 113 108 176 300 1034 2.46
Others 5 10 19 634 669 1.60

Total 3122 3636 4383 4784 4697 7539 13856 42017 100

32 Source: Riyadh Police 2001.
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Inventory shrinkage analysis

One important source of data used to explain inventory shrinkage in Saudi Arabia 

was found in OCG. Such data are very important in studying the seriousness of 

employee theft because they are the only measurement available in Saudi Arabia for 

employee theft (see Table 5).

Table 5 shows a notable shrinkage in the OCG group. It may be explained partly by 

the losses from employee theft among other losses such as shoplifting, supplier 

fraud, damage and expired items. This situation confirms the importance for studying 

this phenomenon in Riyadh in general and in this retail company specifically. It 

should be said that OCG was the only company of those contacted which offered 

unlimited support to use its resources. These figures show a gradual increase in 

shrinkage over four periods, rising from SR 886,968 in March 2001 through to SR 

1,383,195 (June, 2002) and to SR 1,854,142 (Dec.2002)33. A marked difference in 

shrinkage is apparent for the December 2001 period. This may be due to the change 

of management in this period. In this period a new management group with a new 

style of managing the inventory was installed. The collection and processing of data 

were new to the OCG. It was further developed later in the fourth period (7/2002- 

12/2002) when most of the comers had been established. The analysis, therefore, will 

concentrate on this fourth period, as it has enough data for all supermarkets and 

comers (small comers shops).

33 SAR is Saudi Arabian currency (Riyal).
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Table 5: Inventory shrinkage results in four periods for OCG

Store
No.34 Branch Identity

Shrinkages in Saudi Riyals

3/2001 12/2001 6/2002 12/2002

Supermarkets
2 Seteen 46,581 7,524 42,819 27784
3 Rawdah 111,488 55,744 114922
6 North market 67,115 53,883 94,057 11063
7 Moruj 83,190 269,601 217,990 270137
8 Selay 46,469 32,398 62,668 137849
9 Rabwah 57,986 250,987 67,507 103420
12 Badeah 2,190 217,981 11,181 46458
15 Orobah 36,850 119,163 22,731 -1607
16 Shefa 150,555 48,254 126,428 55239
20 Dhabab 68,611 262,825 200,024 207325
26 Batha 19,585 43,168 41,169 30264
27 Khazan 42,329 9,474 37,592 104829
28 Othaim market 148,455 229,043 262,977 352007
29 Mansourah 76,190 21,637 65,372 96097
31 Prince Abdullah 40,862 195,267 56,771 110870
Sub-total 886,968 1,872,693 1,365,030 1,669,871

Corners
101 Rabwah 207 103 5985
102 Khalidiah 38529
104 Taawen 36,123 18,062 2174
105 Oreja 44597
108 Badeah 4816
109 Tuaiq 24323
110 Naseem 14464
113 Oeraiah 49383
Sub-total 36,330 18,165 184,271
Totals 886,968 1,909,023 1,383,195 1,854,142
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A better picture of shrinkage losses may be obtained by examining shrinkage from a 

percentage viewpoint and relating it to the latest figures (31/12/2002) shown below 

in Table 6. An average shrinkage for all the stores in the company is 0.56 %. The 

percentage of shrinkage is from total sales at each store35. The store with the highest 

shrinkage in the company is Deraiah comer with 2.01 %. The lowest is the Orobah 

supermarket with .01 %. This level of shrinkage is below the 2.13 % in US stores as 

indicated in the National Supermarket Research Group Report in 2003.

Table 6: Percentage of inventory shrinkage for 31/12/2002 for OCG

Store
No. Identity 36 % Store

No. Identity %

2 SETEEN S .15 28 OTHAIM
MARKET S .65

3 RAWDAH S .37 29 MANSOURAH S .37

6 NORTH
MARKET S .08 31 PRINCE

ABDULLAH S .33

7 MORUJ S .51 101 RABWAH C .40
8 SELAY S .70 102 KHALIDIAH C 1.99
9 RABWAH S .34 104 TAAWEN C .08
12 BADEAH S .16 105 OREJA C .73
15 OROBAH S t © 108 BADEAH C .35
16 SHEFA S .16 109 TUAIQ C .85
20 DHABAB S .63 110 NASEEM C 1.41
26 BATHA S .14 113 DERAIAH C 2.01

| 27 KHAZAN S .49 Average percent shrinkage 0.56

According to Ernst & Young’s37 Study of Retail Loss Prevention in 2002, shrinkage 

can be attributed mainly to employee theft rather than to other sources. Ernst & 

Young (2002) included employee theft, shoplifting, administrative and paperwork 

errors, and supplier errors/issues. In addition to the financial impact of "shrinkage," 

the survey provided new insights on the effectiveness of the programs and tools 

employed by retailers to combat the problem. According to the study, employee theft 

is the single biggest contributor to inventory shrinkage even though shoplifters far 

outnumber dishonest employees. "This is because the dollar value of employee theft 

on a per-incident basis is much higher than that of shoplifting," said McIntosh38. But
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according to Ernst & Young's Study, “apprehending for shoplifting far outpace 

employee theft." Though employees accounted for only one out of every ten 

apprehensions, the average value of merchandise recovered, $US 1,525, was nearly 

seven times that from the average shoplifter $US 223.

These numbers should raise a red flag for retailers. If, as our study 
indicates, 47 percent of dollars lost to shrinkage are attributable to 
employee theft, there should be less satisfaction with the ability to catch 
shoplifters, and more emphasis on efforts to identify and deter in-house 
theft," said McIntosh.39

The inclusion of the previous studies and analysis is not for studying shrinkage, but

for supporting evidence for the cost of employee theft and how much this kind of

theft explains the loss retail business is encountering.
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Part II: Review of the literature

Key definitions pertaining to employee theft and related terms are examined in this 

section of Chapter One. They include crime and employee theft, economic pressures, 

community pressures and organisational culture. Also included is a discussion of the 

concept of white-collar crime and Weberian thought on values as a background 

concept for this research. This section serves as a review of most research and studies 

which have been published on employee theft and their relevance to this thesis.

Employee theft

The term “employee theft” was defined by Hollinger and Clark (1983b) as 

“unauthorised taking, control, or transfer of money and/or property of the formal 

work organisation that is perpetrated by an employee during the course of 

occupational activity” (p.2). It is also defined by Sieh (1987) as “unlawful and 

unauthorised intentional taking of an employer’s property, with the purpose of 

benefiting the worker or someone who is not entitled to the property” (p. 174). 

Similarly, employee theft is described by Greenberg (1998) as “an act in which an 

individual takes company property to which he or she is unentitled, leading to the 

labelling of that behavior as “illegitimate” (p. 147). Many researchers have borrowed 

these definitions for their research.40

From the mentioned definitions of employee theft, some common characteristics are 

evident: unauthorised taking of, and/or control of, an employer’s money or property 

from the formal work organisation. Some key distinctions are not common among 

these definitions: for example, during the course of occupational activity and stealing 

for the purpose of benefiting not just the worker but also someone else. Another 

matter to consider is the threat of physical violence (Academic American
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Encyclopedia 1994; Greenberg 1995; Devi 1997; Thompson 1998). These key 

aspects of the term ‘employee theft’ are important for drawing a precise and specific 

boundary about the research theme. Therefore, the precision of the definition is 

important in order to produce a clear result and make a useful contribution to the 

field of internal retail theft in Saudi Arabia in particular, and in the field of 

criminology in general. The researcher’s definition will be presented after all aspects 

of the term “employee theft” have been reviewed and examined.

Hogan and Hogan (1989) stated that employee unreliable behaviours are often 

conceptualised as employee theft. But theft is just one element in a larger syndrome 

of antisocial behavior. Consequently, employee screening procedures which focus on 

theft necessarily ignore a number of other indicators of unreliability. These include 

substance abuse, insubordination, absenteeism, excessive grievances, bogus worker 

compensation claims and temper tantrums.

To come up with clear definitions, employee theft should be looked at from the 

differing points of view of those involved in organisations, such as employers 

(victims) and employees (thieves). Taking unauthorised long lunch breaks, misusing 

sick leave, using alcohol or drugs in the workplace, engaging in industrial espionage, 

releasing confidential information, taking kickbacks and embezzling money are 

considered employee theft by employers (Taylor 1986). Whereas employees may 

rationalise most of these acts as misuse of company property, the taking of food they 

often do not view as stealing. They will admit to eating food stolen from the 

workplace but they do not regard it as theft (Taylor 1986). However, management 

may nominate such behaviour as stealing if employees sell what they have taken but 

not if they keep it for their personal use (Taylor 1986).
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One other type of employee theft identified by Hollinger, Slora and Terris (1992) is 

“altruistic property deviance” defined as the giving away of company property to 

others, either at no charge or at a substantial discount, usually to improve social 

relationships with peers. This type of employee theft is also described by (Hawkins 

1984) as “socially based theft” (p.59). Employee theft may include stealing 

merchandise or equipment, eating food without paying, changing company records to 

receive unearned pay, and doing slow or sloppy work intentionally (Boye and Jones 

1997).

The boundaries of “employee theft” were defined by Greenberg and Scott (1996) by 

distinguishing it from other forms of criminal activity. They identified it as both a 

form of occupational crime and a form of property deviance. Occupational crime is 

crime committed against the organisation as opposed to crime on behalf of the 

organisation (against the general law of society), which is called organisational crime 

(Robin 1978; Hofacre 1980; Glasberg and Skidmore 1998; Thompson 1998). 

Property deviance involves those instances where employees acquire or damage the 

tangible property or assets of the work organisation without authorisation; for 

example: theft of tools, goods, equipment, or money from the workplace, as opposed 

to production deviance. Production deviance concerns behaviours which violate the 

formally-prescribed norms delineating the minimal quality and quantity of work to 

be accomplished; for example: tardiness, low or sloppy workmanship, absenteeism, 

coming late to work, misplaced merchandise, and bookkeeping errors (Lewicki, Bies 

and Sheppard 1997).

There is a distinction between employee theft and production deviance. Production 

deviance includes activities that interfere with the rate or quality of output, while
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employee theft refers to the unauthorized taking of cash, merchandise or property 

(Greenberg and Barling 1996:50). Despite both employee theft and production 

deviance being counterproductive behaviour, production deviance cannot be 

considered employee theft and therefore is not within the scope of this thesis. Based 

on the definitions above, and for the purpose of this thesis, the researcher defined 

employee theft as any act of theft or fraud by a worker in the workplace may cause 

an employer a financial loss. Employee fraud is included in the term ‘employee 

theft’, primarily because no such distinction is made in Saudi law.

The purpose of introducing counterproductive behaviours with the study of employee 

theft are threefold: (1) counterproductive behaviours in the workplace include 

employee theft along with other behaviours such as tardiness and low or sloppy 

workmanship (Paajanen 1988); (2) both these types of deviance cause business loss 

within an organisation; (3) both counterproductive behaviour and employee theft 

could, theoretically, be explained by similar organisational factors such as 

organisational values.

In Figure 3 there are two types of behaviours which can occur within an organisation. 

They are counterproductive behaviour and organisational crime (crime committed on 

behalf of the organisation). Counterproductive behaviours are of two types: 

production deviance and occupational crime (crime committed against the 

organisation), which includes property deviance (including employee theft). 

Therefore, employee theft is considered part of property deviance and linked to 

occupational crime, then to counterproductive behaviours and finally to 

organisational deviance.
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Figure 3: Organisational deviance

Counterproductive behaviours Organisational crime

Occupational crime
Crime on behalf 

of the 
organisation

Includes activities 
which interfere with the 
rate or quality of output

Employee theft

Property deviance

Production deviance

Organisational deviance

Despite this, shrinkage41 it is difficult to estimate internal theft. Nevertheless it is 

measuring loss. Shrinkage can result from several different factors other than 

employee theft; such as shoplifting, misplaced merchandise, and bookkeeping errors. 

Similarly, using the number of employees apprehended as an indication of the extent 

of theft will not provide an accurate estimate because of the low base rate of such 

detection (Greenberg and Barling 1996). Thus, the perceptions of employees in the 

workplace about the prevalence of employee theft are used in this thesis.

Regardless of the accuracy of statistics and the estimation of the causes of loss in the 

retail industry, employee theft stands out as one of the most significant forms of theft 

(Hollinger 2002). Non-theft causes of loss, such as unpremeditated damage of goods, 

expired items, paper errors and so on, can easily be detected and measured. 

Nevertheless, the internal causes of loss such as employee theft can be controlled far 

more easily than such causes of loss as shoplifting. At present there is no foolproof 

way of controlling theft by preventing access to stores, or of keeping customers on
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site if theft is suspected. Loss prevention control should focus initially on trying to 

minimise employee theft. Nothing else is likely to have a greater effect in reducing 

the magnitude of shrinkage in the retail industry42.

Mars (1983) pointed out that employees can steal not just goods. They can also steal 

time from employers, and borrow equipment for their own use without permission. 

This expansion of employee theft makes definition rather difficult. Due to the level 

of ambiguity of the term, many employees are likely at some time to participate in 

activities that could be defined as employee theft.

Employee theft is generally regarded as a serious offence not only by those who are 

responsible for ensuring that organisations operate as efficiently as possible (business 

owners and managers), but also by the research community43. Furthermore, in most 

modem settings, employee theft is defined as criminal and subject to punishment 

(Tucker 1989). Most retailers have come to accept the fact that employee theft is a 

bigger problem than they originally thought and they are willing to take additional 

measures to control it (Berlin 1983).

Some scientists such as Croall (1992, 2001); Greenberg and Scott, (1996) consider 

employee theft as a major category of occupational crime. They relate employee theft 

to the broader concept of white-collar crime, as it is also a category of occupational 

crime. For this reason white-collar crime term is defined and related to employee 

theft in the following section.

White-collar crime

Historically employee theft studies are considered a descendent of the work of 

Sutherland (1940; 1945; and 1949) in his study of white-collar crime. Sutherland
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(1940) did not agree with many criminologists that crime is a result of poverty, or to 

psychopathic and sociopathic conditions: first, because their studies’ results were 

derived from samples which were grossly biased with respect to socio-economic 

status; second, because they do not apply to white-collar criminals (rich also 

committing crime); and third, because poverty does not explain all types of crimes of 

the lower classes.

The term white-collar crime was used originally by Sutherland (1945). In 1949 he 

defined white-collar crime as “a crime committed by a person of respectability and 

high social status in the course of his/her occupation” (p.9). Similarly with more 

details white-collar crime was defined by Minnaar-Van Veijeren (1999) as the 

unlawful, intentional commitment of deceit, deception, concealment, manipulation, 

breach of trust, subterfuge or any other similar trickery, by an individual, a syndicate 

or by an organisation, normally after meticulous planning, without the use of 

physical violence, which may cause actual economic prejudice or potential economic 

prejudice to another.

Stotland (1977), Coleman (1987) and Dierking (1991) tried to integrate etiological 

research on white-collar crime under the hypothesis that criminal behaviour results 

from the confluence of appropriate motivation and opportunity. According to Void 

(1958); Clinard (1969); Long (1984); Johnstone (1998) & Miller and Kanazawa 

(2000), interactionist theory helps explain white-collar crime in terms of offenders' 

symbolic construction of their social worlds. Origins of symbolic motivational 

patterns can be found in the social structure of industrial capitalism and its culture of 

exploitation. However, no theory of motivation sufficiently explains the causes of

45



white-collar crime (Collins and Clark 1993; Hagan and Radoeva 1997; Johnstone 

1998; Tillman and Indergaard (1999).

Obviously, the hypothesis that crime is due to personal and social pathologies does 

apply to white-collar crime. This means that this hypothesis may also explain all 

crimes that ordinarily confront police departments, and criminal and juvenile courts 

with the exception that poverty is not seen in causal equation with white-collar 

crimes (Friedrichs 1997; Friedrichs 1997; Johnstone 1998; Miller and Kanazawa 

2000). In addition to such explanations, the theory of differential association and 

theories of disorganisation may apply to white-collar crimes as well as to the crimes 

of the lower classes (Sutherland 1949). Nelken (1997) criticised Sutherland’s 

definition of white-collar crime as lacking internal coherence.

The main distinctions between white-collar crime and employee theft are two-fold: 

employee theft can be committed by all general employees in both high and low 

positions whereas white-collar crime is only committed by high-position employees. 

And employee theft is related to theft only whereas white-collar crime is related to 

many types of crimes including theft such as harassment, abuse, bullying, using 

alcohol or drugs in the workplace and espionage.

Despite the importance of introducing white-collar crime as a major step in studying 

employee theft, this thesis will not deal with it in detail for the aim of this study is to 

investigate which factors lead employees to commit theft, and the illustration of 

white-collar crime serves as a historical background to this theme.
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Economic pressures

Few articles and pieces of research have studied the exact relationship between 

economic pressures and employee theft44. So included in this section is a review of 

the research and studies about economic pressures and their relation to deviance in 

general and to employee theft in particular. A number of studies and researches are 

listed hereafter and critically linked to this area of enquiry.

To trace the literature for the effect of economic pressures on employee theft, Wahrer 

(1987) examines external pressures. The purpose of Wahrer’s study was to determine 

if relationships existed between the personal characteristics of job applicants and 

admissions of internal theft. His study used data from pre-employment polygraph- 

based interviews with 599 job applicants. They were questioned on their past history 

of drug use, use of marijuana and of other drugs on the job and on external economic 

pressures on them and their peer age group. All characteristics were tested in 

bivariate relationships with admissions of employee theft. The results revealed a 

series of relationships between admissions of internal theft and personal 

characteristics including economic pressures. So, the thesis hypothesis of the 

relationship of economic pressures and employee theft is based on Wahrer’s 

findings.

In their chapter on counterproductive behavior by employees, Boye and Jones (1997) 

stated that such behavior violates significant organisational norms and, in so doing, 

threatens the well-being of the organisation, its members, or both. It can be broadly 

viewed as resulting from (a) economic factors, (b) individual factors, and (c) 

organisational factors. Boye and Jones (1997) considered that the modification of 

organisational factors and employee reactions to these factors reduced theft and other
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types of counterproductive behavior at work. In this thesis, economic pressures are 

considered as one of the control variables which mediate between organisational 

values and employee theft.

Pagani, Boulerice, Vitaro and Tremblay (1999) used data from the Montreal 

Longitudinal-Experimental Study with the purpose to show how poverty can cause 

economic pressures and how this leads to antisocial behaviours. The authors 

examined the impact of poverty (and its correlate, family configuration data) on 

academic placement and self-reported delinquency in 497 boys at age 16. They found 

that poverty was one of the factors causing the economic pressures. They then 

investigated whether the relationship between family economic hardship and 

antisocial behavior was direct or indirect by considering the value of parenting 

practices and academic failure as process variables in the model. The results revealed 

that poverty had an effect on both academic failure and extreme delinquency. This, 

they said showed the effect of economic pressures on antisocial behaviors. Poverty as 

a factor for economic pressures was further investigated by Allen and Stone (1999) 

and yielded a similar result. This is also evidence for the hypothesis of the effect of 

economic pressures on employee theft.

Hardship is another term of poverty which leads to economic pressures. Rollin 

(1997) stated that variables reflecting economic hardship would be positively related 

to crimes of theft. Unfortunately, the variables measuring social disorganisation and 

economic hardship were highly correlated, so that it was impossible to disentangle 

their effects. Both social disorganisation and economic variables were significant 

predictors of both assaultive crime and crimes of theft.
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Poverty and hardship with economic pressures can lead to so-called property crime 

(employee theft). Lester (1995) attempted to provide a microeconomic foundation for 

the link between property crime and unemployment. The model was based on a cost- 

benefit analysis. It is unique in that behaviour is viewed from the perspective of 

criminals rather than non-criminals. This adds another perspective to the scientists’ 

views. The empirical findings supported the hypothesis, with some qualifications. 

Only the association between the unemployment rate and the larceny rate was 

positive and significant for property crimes in the USA for the period of 1960-90. 

This model of effect is also used as a basis for the economic pressures hypothesis.

Like Lester (1995); Rollin (1997) and Allen and Stone (1999), Pyle and Deadman 

(1994) also examined property crime. They studied the association between crime 

and economic activity. The first section of their article considered possible reasons 

why crime might be related to the state of the economy. The second section surveyed 

the evidence linking property crime to economic circumstances. The third section 

presented new results, obtained by using S. Field's (1990) annual and quarterly time- 

series data for England and Wales spanning 1946 to 1991. Results concerned the 

relationship between the business cycle and property crime, such as offences of 

burglary, robbery, theft and the handling of stolen goods. The analysis highlighted 

the need to build a convincing dynamic model of criminal activity and its 

relationship to the economy as a whole which, in turn, can contribute to the present 

thesis hypothesis of economic pressures and employee theft. This contribution is 

different from the present thesis in that it deals with economic pressures in a general 

setting while this thesis is limiting the research to the retail industry or specifically to 

supermarkets.
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Economic pressures play a major role in causing employee theft. This hypothesis was 

supported by the Pogrebin, Poole and Regoli (1986) study of embezzlement which 

was one type of employee theft which they investigated. They studied the records of 

23 males and 39 females found guilty of embezzlement in an effort to construct a 

profile of the contemporary bank embezzler. Data were extracted from records by 

probation officers. The income of these subjects averaged under SUS 10,000 

annually. Most worked in low entry-level positions and most indicated that family 

and personal debts were the reasons for their offences. Most were without 

accomplices and had been at the job for less than one year. Their study which was 

conducted in the bank may be of value for this present study of supermarkets. 

Moreover, since personal and household income is the most common measurement 

for economic pressures, the Pogrebin, Poole and Regoli (1986) study has much to 

offer in both this thesis’ methodology and its theoretical background hypothesis. The 

questions of personal and household income were included in the questionnaire and 

interview as the measurements for the hypothesis of economic pressures.

Community pressures

Approximately eight pieces of research and studies are listed in this section in order 

to compare and evaluate the role that community pressures can play in explaining 

employee theft. Few studies, however, have pointed to an exact relationship between 

community pressures and employee theft (see: Bynum and Purri 1984, Farrington 

1994 and Dahlback 1998). Rather they are described in more general terms.

The community pressures factor is founded in the work of Bynum and Purri (1984) 

when they reviewed the literature concerning environmental design. They 

hypothesise and argue that weaknesses exist in previous research designs. The study
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investigated the victimization experiences of 1,872 undergraduates who resided in 

campus high- and low-rise dormitories and measured the residents’ sense of 

community in determining the relationship between environmental structures and 

reported crime rates. Findings revealed significantly greater theft and larceny rates in 

the high-rise dormitories. This suggests a greater feeling of community in low-rise 

dormitories. Thus the community pressures play a very important role in causing 

crime including theft. This is one of the hypotheses of this thesis.

The influence of community pressures can also be seen in the Dahlback (1998) 

study. Dahlback (1998) investigated the possibility of using a non-linear longitudinal 

model when analysing the influence of crime opportunity and commission propensity 

factors on societies' theft rates. The model used, which is based on decision- 

theoretical assumptions on individual criminal behaviour, explains how the theft rate 

is influenced by contemporary and historical societal characteristics. The crime 

opportunities in a municipality are assumed to be strongly affected by the density of 

the population and the inhabitants' commission propensities by their social bonds. It 

was found that the theft rate is higher the denser the population and the weaker the 

social bonds; that there are strong interactions between various contributing factors; 

and that there are temporal trends for relationships between the theft rate and social 

bond characteristics at different points in time that have interesting causal 

interpretations. The interaction effect of community pressures and organisational 

values on employee theft in the present thesis are a replication of the methodology of 

the Dahlback (1998) study.

According to Farrington (1994), among the number of factors affecting antisocial 

behavior, socio-economic deprivation, community influences and peer influences are
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the most important. Farrington (1994) reviewed knowledge about the causes and 

prevention of offending with special reference to violence 'offending' which is 

defined to include the most common types of crimes that predominate in the official 

criminal statistics, such as: theft, burglary, robbery, violence, vandalism and drug 

use. This study is a basis for outside (community influences) and inside (peer 

influences) community pressures. Beside the studies which have investigated the 

theme “community pressures” directly, some studies have touched on the theme 

indirectly and they are investigated in the following paragraphs.

Bellair (1997) stated that the social disorganisation perspective assumes that social 

interaction among neighbors is a central element in the control of community crime. 

Moreover, the social interaction among neighbors that occurs frequently, such as 

every day, is assumed to be most effective. His analysis tests that assumption by 

exploring the consequences of frequent and infrequent interaction. Bellair (1997) 

constructs ten alternative measures of social interaction and separately examines the 

effect of each on the rates of three serious crimes, burglary, motor vehicle theft and 

robbery, across 60 urban neighborhoods. His findings suggest that the community 

interaction played an important role in reducing these crimes.

In a similar investigation, Loeber and Schmaling (1985) examined the utility of 

differentiating between mixed and pure forms of antisocial child behavior. This was 

done for 195,10-17-year-old boys on the basis of a typology of antisocial behaviour. 

They were divided into mutually exclusive groups, based on their pattern of 

antisocial behavior. Results indicated that there is a clear effect of community and 

peer group on delinquency with delinquency including fighting and theft. This study 

and the present thesis are similar in that both examine the community pressures on
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causing deviant behaviours. Despite the fact that the Loeber and Schmaling (1985) 

study dealt with children as the sample and that the present thesis focuses on mature 

people, both are under the heading of criminology and deviant research. Therefore, 

the Loeber and Schmaling (1985) study may be of value for the present thesis.

There is another look at the phenomenon of theft. In this case it is shoplifting. 

McNees and Patrick (1980) designed an evaluation program for elementary school- 

aged youth which they implemented at a retail business near a school. The program 

included visual instructions to youths concerning tokens (exchangeable for special 

prizes) for appropriate verbal behavior, visual feedback to them, and rewards for 

reducing merchandise loss. A 54 % reduction in loss of popular youth merchandise 

was achieved. The programme showed how effective the role of the community 

factor could be in controlling behaviour. The enhancement of the community alliance 

had reduced theft among youth customers. The sense of outside-community is related 

to enhancing the sense of inside-community. Inside-community can be categorised as 

a workplace which is related to the study of community pressures in the present 

thesis.

Peer group pressures and psychogenic factors appear to influence theft and 

vandalism according to the Levine and Kozak (1979) study. They analysed data from 

a study of 796 5th-12th-grade students in an upper-middle-class Chicago suburban 

community. The level of community affluence and quality of community institutions 

and services ruled out the explanations ("the tangle of pathology") usually offered in 

studies of delinquency in lower-class and low-income communities. This study 

contributed to the background of the present thesis in its assumption of peer group 

pressures and their effect on theft. The difference in the sample of this study
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(students) and present thesis (employees) cannot prevent one from utilizing the 

findings to support the thesis hypothesis.

Work group norms, as important elements of community structure, have been 

investigated by Dabney (1995). He integrated sociological and nursing perspectives 

regarding on-the-job drug use and/or theft use by nurses. Specifically, he used 

interview data collected from 25 practising nurses to illustrate the link between work 

group norms and these forms of nursing deviance. The data suggest that informal 

work group norms often differ from formalised administrative guidelines. Under 

these circumstances, work group norms consistently take precedence and, thus, serve 

to shape nurses' behaviors. The influence of the peer group on nurses’ behaviours in 

Dabney's study was, theoretically, similar to the effect of the peer group on employee 

theft in the present thesis. Inside-community pressures are operationally defined, in 

this thesis, as the influence of the peer group in the workplace. The present thesis 

hypothesised: when community pressures on employees are highly apparent 

employee theft increases. This argument makes the study a suitable background for 

the thesis. Economic and community pressures are factors related to both employee 

theft and organisational values.

Economic pressures and community pressures (inside and outside) are hypothesised 

to control the effect of organisational values on employee theft. The effect of 

organisational values on employee theft can be more explained in the context of the 

pressures on employees during their work. Three cognitive processes are involved in 

this situation: the pressures on employee to steal; the values of the organisation that 

the individual experiences in his or her workplace; then the outcome which is the 

decision to steal or not. The values of the organisation are a collective of traits based
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on organisational culture as whole. Thus, understanding of the values within the 

organisation needs to be addressed through the discussion of organisational culture 

or, in technical terms, corporate culture.

Organisational culture

The starting point for a study of values in general, and values in an organisation in 

particular, is culture. According to Brown (1995), the interest in organisational 

culture during the 1980s and 1990s stems from at least four different sources. The 

first source is climate research as it relates to the workplace environment. The second 

is national culture. The third is human resources management (HRM), which
i

concerns the human side of enterprises and the factors that determine workers’ 

relationships with their employers (Hannagan 1998). The fourth is an explanation of 

how clearly performance is related to counterproductive behaviour in the workplace.

According to Chin, Pun, Ho and Lau (2002), company culture, consisting of a 

shared pattern of basic values, beliefs, and organisational assumptions, is widely 

accepted as a powerful force for driving performance-enhancing behavior in an 

organisation. Changing a well-established culture is, however, a highly complex 

issue. It is thus very challenging to implement a new organisational culture. 

Organisational culture is also recognised by Sinclair (1993) as one determinant of 

how people behave, more or less ethically, in organisations. It is also increasingly 

understood as an attribute that management can and should use their influence to 

improve organisational performance.

Culture, or more specifically organisational culture, is a topic that entered the 

academic literature in the late 1970s (Pettigrew 1979). Since that time a stream of
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research on organisational behaviour has brought about a variety of definitions and 

characteristics of the term. While there are many definitions of organisational 

culture, several characteristics remain consistent across these definitions. ‘Holistic’, 

‘historically determined’, ‘socially constructed’ and ‘difficult to change’ are 

characteristics of organisational culture frequently found in the literature. Culture, it 

is also commonly agreed, involves ‘a pattern of shared values and beliefs’, 

‘determines how organisations function’ and ‘guides persons and groups towards 

satisfaction, fulfilment and meaning’.45

According to Wright (1994), organisational values are the components of the culture 

in which the culture paradigm can mean the informal concepts of attitudes and values 

of a workforce; or it can refer to the formal organisational values and practices 

imposed by management as a glue to hold the workforce together and to make it 

capable of responding as a body to fast changing and global competition. In this 

regard the term values was defined by Hornby (1989) “moral or professional 

standards of behaviour; principles; artistic, legal, scientific values, such as: return to 

Victorian values, the values of justice and democracy” (p. 1411). Also defined by 

Procter (1995) as “the values are the principles one has which control his or her 

behaviour: family / moral/ traditional, such as ; she believes strongly in basic values 

like courage, loyalty and honesty.” (p. 1605). Similar definitions have been found; 

one by Cambridge University Press (2003) as the beliefs people have about what is 

right and wrong and what is most important in life, which control their behaviour46. 

The other by Marshall (1998) in the Oxford Dictionary of Sociology “values are 

ideas held by people about ethical behaviour or appropriate behaviour, what is right 

or wrong, desirable or despicable” (p. 689). Thus, organisational values are part of 

the culture definition, as well as workplace environment.
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The definition of values is also traced to Weberian thought. Max Weber’s 

contribution to sociology was immense. He offered a philosophical basis for the 

social sciences; a general conceptual framework for sociology; and a range of 

learned studies covering most world religions, ancient societies, economic history, 

the sociology of law and of music, and many other areas. On a philosophical level, 

Weber’s main contribution was a theory of value-freedom (Marshall 1998). For 

Weber, the choice of science and sociology was a value choice which could not be 

justified in terms of instrumental rationality. In this sense, social scientific work is 

hemmed in by values, not only the values of the individual sociologist, but also those 

of the community of social scientists and the prevailing culture as whole (Marshall 

1998).

Weber believed that values of “nation,” “development,” “human rights,” and 

“science” must be freely chosen by people. This means a “disenchantment” of the 

world, which is a result of the rationalisation of man and of the world that has 

occurred throughout history (Manson 2000).

Albrow (1990) mentioned that the vocabulary Weber employed in his account of 

values is rich in nuance and fine distinctions. It is possible to engage in value 

analysis, interpretation, discussion, and consideration, and values could operate as 

axioms. Values can be related to decisions, feelings, standards, postulates, 

viewpoints and theories. Moreover, values can be organised as hierarchies, orders, 

systems, spheres and realms and they can conflict, compete and collide. They can be 

intensified, subjected to critique and placed in relation to anything else. People can 

be sensitive to values, judge things by them, evaluate, have faith in them or 

disbelieve them and can be free from them or discover them around and in their
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lives. Values have content, mechanisms, and can change. On the other hand, the 

validity of values cannot be proven empirically and faith in values can never be other 

than irrational. These characteristics of values can be easily linked with 

organisational values, as these are open to all types of point of view in any segment 

of a society (workplace setting).

A number of organisational values will be evaluated and related to employee theft. 

They are categorised into four dimensions based on suggestions in some of the 

literature:47

Organisational values dimensions are introduced because of their contribution to 

organisational culture. They are taken from management, sociology and criminology 

research48. Organisational values dimensions include: support orientation, rules 

orientation, innovation orientation and outcome orientation. These organisational 

values will be further developed and discussed in the method chapter. Reviews of 

some studies and research have been listed in this section to show the previous 

research findings related to organisational values.

Jones and Boye (1994) investigated the relationship of job stress, predisposition to 

stealing, and admissions of employee theft in the workplace. 3,468 employees from 

70 companies completed an employee attitude inventory, which included a job- 

related dishonesty scale and a job stress scale. Subjects also completed a checklist 

regarding the total dollar value of cash and merchandise they had stolen in the past 

three years. Approximately 33% of subjects reported stealing. The dollar value of 

merchandise stolen ranged from $US 25 to $US 3,500. Both job stress and 

propensities toward theft were found to be related to employee admissions of theft. 

The effect of job stress on admission of theft was found to vary according to
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employee attitudes toward theft. Among employees strongly or moderately 

predisposed to steal, those experiencing high job stress made substantially more 

admissions of theft. It can be concluded that stress at work, as a physical and/or 

psychological symptom, is another sign of job dissatisfaction, and in this regard this 

finding may be accepted as a basic argument for the current study which also linked 

to how employees perceive their organisational values. A number of studies and 

research are critically introduced hereafter and linked to organisational values. These 

include the studies of equity, justice and fairness as organisational values. The 

discussions of their contributions are in the following paragraphs.

A survey by Vandenberghe and Peiro (1999) was conducted using a convenient 

sample of employees (n = 999) from various industries in order to examine the main 

and combined effects of organisational and individual values on organisational 

commitment, perceived organisational support, and procedural justice. Moderated 

multiple regression analyses showed that employee reactions could mainly be 

explained by perceived organisational values and value preferences. This is, 

however, a measurement of employees’ perception which the present study is also 

trying to achieve. Thus, this present study has benefited considerably from 

Vandenberghe and Peiro (1999) in the development of the research instrument 

(questionnaire) especially for the measurement of organisatiomal values perceptions.

As an organisational value orientation Greenberg and Scott (1996) stated that 

employee theft is widespread and extremely costly to organisations. It may be 

viewed as a non-violent form of property deviance toward a company committed by 

an employee for personal gain. A social exchange orientation highlights the roles of 

social norms and distributive injustice as determinants of employee theft. According
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to the proposed “cycle of acceptance”, societal norms condone employee theft 

insofar as (1) people are willing to victimise organisations; (2) employee thieves are 

only infrequently prosecuted; and (3) guilt feeling is minimal. Indeed supervisors 

who sometimes condone employee theft, or permit theft as an informal source of 

reward serve as models of deviant behaviour.

Greenberg and Scott (1996) also stated that social norms within work groups support 

employee theft and carefully regulate the form it takes. Theft is also conceptualised 

as an attempt to redress distributive injustice. Theft-induced responses to inequity 

are motivated by both restitution and retaliation. Experimental studies have 

demonstrated that these reactions are exacerbated by inequitable conditions in which 

employees are treated in a socially insensitive manner. The implications for 

employee theft include: (1) breaking the cycle of acceptance; (2) aligning the 

interests of employers and employees; and (3) demonstrating interpersonal sensitivity 

in the treatment of employees.

The study of 514 security guards by De Boer, Bakker Syroit and Schaufeli (2002) 

examined the relationship between perceptions of unfairness at work and 

absenteeism during a one-year follow-up. On the basis of previous theoretical work 

and fragmented empirical evidence, it was hypothesised that distributive unfairness 

causes absence behavior in a direct and indirect way (through health complaints). 

Procedural unfairness was hypothesised to cause absence behavior through affective 

commitment or through health complaints. The results of a series of structural 

equation modeling analyses offer support for the mediating role of health complaints 

in the relationship between distributive and procedural unfairness at work and 

absenteeism. Moreover, the findings demonstrate that perceived unfairness might
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help to explain absenteeism over and above the impact of traditional work-related 

stressors such as work load and low job control. Absenteeism is one form of 

counterproductive behavior and can, therefore, be related to employee theft as 

another form of counterproductive behavior. Lam, Schaubroeck and Aryee (2002) 

also examined the influence of organisational justice perceptions on employee work 

outcomes, including some forms of counterproductive behaviors such as 

absenteeism, and found support for the hypothesized model.

The study of Aquino, Lewis and Bradfield (1999), tested a model that uses 

organisational justice variables and the personality trait of negative affectivity to 

explain two forms of deviant employee behavior. The two deviant employee 

behaviors are organisational deviance and interpersonal deviance. A survey was 

conducted for this study in which respondents were asked to indicate the number of 

times they had performed the behaviour described within the last 6 months. Results 

showed that this model fits the data well and that nearly all of the hypothesised 

relations among constructs were supported.

Employee theft rates in manufacturing plants were measured by Greenberg (1990) 

during a period in which pay was temporarily reduced by 15%. Compared with the 

pre- or post-reduction pay period (or with control groups whose pay was unchanged), 

groups whose pay was reduced had significantly higher theft rates. When the basis 

for the pay cuts was thoroughly and sensitively explained to employees, feelings of 

inequity were lessened, and the theft rate was reduced as well. The data support 

equity theory predictions regarding likely responses to underpayment and add to 

recently accumulated evidence demonstrating the mitigating effects of adequate 

explanations on feelings of inequity.
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The roles of motivation, frustration and satisfaction on formulating organisational 

values have been discussed by a number of researchers (see: Vardi and Wiener 

(1996), Payne (1989), Spector (1997), Fox (1999) and Huiras, Uggen and McMorris 

(2000).

Vardi and Wiener (1996) tried to associate personal and organisational motivational 

forces with behavioral misconduct by organisational members. It therefore served as 

the basis for the distinction among three types of organisational misbehavior: (1) 

misbehavior that intends to benefit the self (type S); (2) misbehavior that intends to 

benefit the organisation (type O); and (3) misbehavior that intends to inflict damage 

(typeD).

In order to integrate these forms of misconduct within a comprehensive motivational 

framework, Vardi and Wiener (1996) used the distinction between normative and 

instrumental sources of motivation. They proposed that people who engage in type S 

are primarily motivated by self-interest consideration (instrumental processes), 

whereas those who perpetrate type O do so mostly because of a strong identification 

with and a loyalty to their organisation (normative processes). Type D, however, 

may be triggered by either instrumental or normative forces, or by both at the same 

time. The study found support for the proposed main effects with some mediating 

interaction differences. Type 0  is a sign for perceived high organisational values 

which may lead the employee to committee theft against others not against the 

organisation. This is what has been described previously as crime on behalf of the 

organisation. Type S and type D are misconduct behaviours related to theft by an 

employee which is directly relevant to the theme of this thesis.
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The role of motivation has been discussed further by Payne (1989). He believes that 

self-presentational biases are associated both with motivation for employee theft and 

unrealised potential controls for employee theft. These self-presentation biases can 

obstruct a better understanding of the nature and extent of theft, as well as of the 

steps necessary to reduce the problem. Thus, motivation in the organisation is part of 

an outcome organisational dimension which may explain the control of theft in the 

workplace by employees. The same results can be obtained by minimising frustration 

in the workplace. This is discussed by Spector (1997).

According to Spector (1997), events and conditions of work can induce anger and 

frustration that are accompanied by antisocial acts such as aggression, sabotage, 

theft, and the intentional withholding of output. Earlier, Spector presented a model of 

how frustration leads to these antisocial behaviors (1978). He then updated this 

model by incorporating an expanded role for cognitive processes and individual 

differences. Finally, he discussed strategies for reducing antisocial behaviour at 

work, based on the expanded frustration model.

The study of Fox (1999) was designed to investigate the situational, dispositional, 

and affective antecedents of counterproductive work behaviors. A model based on 

the organisational frustration-aggression work of Spector and colleagues was tested 

using structural equation-modeling and zero-order correlational analysis. As 

hypothesised, a positive relationship was found between employees' experiences of 

situational constraints (events frustrating their achievement of organisational and 

personal goals) and counterproductive behavioral responses to frustration (personal 

and organisational aggression). In addition, personality (trait anger and trait anxiety), 

control beliefs (work locus of control), and an estimation of the likelihood of
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punishment had a major effect on how people behaved. In particular, strong direct 

relationships were found between affective response variables and anxiety and the 

locus of control, while direct relationships were found between behavioral response 

variables and anger and punishment. Finally, differentiated relationships between 

two facets of trait anger (angry temperament and angry reaction) and four categories 

of counterproductive behaviors (serious and minor deviance directed at 

organisational and personal targets) were explored. As anger leads to frustration and 

frustration leads to a perception of low organisatiomal values which, as hypothesized 

in the present study leads, to employee theft in the workplace, employee satisfaction 

needs to be achieved in the organisations

Huiras, Uggen and McMorris (2000) examined the relationship between career 

stakes, job satisfaction, and employee deviance. The researchers analysed data from 

the Youth Development Study (YDS), a longitudinal community sample of 

individuals now in their mid-twenties. Results show that career stakes and job 

satisfaction exert independent effects on worker misconduct even when prior levels 

of general deviance and workplace deviance are statistically controlled.

The cognitive process of justifying theft produces a workplace psychological 

environment which leads to a perception of organisational values by employees. In 

his recent publication, Case (2000) showed that employees questioned as to why they 

stole often rationalized their action and stated that the opportunity of theft presented 

itself through lax policies and controls and management indifference. Moreover, 

many employees cited opportunities created by management, not their financial need, 

as their primary motivation to steal (Beki, Zeelenberg and Van Montfort 1999). 

Another significant reason employees gave for stealing was their perception that
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managers themselves were stealing so it was permissible for them too. This situation 

supports the proposition that, if management wants a theft-free work environment, it 

must set an example of honesty and adherence to policies (Case 2000). This can be 

considered the rules orientation as one dimension of organisational values. The high 

perception of rules orientation by employees in the workplace plays a very major role 

to reduce misconduct behaviours including employee theft. When employees feel 

that superiors (managers and supervisors) keep to the rules, they are themselves 

follow too. As a result, the justification for theft will be limited.

Similarly, Nakamura (1985) examined the cognitive structures of a sample of 155 

boys (aged 16-19 years) living in a juvenile home. What concerned them most about 

theft was the fear of detection. Moreover, they had a deep concern as to whether their 

conduct was appropriate for their sub-cultural norms. Some took risks and 

rationalized their offences according to those norms. Others suffered from inferiority 

feelings or bitter experiences at the hands of other members of the community, 

particularly in the case of theft.

Some of the common examples of employee rationale for theft include these 

statements49: “I am underpaid and I only taking what I deserve”, “Everybody does it. 

Besides, they can write it o ff’. The company makes a large profit and I deserve some 

of it. And “ The company angered me and I got back at it.” Such statements indicate 

the type of workplace environment and how employees perceive their organisations. 

This way of thinking is very important as a reflection of the workplace environment 

that is related to the discussion and the investigation of employee perceptions about 

organisational values. These statements are not only a reflection of one
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organisational dimension but also complex reflections of all organisational values 

dimensions.

Based on the literature that explains employee theft, several theories have been 

identified. The theories of employee theft are classified in different ways. One 

classification is based on the nature of the factors that cause employee theft. It is 

either based on personal factors or on workplace factors. This classification is 

adopted in the present study. Each group of theories has been critically investigated 

through several approaches. The final stage is the formulation of the thesis’ 

theoretical perspectives, these perspectives are constructed as a theoretical model to 

be prepared for empirical investigation. The criticisms of these theories and the 

adaptation of justified approaches to be included in the model are discussed in the 

following section.
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Part III: Theoretical constructs

Theoretical background

This survey of theoretical backgrounds helps to take an overview of most theoretical 

aspects in the field of criminology that relate to the employee theft phenomenon. It 

also enables to organise thought processes starting from general factors affecting 

employee theft to more specific causes. In this section two distinct theoretical 

perspectives are presented. Each class of these two groups will be presented with a 

number of theoretical approaches. For person-based theories there are five 

approaches. They are: need, an individual’s deviant background, greed and 

temptation, an epidemic of moral laxity and marginality of the job. Workplace-based 

theories comprise four approaches: the organisational climate, deterrence doctrine, 

perceived organisational fairness and cognitive processing. These theories form the 

background and basis for selecting the appropriate theoretical perspective and 

framework for this study.

Person-based theories

Person-based theories attempt to construct an epistemological basis for describing 

employee theft as a reflection of personal traits and special characteristics. Clinard 

(1969) argued that personality traits consist of two kinds of personality traits, 

sociogenic and psychogenic, both of which from a social experience through 

association with other persons. Sociogenic traits, or attitudes, are derived from 

definitions of situations furnished by culture or subcultures to which people belong, 

such as their attitude towards law and property. Psychogenic traits, or general 

reaction patterns, are often referred to as basic personality traits such as feelings of 

emotional security or insecurity. In general, person-based theories are concerned
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with the question of why some employees steal? The answer is in five approaches of 

person-based theories. The illustrations of these five approaches are in the following 

paragraphs.

The first person-based theory takes the approach of need, where employees steal 

from their organisation because of their own need. They steal to resolve financial 

difficulties (Caudill 1988; Kannappan and Kaliappan 1988; Greenberg and Barling 

1996; Teevan and Dryburgh 2000). This reasoning has a set of intervening variables 

associated with needs: such as how the stolen materials satisfy these needs, how 

pressure from peers encourages young workers to steal, and what the social need is 

for such theft (as if the thieves give a discount to their friends or relatives without 

asking permission from management). Hollinger et al. (1992) call this act “altruistic 

deviance”. These explanations might be linked to the thieves’ psychological 

background (Williams 1935; Penrod 1987). Economic pressures theory is derived 

from the need approach which is one of the main theoretical perspectives for this 

thesis.

The economic pressures factor theorises that, when economic pressures become 

great, people may turn to illegitimate means to achieve socially acceptable goals 

(Hollinger and Clark 1983a). The economic situation within the community in which 

the individual lives and works can affect that person’s financial viability and hence 

influence his or her decision to become involved in employee theft50. The economic 

pressures variable has been tested in this research as one of the control variables 

mediating between organisational values and employee theft. Operationally, 

economic pressures are translated into a number of questions categorized by the title
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of financial status, including the perception of household income and personal 

financial concern for employees.

The second person-based theory relates to an individual’s deviant background 

approach, which proposes that the tendency to engage in workplace theft is a 

function of deviance (McCarthy 1995; Raine et al. 1996; Mumford, Connelly, 

Helton, Strange and Osbum 2001). This approach is an applicable link to the 

explanation of deviance in general, including counterproductive behaviours in the 

organisation. In this context, counterproductive, is used for a wide range of 

behaviours in the organisation. Some counterproductive uses are: (1) theft and 

related behaviours; (2) destruction of property; (3) misuse of information; (4) misuse 

of time and resources; (5) unsafe behaviour; (6) poor attendance; (7) poor quality 

work; (8) alcohol use; (9) drug use; (10) inappropriate verbal actions; and (11) 

inappropriate physical actions (Gruys 2000; Gruys and Sackett 2003). The 

explanation for this approach is that those people who have a tendency to steal in the 

workplace are likely to commit other types of deviant behaviours in their workplace. 

They are more likely to be involved in street crime, larceny, burglary and other 

crimes (Lynch and Cantor 1992; Britt 1994; Steffensmeier and Haynie 2000). The 

deviant behaviour needs a situational social background to develop (Greenberg and 

Barling 1996). This explanation is related to the second theoretical perspective for 

this thesis which is community pressures.

Community pressures theory (Hollinger and Clark 1983b; Robinson and Bennett 

1997; Niehoff and Paul 2000) suggests that the incidence of employee theft in a 

company is a direct reflection of the rate of non-violent larceny in the larger 

community. The basic theoretical assumption is founded upon the idea that if a
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company hires indigenous employees from that community, their aggregate theft 

behaviour while at work may correspond to the level of theft present in the 

community (Hollinger and Clark 1983b). One plausible reason for this might include 

the locality’s criminal background. According to Sommers, Fagan and Baskin 

(1993); Greenberg and Barling (1996); Vardi and Wiener (1996); Bennett and 

Robinson (2000) and Lee and Allen (2002), individual deviant background theory 

indicates that the person with a positive attitude to stealing will steal in the 

workplace. Boye and Jones (1997) present an alternate view by stating that pressure 

resulting from the workgroup in the organisation contributes to a higher probability 

of workplace theft. Internal pressures include the effect of work group norms 

(Hawkins 1984) and collaboration with other employees to steal from employers 

(Homing 1963; Homing 1968; Mars 1983).

There are two basic components of the model within work groups. First, conditions 

often exist that facilitate social influence (Dabney 1995). These conditions are 

referred to as priming conditions. Two major factors fall into this category: 

ambiguous situations and exposure to salient others (supervisors and peers) 

according to Sieh (1985). Second, according to Dabney 1995 and Robinson and 

O'Leary-Kelly (1998) various social influences encourage employee theft. They 

referred to these as social triggers. Three major social triggers may be identified: 

informational social influence, normative social influence and cognitive social 

influence (Greenberg 1997,1998). This theory offers the social influence model of 

employee theft as an adjunct to existing approaches rather than as a substitute for 

them (Greenberg 1997).
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Third, greed and temptation (opportunity) is one approach of person-based theories. 

This theory suggests that people are naturally greedy and everyone would steal if 

there were a chance to steal51. This approach according to Greenberg and Barling 

(1996) lends itself to theft deterrence by minimizing opportunity (Schneider 2005) 

and by providing appropriate surveillance over the employees in the workplace. 

Organisational theft rates are to a large extent contingent on the opportunities for 

employees to steal (Pallone and Hennessy 1992; Thompson 1998). Security measures 

are used to reduce these opportunities substantially and are perhaps the most obvious 

organisational climate factors used to deter employee theft (Caudill 1988; Dahlback 

1998; Felson et al. 2000). Some of these methods, such as security guards and video 

cameras, may also be beneficial for reducing other types of counterproductive 

behaviour (Boye and Jones 1997). The poorer the organisational climate of honesty, 

the greater the likelihood of employee theft in the workplace (Warr 1988; Stack

1995).

Fourth, an epidemic of moral laxity. This approach explains the phenomenon of 

employee theft where workers have weak values in relation to honesty, and become 

less trustworthy (Hawkins 1984; Simmons 1987; Dickinson 1992; Komelussen 1996; 

Greenberg 1998; Judy and Nelson 2000). This is particularly prevalent among young 

and temporary employees who are mostly holding marginal jobs (Hollinger and 

Clark 1983b; Hollinger et al. 1992; Greenberg and Barling 1996; Giacalone and 

Greenberg 1997; Greenberg 1997).

The last approach of person-based theories is the marginality approach. This 

approach explains the factors affecting employee theft in low status jobs (Michel 

1937; Cloward and Ohlin 1960; McCaghy et al. 1977; Baruah 1989; Tucker 1989;
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Hollinger et al. 1992). Not only can having a low ranking position in an 

organisation’s hierarchy be linked with a proclivity to steal, so can other 

characteristics of a job such as low wages, expendability, little opportunity for 

advancement, short tenure, little chance to develop relationships, lack of security, 

and social isolation (Michel 1937; Wattenberg and Balistrieri 1952; Pawar 1985; 

Greenberg and Barling 1996). This theoretical approach of marginality can also 

contribute to the economic pressures theory which is one of the main theoretical 

perspectives of this study.

Workplace-based theories

In contrast to the person-based theories, which were concerned with why some 

employees steal, workplace-based theories answer the question as to why some 

organisations experience more theft than others. Here there are four theoretical 

approaches. Each one attempts to explain employee theft from a different 

perspective. In the end, the person-based theories and workplace-based theories 

together give a complete explanation of employee theft.

The first of the workplace approaches is organisational climate (Kamp and Brooks 

1991). This suggests that employee theft is more prevalent when a dishonesty climate 

exists in the organisation (Jones and Terris 1991; Giacalone and Greenberg 1997; 

Luther 2000). This theory indicates that there is a perception of dishonesty among 

employees which is related to their perception of how their managers, immediate 

subordinates, co-workers, and they themselves view theft (Kearse 1993; Layne 1994; 

Luther 2000 and Greenberg and Barling 1996). It is also predicted by Greene (1999) 

that those employees who believe that their organisation is culturally honest, engage 

in fewer dishonest behaviors than those believe that their organisation is culturally
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dishonest. And the same notion can be applied with other counterproductive 

behaviours such as absenteeism, disregard of work instructions and attitude towards 

damaged or out-of-date foods.52 .

The workplace environment is related also to motivation which, in turn, is related to 

how employees perceive their workplace. If the employees are well motivated in 

their workplace, their loyalty tends to increase. If employees rate loyalty highly, they 

are likely to refrain from committing theft in their work (Paajanen 1988; Davis 1992; 

Vardi and Wiener 1996). Motivation can contribute to job satisfaction. One job 

satisfaction factor is meeting the needs of employees in the workplace. Maslow’s 

hierarchy of needs explains how employees with sufficient needs can be satisfied in 

their job. Satisfaction leads in the end to a lessening of counterproductive 

behaviours in the workplace (Paajanen 1988). Maslow’s theory identifies five sets of 

needs: physical needs, safety needs, social needs, self-esteem, and self-actualisation 

(Maslow 1954; Academic American Encyclopedia 1994; Adair 1996). The most 

related sets of needs in this theory with counterproductive behaviours in general and 

employee theft in particular are the last two, self-esteem and self-actualisation. 

Esteem consists of self-respect, achievement, status, and recognition, while self- 

actualisation is about growth, accomplishment, and personal development (Baker and 

Sandore 1991; DeCarvalho 1991).

As motivation leads to satisfaction, satisfaction and dissatisfaction could 

theoretically be linked to counterproductive behaviours in the workplace. The 

satisfaction theory proposes that the victimised organisation may play a part in 

determining the level of theft behaviour of its own employees by influencing their 

perceptions level of dissatisfaction with their jobs (Hollinger and Clark 1983a;
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Hawkins 1984; Kamp and Brooks 1991; Boye and Jones 1997). According to 

Thoms, Wolper, Scott and Jones (2001) job satisfaction is negatively correlated to 

intentions to leave and to turnover, and the intention to leave predicts employee theft 

and turnover. This may be attributed to a lack of commitment to the organisation. 

Similarly, Greene (1999) predicted that those employees who felt high job 

satisfaction would engage in fewer dishonest behaviours than those whose job 

satisfaction was low. Based on the literature, the researcher has depicted the diagram 

in Figure 9 to show how motivation is linked to theft.

As shown in Figure 4 the motivation in a workplace environment can suffice the 

needs of employees and lead them to a state of loyalty and satisfaction. Loyalty leads 

to higher commitment to the job and to the willingness to stay longer in the job. 

Staying longer in the job persuades them to refrain from any counterproductive 

behaviour including employee theft. Satisfaction also leads to the same result as 

loyalty but with a direct effect on counterproductive behaviours. If employees are 

satisfied they can distance themselves from counterproductive behaviours or theft.

Figure 4: Motivation link to employee theft
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In relation to organisational factors and the workplace climate, organisational 

security is an important factor which may help to explain why some organisations 

experience more theft than others. The implementation of security measures in the 

retail stores such as CCTV, security guards, video cameras, and other surveillance 

equipments, plays a major role in controlling internal theft (Purpura 1998; Oz, Glass 

and Behling 1999; Helena 2000; Boye and Jones 1997). Considering workplace 

theories on the phenomenon of employee theft may encourage the loss prevention 

section or security department in an organisation to advocate a personnel screening 

approach in the recruitment of new applicants or more effective control of the work 

security environment. This screening approach may involve devising honesty testing 

for new applicants53, learning their job history54or supervising their performance and 

continuously monitoring their trustworthiness.55

The second approach of workplace-based theories is deterrence doctrine which 

explains employee theft as an outcome of either a lack of deterrence measures in the 

workplace or improper security measures and precautions. There are five important 

elements associated with the deterrence process56. These five elements are:
c * j

- Employees’ perceived certainty of the risk of being discovered;

- The certainty of apprehension;58

- The certainty of prosecution;59

- The severity of possible criminal punishment;60 and

- Visibility and celerity of punishment.61

The essence of this approach is that employee theft will be more likely in an 

organisation that does not make its anti-theft policies explicit (Hollinger and Clark

75



1983b; Hollinger and Clark 1983a; Dierking 1991; Greenberg and Barling 1996; 

Ziegenfuss 1996). Similarly, Boye and Jones (1997) pointed out that a formal 

antisocial policy is one method of communicating the organisational attitude on the 

degree to which the employer will tolerate theft by employees. This leads to a 

double effect: one is that employees will consider that stealing company 

merchandise or property is a serious matter and will be punished and they will 

respond to this threat; the other is the certainty that supervisors will react when 

employee theft is discovered (Pallone and Hennessy 1992; Tucker 1989). The 

results of the Grasmick, Jacobs and McCollom (1983) study also support the 

potential contributions of deterrence theory to the study of crime and social control. 

Deterrence doctrine in the workplace was more closely investigated by Mitchell, 

Daniels, Hopper, George and Ferris (1996) who assessed employees' perceptions of 

the degree to which illegal behavior was caused by: deficiencies in the moral 

character of employees; the clarity of expectations and standards describing illegal 

behavior; and the presence of reinforcements and punishments (Schneider 2003) 

contingent on these behaviors.

The problem of counterproductive behaviours in the workplace in general and theft 

in particular, may be intensified when workers see that the violations of some people 

(low level workers) are punished more regularly and severely than the violations of 

others (supervisors and superiors) (Parilla 1982; Saltzman et al. 1982; Hollinger and 

Clark 1983b; Clark 1984; Lott 1992). This kind of feeling on the part of employees 

encourages them either to imitate their superiors in their acts of theft, to feel 

frustration or not to help their organisation in controlling theft among other 

employees.
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Perceived organisational fairness is the third approach from workplace theory used to 

explain employee theft (Aquino et al. 1999; Greenberg and Barling 1996; Boye and 

Jones 1997). This approach indicates that interpersonal and payment fairness are 

linked to employee theft (Tucker 1989; Niehoff and Paul 2000; Greenberg and 

Barling 1996). The issue may be illustrated by two sets of explications. One 

considers employee theft as a social control process rather than crime (Rosse et al. 

1996). Within this context employee theft might be considered as a response to 

employer deviance (unfairness to employees) (Sieh 1985). The other is concerned 

with payment inequity, as if the employees feel that their payment, relative to the 

work they are doing, is seen to be less than it should be (Sieh 1985; Rosse et al.

1996). In this case employees either reduce their productivity or increase their 

income by theft (Umbreit 1989; Lamertz 2002; Greenberg and Barling 1996). This 

discussion of perceived organisational fairness can be discussed further by 

introducing equity theory . This approach proposes that when employees are 

dissatisfied with employer fairness, they are more likely to violate organisational 

norms and commit acts of deviance (Aquino et al. 1999). Additionally, when the 

basis for a pay cut is thoroughly and sensitively explained to employees, feelings of 

inequity are lessened and the theft rate is reduced (Greenberg 1990 and Terman 

1985). Moreover, it is argued that employees feel justified in taking company 

property when they perceive they have been treated very unfairly in their work (Sieh 

1985; 1987; Shapiro, Trevino and Victor 1995; Greenberg and Barling 1996) .

Fairness has been introduced by many studies as part of organisational values. These 

values were linked to counterproductive behaviours. Employee theft is considered 

one such behaviour as it is shown that the same explanation process for 

counterproductive behaviours in the workplace can also explain employee theft. For
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example, Boye and Jones (1997) mentioned that the prevalence of ten organisational 

values can be related to lower levels of counterproductive workplace behaviour. 

These organisational values are: fairness with employees, caring and empathy, 

employee empowerment, career-enriching opportunities, equitable pay and benefits, 

interpersonal cooperation, accurate job-person matching, honesty and ethics, safe 

working conditions, and job security.

Perceptions of organisational values, as one main element of this thesis’ theoretical 

perspective are rooted in workplace climate theory, perceived organisational fairness, 

satisfaction theory, and motivation theory. Counterproductive behaviours are also a 

by-product of these theoretical backgrounds along with employee theft.

The proposition by Greenberg and Barling 1996; Boye and Jones 1997, that there is 

relationship between organisational values and employee theft is included in 

organisational climate theory, which is one of the workplace theories. The basic 

premise of organisational climate theory is that people steal from their employers 

because they interact in a social setting in which conditions make social influence 

regarding theft possible and in which various social influences trigger employee theft 

(Kamp and Brooks 1991; Greenberg and Barling 1996; Boye and Jones 1997). This 

theory indicates that better results will be obtained by altering the organisational 

climate to address employee motivations and perceptions than by merely decreasing 

employee opportunities to engage in employee theft. This theory considers the 

modification of organisational factors and employee reactions to these factors to 

reduce theft (Ziegenfuss 1996; Greenberg 1997; Greenberg 1997; Robinson and 

Bennett 1997; Boye and Jones 1997).
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The perception of organisational values can be categorised in four dimensions 

(Denison 1996; Van Muijen et al. 1999; Vandenberghe and Peiro 1999)63. They are: 

support orientation (Tepeci 2001; Chin et al. 2002); rules orientation (Herndon et al.

2001); innovation orientation (Holt 1998; Toulson, Campbell and Holt 1998), and 

outcome orientation (Pun 2001). These dimensions will be viewed as separate factors 

in relation to employee theft.

The fourth approach to workplace theory is related to cognitive processing. The 

explanation of employee theft mentioned earlier with person-based theories 

demonstrates the traditional approach to explain this phenomenon, which is based 

either on the premise that people steal because they have opportunities to do so, or on 

the criminology approach which takes the economic pressures, youth, or emotionally 

unstable people, as the factors behind employee theft. Cognitive processing is a 

recent explanation which advocates the social psychological explanation.

According to Greenberg (1997) four different aspects can be put in taxonomic 

fashion. They are put as pairs: one is the pro-social intention, which contains the 

approval motive and the support motive of social norms; the other is the antisocial 

intention, which contains the even of the score and the thwart motives.

Approval is an adherence to supervisory norms condoning theft. This happens when 

supervisors engage in thefts which make employees believe that it is legitimate for 

them to engage in theft as well. The rewards given by supervisors to their employees 

for doing good things for the organisation such as allowing them to take substantial 

or limited goods, or giving them a big discount, is another type of employee theft 

apparently condoned by the employer.
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Support is an adherence to work group norms condoning theft where employees 

establish a form of work group norms of deviant behaviour that control their 

behaviours and their relation with each other; and their relation to the organisation 

and their superiors. These norms have a strong effect on employee theft. They 

condition the nature and extent of theft allowed by this reference group. The most 

apparent element in this regard is the way members feel obliged to participate in such 

theft as a means to demonstrate their solidarity with other group members. 

Community pressures theory -  as the second element of this thesis’ theoretical 

perspective - is rooted in this approach (adherence to work group norms).

The motivation to even the score stems from a desire to harm or strike back at an 

employer. When the employees feel that they have been paid less than they deserve 

according to their performance, they may steal from their work to compensate for 

their extra work. If the accommodation provided for employees is inadequate, some 

employees may strike back by damaging property or goods, or more likely, steal 

from their employer. This theoretical aspect is based mainly on equity theory, which 

has been taken as a background theory for the perception of organisational values 

and is dealt with in the empirical study.

Thwarting is a violation of the work group norm regulating theft. This again reflects 

a tendency by employees to harm fellow workers for the purpose of striking out at 

members of the work group. Violations of group norms become clear when a work 

group constructs limits and rules for theft in their work place according to the 

different characteristics of employees. Individual employees may violate these 

boundaries and limits by stealing more company property than that assigned to them, 

or by stealing what had not been agreed upon. This would be a clear violation of
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work group norms. In most cases this would lead to the person being punished. This 

situation, however, can be dealt with by introducing community pressures theory as 

the second major theoretical approach to this thesis.

According to Spector (1997), frustration at work is a derivative of cognitive 

processing. Frustration is another important factor leading to antisocial behaviour in 

the workplace. It embraces events and conditions of work which induce anger and 

frustration and is accompanied by antisocial acts such as theft (Spector 1997) . 

Spector (1997) modelled that the effect of such factors affects the cognitive appraisal 

and the frustration then experienced leads in the end to a behavioural reaction 

(antisocial behaviour). Cognitive appraisal is also affected by arbitrariness, goal 

importance, and the number of, and severity of, frustrators. This frustrator factor is 

not the only factor leading to employee theft (Beck and Willis 1993; Spector 1997; 

Fox 1999). A number of other factors may directly lead to a behavioural reaction, 

such as control perceptions, fear of being caught, hostility to rules, impulsiveness, a 

sense of alienation and social insensitivity. Despite the support for an existing 

relationship between frustration and antisocial behaviour in the organisation (Spector

1997), the link between idiosyncratic individual causes and environmental conditions 

remains. High levels of job stress are also associated with frustration. The final 

product of this pairing may well be employee theft (Jones and Boye 1994). Fox 

(1999) tested the Spector model (1997), the organisational frustration-aggression 

model, and found a positive relationship between employees' experiences of 

situational constraints (events frustrating their achievement of organisational and 

personal goals) and counterproductive behavioral responses to frustration (personal 

and organisational aggression). More support of this theoretical aspect is found in the 

work of Kolman and Wasserman (1991) and Chen and Spector (1992).
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Besides frustration as a byproduct of the cognitive process, social exchange 

orientation is used to explain why employee theft occurs in the workplace (Graf 

1999; Barkley 2001). According to Greenberg and Scott (1996), social exchange 

orientation highlights the roles of social norms and distributive injustice as 

determinants of employee theft. According to the proposed “cycle of acceptance,” 

societal norms condone employee theft insofar as: (a) people are willing to victimize 

organisations; (b) employee thieves are only infrequently prosecuted; and (c) guilt 

over theft is minimal. Theft also is conceptualized as an attempt to redress 

distributive injustice. Theft-induced responses to inequity are motivated by both 

restitution and retaliation (Greenberg and Scott 1996). Further to the theory of social 

exchange orientation and an extension to it, according to Nelson and Perrone (2000), 

employee theft is seen as enjoyment of the challenge of participating in the act of 

theft in the workplace.

The surveyed theoretical elements mentioned in this section are not dichotomised in 

nature; there are notable links between them. This can be expressed by the traditional 

fraud triangle. The traditional fraud triangle suggests that workers will steal when 

they are presented with opportunities to steal; they face pressures to steal; and they 

can rationalize stealing (Jones and Boye 1994; Greenberg 1997; Nicol and Paunonen 

2002,. Greenberg (1997) suggests if any one of these elements is eliminated, theft 

will not occur. This is one example of the link between most of the theoretical 

elements mentioned in this section. This, however, suggests a need to formulate a 

special theoretical model for this research depending on the most relative aspects 

found in the literature and previous research.
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Thesis theoretical perspectives

The theoretical perspective of this research is based on aspects of a range of other 

theories. This collection of elements forms a new theoretical model. The model is 

tested in an empirical way. This model consists of three factors to be related to 

employee theft. They are organisational values, and economic and community 

pressures.

The choice of the proposed theoretical model in this thesis was based on the idea of 

having an adequate conceptual framework by which to explain employee theft. The 

stipulations of an adequate conceptual framework are: first, to cover both person and 

workplace theories (Martinko, Gundlach and Douglas 2002). This must include 

propositions such as the level of economic need of the employee and, at the same 

time, the level of organisational values that management has in relation to theft from 

the workplace. Introducing both the economic and community pressures as 

controlling variables with organisational values has fulfilled this condition. Second, a 

one factor-explanation of employee theft is nowadays considered incomplete as the 

phenomenon of employee theft is now viewed as having multifaceted aspects and 

directions (Levine and Jackson 2002). The opportunity to steal from a workplace is 

not the only explanation for employee theft. Opportunity needs a situation and a 

certain workplace climate to cause employee theft. Opportunity as one of the person- 

based theories has failed to explain employee theft without the support of other 

factors such as the nature of the deterrence doctrine in the organisation (Carroll and 

Weaver 1986). The perception of a certainty of apprehension, prosecution, 

punishment and the severity of punishment of an employee will neutralise the 

opportunity factor for stealing. If the security measures have been employed
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effectively the opportunity will never exist. Also if the employee has a sufficient 

salary based on his or her work efforts the opportunity to steal may not lead to theft.

Third, the societal culture must be addressed when explaining employee theft 

(Sinclair 1993; Wright 1994; Chin, Pun, Ho and Lau 2002; Reid London House 

2002). The culture surrounding this theme, employee theft, was considered in this 

thesis with a triangulation approach, background deviant behaviours (outside 

community), the work group (inside community) and management values 

(organisational values). This triangulation approach covers many theoretical aspects 

such as an employee’s deviant background, an epidemic of moral laxity, work group 

norms and the organisational values of management. The thesis model has addressed 

these cultural aspects to explain employee theft, as each one of these on its own will 

not explain theft (Levine and Jackson 2002). Fourth, there is a need to build on the 

literature findings and move toward exploring more aspects of the employee theft 

phenomenon. The theoretical model of this thesis has considered the previous 

research results and proposes new aspects to explain this phenomenon. 

Organisational values as factors are a new contribution to this field of study as they 

have been related to counterproductive behaviours in the organisation in general 

(Bies and Tripp 2005). Unlike the previous literature the theoretical model of this 

thesis has focused mainly on an investigation of the effect of organisational values on 

employee theft.

Organisational values factors have either encompassed a number of theoretical 

approaches mentioned earlier (person and workplace-based theories) or have some 

advantage over them. This makes organisational values a suitable substitute for those 

approaches eliminated to explain, partly, the employee theft phenomenon. These
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organisational values, may explain employee theft adequately if they can be tested 

using economic and community pressures as control variables.

Organisational values factors have encompassed the need and marginality 

approaches by employing fairness orientation as one dimension of them (Greenberg 

and Barling 1996). Need can be eased and eliminated for employees if the fairness 

orientation is characterized in the workplace as part of organisational values. 

Fairness, however, is the best tool for compensating employees for their work 

according to their qualifications and efforts while performing their jobs. It reduces 

the negative image of marginality in the job (Aquino et al. 1999). An innovation 

orientation in the workplace leaves the door open to all positions and ranks in the 

workplace to express their ideas and suggestions. If the employee feels that he or she 

is able to express his or her ideas about the job, the feeling of marginality will be 

reduced and, in the process, reduce the financial needs of employees and reduce the 

state of marginality feeling; this in turn can minimise employee theft (Bies and Tripp 

2005).

Organisational values can also embrace the individual’s deviant background and the 

epidemic of moral laxity approaches by assuming that support orientation in the 

workplace can help to solve individuals’ problems which, in turn, may change their 

attitudes and their deviant behaviours (Peterson 2002). With consistent ongoing 

support, managers may well be able to help employees modify their deviant 

behaviours to an extent to which their behaviour could be deemed normal (Bersoff 

1999). The problem of greed and temptation in combination with opportunity 

environment that may induce employees to steal is addressed in a different way in 

this thesis model. Culture and outcome orientation as part of organisational values
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have been employed to compensate for the greed approach. When an organisation 

takes measures to evaluate all aspects of its practices and processes, especially those 

concerned with security, the chances for employees to commit theft may lessen.

Organisational values construction as the main factor related to employee theft was 

based on organisational climate theory. Organisational climate theory embraces both 

an honest and dishonest environment, motivation, satisfaction, security measures 

employed, fairness, deterrence doctrine and frustration. These aspects of 

organisational climate theory have been incorporated into this thesis model under 

organisational values dimensions. Both honest and dishonest environments have 

contributed to the construction of rules orientation as one dimension of 

organisational values. When employees feel that their managers and co-workers are 

not honest, this may be because the rules of the organisation have not been explained 

properly (Hollinger and Clark 1983; Greenberg 1990; Ziegenfuss 1996; Boye and 

Jones 1997). A dishonest environment causes others, especially new employees, who 

have just joined the work force to become similarly dishonest (theft). This is also 

related to the deterrence doctrine, as discussed earlier, that the perception of 

employees about the security system could inform, at least partially, the workplace 

climate. Deterrence doctrine includes the perception by employees of the certainty of 

apprehension, prosecution, punishment, celerity and severity of punishment. If these 

security measures are not commonly acknowledgeed in the workplace a dishonest 

climate may exist (Parilla 1982; Clark 1984; Montmarquette and Nerlove 1985). 

Also frustration among employees may lead to employee theft. Nevertheless, it can 

be controlled by employing support orientation in the workplace. All of these climate 

theory aspects were easily incorporated in the construction of the organisational 

values dimensions. The use of these aspects in the organisational values dimension is
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the empirical way to test their effectiveness on employee theft. If the original aspects 

were used consistency of measurement would not be obtained as those aspects 

cannot be measured on a single scale. By transforming these aspects to organisational 

values dimensions, factor analysis and other related statistical techniques can be 

performed.

The second aspect of the thesis model is economic pressures, one of the control 

variables. This factor represents both the need and the marginality approaches. 

Marginality leads to a feeling of inferiority in the workplace. This feeling may 

reduce the loyalty to the organisation. Low feelings of loyalty cause employees to 

engage in counterproductive behaviours and theft (Bies and Tripp 2005) (see Figure

4). When employees have financial pressures they may be tempted to steal to solve 

their financial problems. Thus, reducing economic pressures and the marginality 

feeling may help to minimize theft in the workplace. So the economic pressures 

factor has been investigated in this thesis to test its direct and indirect effect through 

organisational values dimensions.

Community pressures is the other control variable in this thesis’ model. This factor 

covers a number of theoretical approaches in both person-based and workplace-based 

theories. It covers deviant backgrounds, epidemics of moral laxity, marginality and 

cognitive processing approaches. An individual’s deviant background and the 

epidemic of a moral laxity approach are related to outside community pressures 

which may lead employees to commit theft in the workplace (Peterson 2002). A 

cognitive processing approach is used to explain the formation of group norms. And 

group norms play a major role in persuading employees to steal or not to steal
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(Martinko, Gundlach and Douglas 2002). They are considered inside community 

pressures.

The theoretical model of this thesis covers and incorporates all of the theoretical 

aspects and approaches in employee theft literature. The researcher is encouraged, 

therefore, to put this model under investigation in this thesis because it is, 

systematically and constructively, reflecting the literature. The model has the 

characteristics to be tested empirically. Moreover, path analysis requires the 

determination of independent variables (organisational values), dependent variables 

(employee theft) and intervening variables (economic and community pressures). 

This model is therefore suitable.

Theoretical model

The first factor directly relates employee theft to the perception of organisational 

values by employees in the workplace (Greenberg and Barling 1996; Boye and Jones

1997). The second explains employee theft as a confluence of economic pressures as 

a (control) variable mediating between organisational values and employee theft64. 

The third factor relates organisational values to employee theft with community 

pressures as the control variable (Hollinger and Clark 1983b; Robinson and Bennett 

1997; Niehoff and Paul 2000).

Employee theft is the main dependent variable of this study. This variable embraces 

a number of employee theft practices. The independent variables will be related to 

employee theft.

Figure 5 refers to two types of effects, the direct and the indirect. It is proposed that 

the direct effect from organisational values to employee theft be negative. This
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means that as the perception of organisational values in the workplace rises the 

employee theft rate falls. In contrast, a direct effect from control variables to 

employee theft is proposed as positive. This means that when economic and 

community pressures rise the employee theft rate also rises. Four conditions are 

proposed for mediating variables between OV and ET. High OV with low ECP, OCP 

and ICP, it is proposed, will have the lowest employee theft rate, one which is equal 

to 0. Low OV with high ECP, OCP and ICP, it is proposed, will have the highest rate 

of employee theft, one which is equal to 2. High OV with high ECP, OCP and ICP 

and low OV with low ECP, OCP and ICP, it is proposed will have a moderate 

employee theft rate equal to 1. The analysis of the data will disentangle the 

difference effects between the last two conditions.
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Figure 5: Illustration of the proposed theoretical model
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These theoretical aspects that form the theoretical model of this study are the most 

neglected elements in the major theories and few studies have given them the 

investigation they deserve. When it comes to person-based theories, it can be noted 

that opportunity and greed are the elements on which the most extensive research has 

been done. Community pressures, group norms and the supervisory effect are 

predominant in this field of study. Little research has been concerned with how 

outside community pressures lead to employee theft. Organisational values in 

broader terms, corporate or organisational culture, have been linked mostly with 

counterproductive behaviour in organisations where the focus is on production 

deviance rather than on property deviance (employee theft). Most research on 

organisational values which has been done by human resources management 

scientists has been directed toward job performance and only in a few instances has it 

dealt with property deviance. This thesis, therefore, could serve as a starting point for 

further studies on organisational values and their relationship with employee theft.

To the best of the researcher’s knowledge, this is the first study in Saudi Arabia to 

address the link between organisational values and employee theft. This proposed 

relationship, therefore, is a very important contribution to this thesis. Hypotheses and 

the research questions of this thesis follow.

Hypotheses

There are four main assumptions for this study. One is related to economic pressures 

and employee theft, the second to community pressures and employee theft, the third 

to organisational values and employee theft and the fourth to economic and 

community pressures as controlling variables. These assumptions are broken down 

into the following hypotheses.
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Economic pressures and employee theft

• When economic pressures on the employee are highly apparent, employee 

theft increases.

Community pressures and employee theft

• When community pressures on the employee are highly apparent, employee 

theft increases.

Organisational values and employee theft

• When support orientations have high apparent in the organisation, employee 

theft decreases.

• When rules orientations have high apparent in the organisation, employee 

theft decreases.

• When innovation orientations have high apparent in the organisation, 

employee theft decreases.

• When outcome orientations have high apparent in the organisation, employee 

theft decreases.

Mediating factors

• High organisational value rates with low economic or community pressures 

yield a low employee theft rate.

• High organisational value rates with high economic or community pressures 

yield a medium employee theft rate.

• Low organisational values rates with low economic or community pressures 

yield also a medium employee theft rate.

• Low organisational values rate with high economic or community pressures 

yield a high employee theft rate.
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Research questions

The research questions are related to the interview. The research questions are the 

following:

• How prevalent is theft in the stores?

• What is the extent of the effect of economic pressures on employee theft?

• What is the extent of the effect of community pressures on employee theft?

• To what extent could support orientation control employee theft?

• To what extent could rules orientation control employee theft?

• To what extent could innovation orientation control employee theft?

• To what extent could outcomes orientation control employee theft?

The research methods and techniques in the following chapter are designed to collect 

suitable data in order to test the research hypotheses and to answer research 

questions. The research methods include quantitative questionnaires and qualitative 

interviews. The methods took the process of step-by-step to achieve the research 

objectives. The explanation of the statistical techniques and procedures used in the 

research are also presented.
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CHAPTER 2: METHODS

Purpose of the study

The primary purpose of this study is to explore empirically the relationship between 

staff perceptions about organisational values and employee theft with an intention to 

show that the perception of strong organisational values in the workplace by 

employees minimises the occurrence of employee theft. The study focuses on a 

chain of company supermarkets in Riyadh, Saudi Arabia. The company consists of 

15 large supermarkets and eight small ones called ‘comers’. The study investigates 

the effect of two factors as control variables mediating between organisational values 

and employee theft. They are economic pressures and community pressures. It is 

centred on one large supermarket company in Riyadh, Saudi Arabia, OCG65.

Access to research setting

One problem that could occur was related to access for data collection for this study. 

Studying employee theft in a commercial organisation is like testing the honesty and 

trustworthiness of the organisation (Jones, Ash, Soto and Terris 1991; Nicol 2000). 

This type of study could engender either reluctance to give information, or a 

complete restriction on doing the research in that setting. The approach to 

overcoming such a problem is to generalise the questions for interview. A personal 

approach should be applied in order to ensure trust and access to the research setting 

(Vrij, Edward and Bull 2001; Mumford, Connelly, Helton, Van Doom and Osbum

2002). But substitute companies must be considered if the targeted company refuses 

to cooperate with the researcher. Beside the personal relationship offered, the mutual 

benefit approach may be the most effective way to gain access. Moreover, the 

assertion of anonymity (Lee and Allen 2002) and a respect of workplace timescales
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and rules can be highly effective in gaining optimum access to the research setting 

(Kamp and Brooks 1991; Dabil 1996; Purpura 2002).

The aforementioned access techniques were used successfully during the researcher’s 

summer trip in July 2002 to Riyadh, Saudi Arabia. Very good relationships were 

established with the headquarters management of the OCG, and they kindly agreed to 

allow its participation in this study to be identified. More effort, however, was 

needed to engage with and to create a good rapport with managers and supervisors 

and the rest of the store employees for the purpose of collecting research data. The 

cooperation from the OCG was very high. Nevertheless, as advised by many 

researchers (see for example: Dudra-Benner 1995; Greenberg 1997; Gross-Schaefer, 

Trigilio, Negus and Ro 2000; McGonigle 2000; Niehoff and Paul 2000), 

arrangements were made to use other companies if insufficient access was permitted 

by the OCG.

A three-step access strategy to the research setting was required to collect and 

generate data by interview and questionnaire. The first step involved access (Flick

1998). The aims of this step were to gain access and obtain mutual understanding of 

the value of the research for the company itself. The second step involved dealing 

with store managers and supervisors in order to gain access to their stores, to 

interview them, and to gain their co-operation in completing the survey questionnaire 

with their employees. Using approved statistically techniques, the sample of 

employees selected for the questionnaire was chosen by researcher. The third step 

required individual access to chosen employees in order to communicate with them 

and convince them to participate in answering the questionnaire. The construction of 

the sample will be discussed later in this chapter
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Once contact and communication between the researcher and the chairman of OCG 

had begun, a good relationship was established to optimise the research setting. 

Three amicable meetings were conducted with the chairman, where the researcher 

presented the study as being of mutual benefit for both parties, the company and the 

researcher. The company would gain, without any cost, a systematic study of 

employee theft and the factors leading to it. The work of Ash (1976), Abel (1985), 

Plotkin (2001) and Lee and Allen (2002) show that employee theft can exert a 

dangerous effect on a company* s business. This view was shared by the OCG 

chairman and his senior staff. The researcher, therefore, was granted access and 

afforded support to perform his study in this company with the one proviso that the 

company’s research department would be allowed to evaluate the outcomes of the 

study and give their comments. These would be directed towards the protection of 

company-sensitive information especially against any competitors in Saudi Arabia. 

The agreement indicated that the company would neither interfere in any theoretical 

or methodological processes nor would it ask to alter any scientific tool or idea. 

Furthermore, the researcher and the finance manager met four times together and 

exchanged a number of e-mails. These meetings aimed to provide more information 

about the study to the company’s top management to consolidate its understanding 

and support of the study. The meetings also aimed to gain information for the 

researcher not only about employee theft but about the company’s systems, concerns, 

and ideas about its organisational structure, branches, stores and employees and 

about its positions and financial elements including inventories and shrinkage. This 

information served as a necessary background in constructing the methodology of the 

study.
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The chairman and the finance manager were informed about the research instruments 

that would be used to collect research data. They were told that there would be 

around 40 interviews with the top management officers and store managers 

concerning the issue of employee theft. They were also told that an anonymous 

questionnaire would be distributed to selected employees from the 15 supermarkets 

and eight comer establishments as well as to a number of store supervisors in Riyadh 

concerning the same issue.

Ethical issues

The ethical issues of the British Sociological Association were reviewed and 

followed to protect the rights of research participants (Pole and Lampard 2002). 

Those involved in either the interviews or the questionnaire must be assured of 

protection against possible untoward repercussions from their participation in the 

study66. These repercussions could include losing time, losing money, losing position 

or promotion and revealing damaging personal information. They could possibly lead 

to psychological accusations of bad behaviour or using personal information to gain 

financial privileges. One ethical dilemma is changing subjects’ normal attitudes or 

behaviours to deviance (Devine and Heath 1999).

These ethical issues have been controlled and the participants have been fully 

protected in this thesis by employing certain protective measures (Dabil 1996). For 

general employees and supervisors to answer the questionnaires, the prayer breaks 

were used. Each prayer break is approximately 30 minutes and employees normally 

use this time to relax, to eat or - for Muslims - to pray. The usage of part of this time 

for answering the questionnaire is a protection against misuse of both the company’s 

and employees’ time. Employees could complete their answers in their next prayer

97



break if they had not managed to complete their questionnaire the first time. The 

participants were assured that their participation would neither cause any loss of their 

salary or part time pay nor affect their promotion to a good position in the company. 

This assurance was done by completely keeping the responses of the subjects under a 

strict protection away from the reach of the company’s officials or their colleagues. 

This measure also protected the sensitive personal information of all participants. 

Seeking opinions on employees’ perceptions about theft behaviours rather than 

asking directly about their own personal behaviour helped to avoid psychological 

accusation of bad behaviours.

One important ethical issue could have been aroused is the possibility of educating 

employees what or how to steal from the stores. The ethical dilemma is that the 

method of gathering data — sending specific, detailed vignettes to currently 

employed employees — is tantamount to providing them with a manual for deviant 

behaviour. Respondents unaware of a particular technique might use this knowledge 

to commit more in absolute theft in the setting studied (Hawkins 1984). This problem 

was addressed by choosing those techniques which were known by most of the 

employees. These techniques were only selected after managers and supervisors had 

been consulted. The questionnaire would not, therefore, provide workers with any 

information that they did not already possess. To overcome this problem with new 

employees, the questionnaire was limited to those who had at least six months tenure 

to avoid any ethical problem issue of giving newly hired staff knowledge about theft 

techniques. Moreover the questionnaire did not deal with the techniques of theft 

directly, it rather investigated the various types of theft in a general way.
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The ethical issues discussed above were practically addressed to the employees 

twice: (1) on the cover page of both the interview and questionnaires. The cover page 

assured the anonymity of information and (2) in the consent forms which were 

distributed among the participants and were collected with questionnaires (Dane 

1990; Dabil 1996). The principle of informed consent refers to providing potential 

research participants with all of the information necessary to allow them to make a 

decision concerning their participation. Thus the disclosure of any risk to the 

physical, mental health, job, promotion or personal information of the participant is 

considered necessary information (Dane 1990). These consent forms indicated that 

there would be no harmful repercussions what-so-ever for the participants and their 

personal information would be protected. Participants also were informed of their 

right to withdraw from the participation any time that they want and they can ask to 

have their responses removed before the analysis process. Respondents were asked to 

sign the consent form and keep a copy for themselves before returning the form with 

the questionnaire (see Appendix D).

Research design

This research is a survey/correlational design using cross-sectional survey

methodology. Cross-sectional survey is research which is done at one point of time.

According to Babbie (1995):

Many research projects are designed to study some phenomenon by 
taking a cross section of it at one time and analysing that cross 
section carefully. Exploratory and descriptive studies are often cross- 
sectional. A single US Census, for instance, is a study aimed at 
describing the US population at a given time. (p. 95)

It is the opposite of longitudinal design. Longitudinal studies are designed to permit

observations over an extended period (Babbie 1995). One example of longitudinal

studies is presented by Pole and Lampard (2002):“there is sometimes a temptation to
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use data corresponding to different age groups from a cross-sectional study as a way

of looking at change” (p.29). Moreover, this research is descriptive. Descriptive

studies, according to Best (1970) are concerned with:

Conditions or relationships that exist, practices that prevail, beliefs, 
points of views; or attitudes that are held, processes that are going 
on, effects that are being felt; or trends that are developing”, (p.l 13).

Marsh (1979) insisted that a survey is not synonymous with a particular technique of

collecting information: questionnaires are widely used but other techniques such as

structured and in-depth interviews, observation, content analysis and so forth are also

appropriate. The distinguishing features of a survey are the form of data collection

and the method of analysis. Surveys according to De Vaus (1993) are apparent by a

structured or systematic set of data which can be called a variable-by-case data

matrix. This means that information is collected about the same variables or

characteristics from at least two (normally far more) cases and ends up with a data

matrix. In other words, for each case its attribute can be obtained from each variable.

Put together the result is a structured or ‘rectangular’ set of data. However, the

technique by which data are generated need not be highly structured so long as each

case’s attribute is obtained fromeach variable. Because questionnaires are the easiest

way of ensuring this structured data matrix they are the most common technique used

in survey research. But there is no necessary connection. (Babbie 1983; Baily 1987;

Dabil 2000).

Additionally, this study is policy-oriented in that it intends to provide policymakers 

and managers with specific recommendations, based on empirical evidence, in 

relation to employee theft in the supermarkets (Majchrzak 1984). Nisbet (1997), in 

an attempt to define policy-oriented research, suggested, “researchers undertake
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systematic procedures, such as surveys, to enable policymakers to base their 

decisions on evidence rather than on prejudice or guesswork” (p.212).

The term survey implies, as suggested by Borg and Gall (1996), “collecting data 

from participants in a sample about their characteristics, experiences, and opinions in 

order to generalize the findings to a population that the sample is intended to 

represent” (p.289). Moser and Kalton (1971), on the other hand, indicated that the 

purpose of conducting surveys is to describe a social phenomenon and/or to explain 

relationships between a number of variables. (Warwick and Charless 1975).

This study combines both purposes. It describes the perceptions of stores employees 

toward their organisation and, at the same time, attempts to develop a model linking 

organisational values, economic pressures and community pressures with employee 

theft.

Instrumentation

This study uses the triangulation methodological technique. Triangulation is the 

application and combination of several research methodologies in the study of the 

same phenomenon. It can be employed in both quantitative (validation) and 

qualitative (inquiry) studies. It is a method-appropriate strategy of founding the 

credibility of qualitative analysis. It becomes an alternative to " traditional criteria 

like reliability and validity". It is the preferred line in the social sciences. By 

combining multiple observers, theories, methods, and empirical materials, 

sociologists can hope to overcome the weakness or intrinsic biases and the problems 

that come from single method, single-observer and single-theory studies. Often the 

purpose of triangulation in specific contexts is to obtain confirmation of findings
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through convergence of different perspectives. The point at which the perspectives 

converge is seen to represent reality.68

There are four basic type of triangulation: (1) data triangulation, involving time, 

space, and persons; (2) investigator triangulation, which consists of the use of 

multiple, rather than single observers; (3) theory triangulation, which consists of 

using more than one theoretical scheme in the interpretation of the phenomenon; and 

(4) methodological triangulation, which involves using more than one method and 

may consist of within-method or between-method strategies. Multiple triangulations 

can be taken when the researcher combines in one investigation multiple 

observations, theoretical perspectives, sources of data, and methodologies.69

Among the purposes for mixed-method evaluation design, Greene, Caracelli and 

Graham (1989) highlight five major instances; they are: (1) testing the consistency of 

findings obtained through different instruments. In the present study, triangulation 

will increase chances to control, or at least assess, some of the threats or multiple 

causes influencing our results; (2) complementarity clarifies and illustrates results 

from one method with the use of another method. In the present study, the interviews 

will add information about the reasons and justification of theft among employees 

based on the points of view of executive staff and store managers; (3) development 

results from one method shape subsequent methods or steps in the research process; 

(4) initiation stimulates new research questions or challenges results obtained 

through one method; (5) expansion provides richness and detail to the study 

exploring specific features of each method.70

Methodological triangulation is the technique used in the present study. It involves 

using more than one instrument to study the association between the mentioned
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factors identified and employee theft (Begley 1996). These instruments are the 

qualitative interviews for executive staff and store managers, the questionnaire for 

supervisors and the same questionnaire for general employees. Qualitative interviews 

are distinguished from survey interviews in being less structured in their approach 

and in allowing individuals to expand on their responses (Maanen, Dabbs and 

Faulkner 1982; Jones 1991). The logic of triangulation is that the findings from one 

type of study can be checked against the findings derived from another (Punch

1998). In this study the results of the questionnaire as a quantitative investigation can 

be checked against the interview as a qualitative technique. This will give confidence 

about the result. The triangulation design serves as a check and an assurance of 

results and offers confirmation of the research findings and outcomes (Jick 1983; 

Knafl and Breitmayer 1989)

The triangulation design of this study consists of the questionnaire to be completed 

by general employees in the OCG, the same questionnaire to be completed by the 

supervisors of the stores at OCG and the interviews for executive staff and store 

managers. Punch (1998) supported the use of interviews along with questionnaires. 

He considered grounded theory to support the use of the interview to generate data. 

He defined this theory as both an overall approach to research and a set of procedures 

for developing a theory through the analysis of data.

The following points were basic reasons for using qualitative interviews:

• Qualitative research may help to provide background information on 

context, and subjects act as a source of hypotheses and aid scale 

construction (Punch 1998);
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• Quantitative research and qualitative research are combined in order to 

provide a general picture (Hollway and Jefferson. 2000);

• Quantitative research is especially efficient at getting to the ‘structural’ 

features of social life, while qualitative studies are usually stronger in 

terms of process aspects’. These strengths can be brought together in a 

single study (Cassell and Symon. 1994; Punch 1998);

• Quantitative research is usually driven by the researcher’s concerns, 

whereas qualitative research takes the subject’s perspective as the point 

of departure. In a single study these emphases may be combined 

(Warwick and Osherson. 1973; Punch 1998);

• A qualitative study can be used to explain the factors underlying the 

broad relationships that are established, whereas quantitative research 

readily allows the researcher to establish relationships among variables. 

But it is often weak when it comes to exploring the reasons for those 

relationships (Punch 1998; May 2002); and

• Many researchers have used the triangulation technique and used it 

effectively in investigating organisational studies.71

Along with the questionnaire for both supervisors and general employees, the 

interviews of executive staff and store managers helped as triangulation research 

techniques to assess the effect of the factors (economic pressures, community 

pressures and organisational values) on employee theft (Baily 1987).

Pilot study

Pilot study is administering the questionnaires to a similar but smaller sample to that 

to be used in the actual study. It is an assessment of the reliability and validity of
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indicators before carrying out the actual study (De Vaus 1993). The pilot study was 

also defined by Balnaves and Caputi (2001) as:

A preliminary test of a questionnaire or interview schedule which 
helps to identify problems and benefits associated with the design. It 
also helps the researcher to get a better understanding of the frame of 
reference relevant to the questionnaire and question wording, (p. 87)

One of the advantages of conducting a pilot study is that it can give advance warning 

about where the main research project could fail, where research protocols may not 

be followed, or whether proposed methods or instruments are inappropriate or too 

complicated (De Vaus 1993). It permits preliminary testing of the hypotheses that 

leads to testing more precise hypotheses in the main study. It may lead to changing 

some hypotheses, dropping some, or developing new hypotheses (Bouma and 

Atkinson 1995). The pilot study often provides the researcher with ideas, approaches, 

and clues which may not have been foreseen before conducting the actual 

questionnaire used. Such ideas and clues increase the chances of obtaining clearer 

findings in the main study (Devine and Heath 1999). Pre-testing is another word for a 

pilot study, it permits a thorough check of the planned statistical and analytical 

procedures, giving a researcher a chance to evaluate their usefulness for the data. A 

researcher may then be able to make desirable alterations in the data collecting 

methods, and therefore, analyze data in the main study more efficiently (Babbie 

1990). According to Babbie (1995), pre-testing can greatly reduce the number of 

unanticipated problems because of the opportunity to redesign parts the study to 

overcome difficulties that the pilot study reveals and may save a lot of time and 

money. The pilot study almost always provides enough data for the researcher to 

decide whether to go ahead with the main study. It enables a researcher to try out a
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number of alternative measures and then select those that produce the clearest results 

for the main study.

It should be recognised pilot studies may also have a number of limitations. These 

include the possibility of making inaccurate predictions or assumptions on the basis 

of pilot data; problems arising from contamination; and problems related to funding 

(Devine and Heath 1999). Also completing a pilot study successfully is not a 

guarantee of the success of the full-scale survey. Although pilot study findings may 

offer some indication of the likely size of the response rate in the main survey, they 

cannot guarantee this because they do not have a statistical foundation and are nearly 

always based on small numbers (Bateson 1984). Furthermore, other problems or 

headaches may not become obvious until the larger scale study is conducted. The 

obvious concern is that if there were problems with the research tool and 

modifications had to be made in the light of the findings from the pilot study, data 

could be flawed or inaccurate (Palys 1997).

Despite limitations and disadvantages of conducting a pilot study of the 

questionnaire, it was done because the advantages exceed these limitations and 

because they have been considered prior to it being conduct. The questionnaire was 

translated into Arabic and piloted prior to distribution to the respondents to verify the 

appropriateness of the format and the dimensions of the organisational values being 

measured. The respondents of the pilot study were chosen during the interviews of 

headquarters staff to allow time to edit the questionnaire. Fifty employees were 

chosen for the pilot study but only 32% (n = 16) employees responded to the pilot 

questionnaire. The pilot study was applied in different company than the OCG for a 

number of reasons:



1) To give some overview about employee theft in another research setting and 

to gain comparative knowledge about this phenomenon;

2) To restrict the burden on the OCG in completing the pilot and the main study 

questionnaires and interviews;

3) To avoid confusing OCG and their administration by having them participate 

in both the pilot and the main study;

4) To use the pilot study in a different company has the benefit of allowing the 

researcher to trial the study before the OCG employees were involved; and

5) To use the pilot study in a different company dispenses with the need to 

separate participants in the pilot from those in the main study.

The pilot study involved a test of the validity of the questions. The responses of the 

pilot study were analysed initially for reliability of measurement especially for the 

organisational values scale and the categorisation of organisational values 

dimensions and the reliability of economic pressures and community pressures. 

Descriptive statistics for demographic variables and others were presented in the 

results of the pilot study. Full details of the pilot study results are given at the end of 

this chapter.

Questionnaire

Both self-report questions and self-perception questions have adherents and 

detractors in almost equal numbers among the researchers. Beck and Willis (1993) 

and Greenberg and Barling (1996) have criticised self-report questions since the 

approach might generate fascinating data, but lead to a zero response owing to 

unreported acts of theft because of the socially undesirable nature of this behaviour. 

These researchers prefer to use employees’ self-perceptions that they are not thieves
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and ask instead about their colleagues in the workplace. More criticisms of self- 

report techniques and support instead for self-perception techniques are found in a 

number of other works.72.

But the self-report survey questionnaire has been shown to be a valid and reliable 

technique to gather data on less-threatening forms of deviant behaviour, particularly 

among conventionally-socialised individuals. This is supported by Hollinger et al. 

(1992). Another support for the self-report technique comes in the work of Shotter 

(1981) who stated that self-explanation about self-intentional actions and reasons can 

give valuable and reliable information and may in some circumstances be accurately

n'xreported by subjects. More support for this approach is found in many other works.

From a close look at the materials provided and due to the compelling number of 

supporters for these techniques, it can be concluded that the appropriate method to 

measure employee theft is a combination of the self-report form and the self

perception form in a pilot study. This should show if enough respondents answer the 

self-report questions or not.

The occurrence of employee theft in the workplace was measured in two phases. The 

first phase was a set of questions investigating employees’ perceptions about the 

occurrence of theft by other employees in their workplace. The second phase was 

concerned with an investigation of the employee’s own involvement in theft (self- 

report). The two sets of questions were almost identically formed, which means that 

the same style of questions were repeated in the second phase but with some minor 

alterations to adapt them for self-reporting (Converse and Presser 1986).
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Questions and answers index

The original questionnaire and interview schedule were devised in English before 

being translated into Arabic and subsequently validated by an academic institution, 

the Translation Section of the Social Sciences Department at King Fahad Security 

College. (See: Appendix E). The study questionnaire included these outlined sections 

(see: Appendix F and G).

A) Demographic variables. These included the respondent’s age, marital status, 

nationality, education level, job, position, and length of employment work in the 

supermarket business, in the company and in the present store. These were 

adopted from the work of Hollinger and Clark 1983b; Greenberg and Barling 

1996; Greenberg 1997.

B) Financial pressure variables included household income, job salary, the 

adequacy of the salary in regard to need, position and workload. These questions 

were adopted from the work of Hollinger and Clark (1983b); Greenberg and 

Barling (1996); Ziegenfuss (1996); Boye and Jones (1997); Greenberg (1997); 

Robinson and Bennett (1997); Nelson and Perrone (2000). Respondents were 

asked to give their answers using a 5-point Likert scale (l=strongly agree; 

2=agree; 3=neutral; 4=disagree; 5=strongly disagree) (Aquino et al. 1999).

C) Community pressure variables included the assessment of involvement in four 

different behaviours. These were: quarrelling, acts leading to imprisonment, 

criminal behaviour, and behaviours related to community deviance such as the 

frequency of crimes in the neighbourhood. These outside acts are related to 

external community pressures. This is supported by a number of researchers, 

namely: (Hollinger and Clark 1983b; Greenberg and Scott 1996; Greenberg
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1997; Robinson and Bennett 1997; Niehoff and Paul 2000). Three questions were 

put to the respondents about internal community pressures, namely: fighting 

with others inside the workplace, cooperation with colleagues to harm the 

company and cooperating with colleagues to harm other colleagues. These 

internal acts are related to internal community pressures as has been supported by 

a number of researchers namely: Jones and Terris (1991); Ziegenfuss (1996); 

Boye and Jones (1997); Greenberg (1997); Greenberg (1997); Robinson and 

Bennett (1997). The respondents were asked to answer the question of how often 

they committed this act according to these responses: 1= never; 2=seldom; 

3=sometimes; 4=often; 5=always (Fowler 1995).

D) Regarding organisational values, a number of them were evaluated and related to 

employee theft and categorised initially into four dimensions based on 

suggestions from these studies: Denison (1996); Van Muijen et al. (1999) and 

Vandenberghe and Peiro (1999) and Delobbe, Haccoun and Vandenberghe 

2002). The respondents were asked to evaluate their current organisation. The 

rating key (Fowler 1995; Vandenberghe and Peiro 1999; Tepeci 2001) is as 

follows: l=not at all characteristic; 2=uncharacteristic; 3=neutral;

4=characteristic; 5=very characteristic. This key answer was changed after the 

pilot study to a 5-point Likert scale (l=strongly agree; 2=agree; 3=neutral; 

4=disagree; 5=strongly disagree) in order to facilitate clearer understanding for 

respondents.

The following are the suggested dimensions which were the basis for selecting items

for the pilot study and the questionnaire after piloting:
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• The support orientation dimension includes 30 items (Hollinger and Clark 

1983a; Boye and Jones 1997; Van Muijen et al. 1999; Tepeci 2001). They are: 

caring about employees, support for employees, empathy for employees, 

providing safe working conditions, fairness in handling complaints by 

employees, honesty, ethics, employee empowerment, accurate job-person 

matching, valuing employees, trusting the employees, mutual trust, helping with 

non-work problems, flexibility, respect, mutual understanding, support 

advancement, career-enriching opportunities, job security, interpersonal 

harmony, friendly environment, interpersonal cooperation, cooperation with 

employees, employees liking their manager, getting people to work together, 

friendly supervisors, making work interesting, appreciation from superiors, 

harmonious team atmosphere and team orientation .

• The rules orientation dimension includes 31 items. They are: fairness with 

employees, compliance with rules, adherence by managers themselves to 

company rules, compliance with standards, commitment to good procedures, job 

clarity, supervisor competence, written instructions, clearly defined 

responsibilities, enough authority to carry out duties, sufficient latitude, 

reasonable amount of work expectation, enough time to complete task, equitable 

pay, equitable benefits, pay reflects actual contributions, good promotion 

opportunities, promotions impartiality, precision in doing the task, fair 

compensation, good promotion within the store and the company, cooperation 

between employers and employees, advancement opportunities, accuracy in 

doing the work, high pay for good performance, integrity (keeping promises), 

personal/career development, career development, team work and training is 

important.74
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• The innovation orientation dimension includes 15 items.75 They are: risk taking, 

analytical orientation, conscientiousness, encouraging suggestions, openness to 

criticism, keeping abreast of new technology, sharing information, acceptance of 

constructive criticism, opportunities to develop special abilities, encouraging 

suggestions, innovations, a willingness to experiment, creativity, solving work 

problems and support advancement.

• The outcome orientation dimension includes 19 items76. They are: emphasis on 

reward, decisiveness, willingness to accept failure, rewards for high 

performance, appraisal directly related to the attainment of goals, clearly 

specified targets, clear performance evaluation, clear criteria for measuring job 

performance, rewards dependent on performance, clear objectives, responsibility 

for performance, explaining decisions, seeing the results of the work, focus on 

getting the job done, good financial rewards, hard work, achievement 

orientation, results orientation and creativity rewards.

E) Employee theft variables include two identical sections with some modification 

in the wording. The first section deals with the perceptions of employees about 

the occurrence of theft in the workplace by other employees. The second deals 

with the self-reporting of employee theft. The answers to the questions take the 

format of: l=never, 2=rarely, 3=sometimes, 4=often and 5=always (Fowler 1995; 

Aquino et al. 1999).

There are 38 items listed here as types of employee theft77. They are: taking 

unauthorized money from a supplier, taking unauthorized money from a supplier, 

taking money from the employer without permission, borrowing money from 

employer without authorisation, taking money from employer without authorisation,
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thinking about taking money without actually doing it, being paid for more hours 

than were worked, being reimbursed for more money than was spent on business 

expenses, purposely underringing a customer’s purchase, shortcharging customers 

(taking less money from customer for their purchase), overcharging customers, using 

the discount privileges in an unauthorised manner, altering pricing in order to 

purchase items for oneself, altering pricing for a friend or a relative, eating food 

items at work without paying for them, drinking from company stocks without 

payment or without permission, taking store merchandise, taking cash by using a 

computer, taking property by misusing a computer, damaging merchandise so that it 

can be bought on discount, using discount privileges to buy merchandise for non

employees, actively helping another person take company property or merchandise, 

giving away company property without the authorisation to do so, taking 

unauthorized gifts from a supplier, taking unauthorized gifts from a supplier, lying 

about the number of hours that have been worked, failing to report the theft of the 

employer’s property, falsifying a company document for personal gain, ignoring an 

instance of pilferage, ignoring an instance of shoplifting, rumination over theft 

activities, accusing others of theft, taking office or clerical supplies, taking company 

equipment or tools, using company copying machines for personal use, making 

personal telephone calls at company expense, and making unauthorised use of 

organisational property.

The research setting

As previously mentioned, the study was conducted in supermarkets in Riyadh, Saudi 

Arabia. It involved interviewing 23 officials, as well as distributing a questionnaire 

for a sample of 429 employees. OCG was chosen for the fieldwork. The OCG is an 

offshoot of the Salih Al-Othaim Trading Establishment, founded in 195678 by the late

113



Sheikh Salih Al-Othaim. The establishment opened its first shop in the Al-Gosman 

Market in the Al-Batha area which was already a business and trading centre. It

*70traded solely in foodstuffs. In 1981 , Mr. Abdallah Salih Al-Othaim and his brothers 

followed in their father's footsteps and expanded their trading scope by opening 

wholesale shops in the central markets. In 199080, the company decided to transform 

all its shops into “cash & carry” markets. This was done in order to serve more 

people and to be closer to clients, as well as to respond to the vast expansion of 

Riyadh city.

By these and other measures, Al-Othaim malls have become the leaders of their kind
o 1

in the field of “cash & carry” and wholesale businesses. In 1992 , a grand

warehouse was opened with a high standard of stocking to support the rapid-growth 

of the company and its multiple branches. The warehouse’s modem systems were 

design to cater for both dry and cold storage. In addition, the transport fleet was 

almost doubled in order to meet tight delivery schedules and to facilitate dealing with 

suppliers and clients. The Al-Othaim name is a leader in the field of central and 

“cash & carry” markets. With its competitive prices, excellent service, and successful 

business strategies, the company remains a market leader.

This effort has not only led to new ideas in marketing but also in establishing 

creativity concepts in dealing with suppliers and clients. The company has 

introduced new techniques in the retail and wholesale business throughout its 

branches. Al-Othaim creative concept experiments make shopping easy and 

enjoyable through accurate classification and through suitable methods of payment at 

the point of sale. Moreover, invoices and receipts were issued for the first time in the 

Middle East in Arabic. Prior to this, they were issued in English, which was very
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difficult for customers to understand. Success did not just stop at its capability to 

develop and grow once it became the leader in the field of ‘cash & carry’ and central 

markets. On top of all its other successes, as part of its marketing strategy,82 the 

company has initiated new activities in entertainment and real estate businesses.

OCG has a number of establishments all related to the food trade. They are the Al- 

Othaim Training Centre, Al-Othaim Entertainment, the Al-Othaim Mall, A1 Othaim 

Supermarkets and Al-Othaim Comers. Al-Othaim Supermarkets (OSM) and Al- 

Othaim Comers (OCR) in Riyadh are the establishments which feature in the study. 

This overview of the company’s profile will help to provide a better understanding of 

this company. This information will be the basis for conducting research and 

choosing the sample and respondents for the research techniques.

There are 46 locations and branches , most of them in Riyadh. They include: the 

headquarters of the company, the general warehouse, the veg-meat warehouse, the 

bakery, wholesale stores, supermarkets (OSM), and comers (OCR). There were 

2,184 employees in the Al-Othaim Commercial Group in 2002. Some of the 

supermarkets and comers were not open when compiling these statistics. There were 

1377 employees in all the OSMs and OCRs in Riyadh. There were 268 Saudi 

employees (19.46 %), and 1,109 non-Saudis (80.54 %).

All of the 15 OSM stores and all of the active eight OCR stores in Riyadh were 

chosen for the present study. To reiterate, the interviews were conducted with eight 

executive officers at the headquarters and 15 store managers. The questionnaires 

were administered to a sample of employees in each store (OSM and OCR).
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The number of employees chosen in each store varied according to their percentage 

of the total employees. Nationality (Saudi and non-Saudi) was used in order to 

choose representatives of each of these two groups across stores.

Determination of sample size

It was not possible to include all of the company employees in the main empirical 

work. A sample of employees was obtained instead. This is to save the company 

business time. The target company allowed a limited, but representative, number of 

employees to participate in this survey.

There are many ways to determine sample sizes for research. These include using 

special formula, using a ready-made table using a computer programme and using a 

web-based sample calculator. These different ways are illustrated hereafter in order 

to decide an appropriate sample size. The best sample size is the greatest number that 

can be obtained because it will indicate more accurately the characteristics of the 

population. The ways of determining sample follow.

1) The sample size was determined using special formula. This formula is 

illustrated below84. See (Blalock 1979).
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_ a
X ±1.96 ---------

Vn ~

Solving for N by substituting the formula as follow:

.24
.04= 1.96 — ~

Vn

Or

-  _1;96(.24) . 1L76
VN .04

And N =  138

Notice that to solve for N, all quantities except W  were placed on one side of the 

equation and then simplified. To eliminate the radical, both sides of the equation 

were squared. For the estimation of population variance a, the pilot study result 

about the perception of employee theft is utilized. It was estimated as .24.

2) A ready-made table was used to determine the appropriate sample size (Al- 

Qahtani, Al-Aamri, Al-Metaib and Al-Omar 2000). It was based on three pieces 

of information: (1) the population number, (2) the error level (5%, 3%, 1%) and 

(3) the confidence level. Table 7 is one framework for this kind of calculation.

117



Table 7: Framework of samples determination

Error 1% 3% 5%
Confidence

level 95% 99% 95% 99% 95% 99%

1000 More 
than 500

More than 
500

More than 
500

More than 
500 278 400

2000
More
than
1000

More than 
1000 696 959 322 498

SC
oMM 3000

More
than
1500

More than 
1500 787 1142 341 544

iO 5000
More
than
2500

More than 
2500 879 1347 357 586

Pm

10000 4899 More than 
5000 964 1556 370 622

50000 8057 12456 1045 1778 381 655
100000 8763 14229 1056 1810 383 659
500000 
Or more 9433 16056 1065 1836 384 663

Source: Al-Qahtani, Al-Amri, Al-Metaib and Al-Omar 2000)

If the sample size of this research had been based on this framework, the sample size 

would have been between 278 and 322, as the error desired is 5% under the 

confidence level of 95% which is around 300 (278+322/2=300). This way of 

determining sample size yields a larger sample than the one obtained by using (the 

formula). The sample size obtained previously was 138.

3) Utilising a computer programme, such as PS85, which is an interactive program 

for performing power and sample size calculations, is one way of determining 

the sample size. The program runs on the Windows operating systems86.

4) Using a web-based sample calculator, such as the Pearson web-based calculator
AO

and/or a survey-system calculator is another method to determine sample size. 

The latter was used to determine the sample size for this thesis research. The 

calculation helped to answer two questions:
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(A) How many completed surveys are needed in order to obtain a reasonably 

accurate view of the entire population?

(B) What is the probability that the information collected is representative?

These steps were followed to determine how many completed surveys would be 

necessary:

1. Determination of the population of interest (All employees working in OCG 

stores);

2. Estimation of how many individuals there are in this population (1377 

employees);

3. Evaluation of the reliability (determining the level of confidence) that the 

results are representative. A common rule of thumb is 95% confidence so that 

the results are accurate to within +/- 4%; and

4. Entering the above two numbers in the calculator.

The result indicates how many completed surveys are needed for this population. 

The "uncorrected" confidence interval is for data that is not a continuous, normal 

distribution. Please note that these suggested sample sizes simply indicate 

whether the number of respondents can be viewed as representative of the 

population. This is not the same as statistical power that indicates if you have a 

large enough sample to determine differences between groups or to identify 

relationships through correlations. According to the Pearson calculator, in 

Figure 6, 300 employees are a sufficient sample size for this research.
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Figure 6: Prototype of web-based Pearson calculator

Sample size required if desired confidence interval and population size are known 
.  ............ ......... (ET-5) ___ ____________  .

Error Desired: o'*

to

Population Size: 1377

Sample Needed Uncorrected

@90% Confidence: 227 272

@95% Confidence: 300 384

@99% Confidence: 448 664

According to the Survey-system calculator89, the appropriate number of employees in 

the sample is 418 employees. This calculation is considered reliable because it gives 

a greater number than the Pearson calculator and other calculators. To obtain this 

number, a 70% response rate was anticipated because of the positive cooperation 

indications from management. The 418 determined sample size was then divided by 

0.7 and the result showed 597 questionnaires needed to be distributed. This number 

constitutes a safe sample.

The sampling frame for all employees in the supermarkets and the comers in Riyadh 

was obtained. It consists of a list of employees which differentiates between Saudis 

and non- Saudis in each store. This list was obtained on the first of March 2003. All 

employees were categorised in each store according to their positions90. The 

positions included supervisors, salesmen, cashiers, customer service officers, 

merchandisers, butchers, produce men, deli men, head cashiers, receivers, ordinary 

workers and others.
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The sampling frame and systematic sampling

The purpose of this categorisation was to make the sampling frame suitable for 

systematic sampling (Babbie 1983). The need for a systematic selection is to ensure a 

representative and proportionate number in each category. The overall selection of 

the number of employees in the sample was in accordance with the proportionate 

percentage of their number shown as a percentage of the total of all employees 

employed in OSMs and OCRs. Out of the safe sample91, 597, 19.46%, or 116 

employees were Saudis, and 80.54% or 481 employees were non-Saudis. The total 

number of safe sample (597) was then multiplied by the percentages of Saudis and 

non-Saudis in each store. For example, for Saudis in Seteen, store number two, the

0.94% was multiplied by 597 to give 6. For non-Saudis in the same store the 3.99 % 

signifies 24 employees. The same procedures were applied for the remaining stores.

Based on the statistics about the number of employees of OCG, the proportionate 

samples for Saudis and non-Saudis to the total number of employees (1377) in each 

store were determined. The targeted sample distribution to the stores is presented in 

Table 8 below:
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Table 8: Targeted sample distributions among stores

Serial
number

Store code Saudis Non-Saudis Total
% N % N % N

1 2 0.94 6 3.99 24 4.93 30
2 3 1.74 10 5.37 32 7.11 42
3 6 0.29 2 2.9 17 3.19 19
4 7 1.02 6 6.25 37 7.27 43
5 8 2.18 13 4.94 29 7.12 42
6 9 1.45 9 5.52 33 6.97 42
7 12 2.03 12 6.9 41 8.93 53
8 15 0.94 6 4.65 28 5.59 34
9 16 1.23 7 5.81 35 7.04 42
10 20 0.87 5 5.01 30 5.88 35
11 26 0.8 5 3.7 22 4.5 27
12 27 0.22 2 3.49 21 3.71 23
13 28 1.23 7 6.83 41 8.06 48
14 29 1.45 9 3.99 24 5.44 32
15 31 1.23 7 5.66 34 6.89 41
16 101 0.29 2 0.94 6 1.23 7
17 102 0.36 2 0.73 4 1.09 7
18 104 0.22 1 0.58 3 0.8 5
19 105 0.15 1 0.8 5 0.95 5
20 108 0.22 1 0.44 3 0.66 4
21 109 0.22 1 0.73 4 0.95 5
22 110 0.22 1 0.51 3 0.73 4
23 113 0.15 1 0.8 5 0.95 6

Total 19.46 116 80.54 481 100 597

Two lists of employees were constructed in each store, one for Saudis and the other 

for non-Saudis. Each list was categorised according to the positions of employees. 

Saudis dominated the category of cashiers and, in some instances, of supervisors. It 

was not possible to compare stores due to the sensitivities that might arise from such 

comparison. This was to protect the anonymity of the stores and the personal 

information of the store staff. The systematic sampling was governed by the 

determinants below:
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• Determining the interval length by dividing the total number of employees in 

each store by the targeted number of the sample for each group (Saudi and non- 

Saudi). For example, the 13 Saudi employees in Supermarket 2 is divided by 6 

(the number of Saudi employees needed in the sample in store 2). The result is 

2.16, rounded down to 2. This means each second position in the list could be 

chosen.

• A random start was performed in each group to avoid bias in choosing the first 

target. For example, in store 2 the position 1 was chosen randomly. Then 

followed position 3, then 5, then 7 until 13. The total chosen sample was 7 

instead of 6 to have more people in the sample.

• The chosen names were listed and prepared for questionnaire distribution. Each 

store was then visited according to a predetermined schedule in order to 

distribute the questionnaires. Then questionnaires in both Arabic and English 

were distributed for the chosen employees in each store.

Questionnaire administration

Each store was visited to explain in depth how to answer the questionnaire. The 

questionnaires were then distributed to the employees. The collection of completed 

questionnaires took two forms: one by waiting and collecting the completed 

questionnaires at the end of the session; and the other by going out of the store and 

returning later either on the same day or on another day. The same session technique, 

however, was the best method for collecting data and produced a higher response. 

The following points were catered for.

- The questionnaire was translated into Arabic so that those who cannot read or 

write English could participate.
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The stores were visited more than once to contact employees who were 

working other shifts, or who had either been absent on sick leave or had not 

been on site during the first visit.

- For busy respondents, a second visit to the store was scheduled to collect the 

questionnaires.

A total of 429 employees responded to the questionnaire. Of these 143 (33.3%) were 

Saudis, 273 (63.6%) non-Saudis and 13 (3%) of unknown nationalities. The 

unknown nationalities may have arisen because employees forget to write the 

answers. And it was very difficult for the researcher to verify these answers as the 

questionnaires were without identifiable names or codes.

Despite the fact that the non-Saudi response percentage was less than the intended 

safe sample, the response was more than the intended original sample size (418). The 

response rate was 72% or 429 out of a considered safe sample of 597. However 

every store was represented with sufficient numbers of Saudis and non-Saudis and of 

supervisors and general employees to enable analysis to be conducted.

The total number of employees in the sample was 429 and thus they were included 

for data analysis. 33.33% (1/3) of the sample were Saudi employees and 63.63% 

were non-Saudis. Supervisors formed 10% or 45 of all employees. The rest of the 

sample was defined as general employees. There were 45 supervisors in the 23 

stores. This is a reasonable number to represent the supervisors in all stores because 

the maximum number of supervisors in each store is not more than five even in the 

large stores. The combination of questionnaires for employees and supervisors plus 

the face-to-face interviews served as a basic triangulation technique for this study.
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The questionnaire allowed a comparison between the responses of the supervisors 

and of the general employees.

Preparation of data for statistical analysis

The collected raw data required systematic processing to permit analysis and to draw 

the conclusions needed to answer the research questions and test the hypotheses. To 

prepare data for analysis it was necessary to follow the processes below:

1. Checking questionnaires for error or misunderstanding of instructions.

2. Data entry;

3. Running frequencies and descriptive statistics for data;

4. Data cleaning;

5. Coding and recoding of data;

6. Running factor analysis and Reliability Coefficients Alpha (Cronbach) for 

major factors; and

7. Transformation of variables.

Checking questionnaires for error

The completed questionnaires were thoroughly checked for error booklet by booklet. 

Five questionnaires were eliminated because the people concerned fail to complete 

more than 50 % of the questions and, in particular, the main factors, the dependent 

and independent variables. Three further questionnaires were also eliminated because 

many of the answers were not clear or, seemingly, the respondents failed to 

understand the question. These eight questionnaires were not counted, thus giving an 

overall response number o f429 subjects from the original 437.
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Data entry

After all questionnaires had been checked, those responses that were inappropriate 

were eliminated. The 429 responses were entered in the SPSS programme data entry 

interface. The data was entered in the SPSS by the researcher.

Descriptive statistics

In order to make sure that the data entry was correct the frequencies of all variables 

were produced. The descriptive statistics that included the mean, median, mode, sum, 

range, standard deviation, variance and minimum and maximum were also obtained. 

Variable D6 for example, is store management ethics, which is one item of support 

orientation. The mean is 3.8, where 1, the minimum, is “strongly disagree” and 5 the 

maximum, is “strongly agree”. This indicates that the entered values are within the 

normal responses.

Data cleaning

The frequencies and descriptive statistics in the previous stage allowed the cleaning 

of data to take place. The cleaning involved comparing the values entered and the 

real responses in the questionnaires according to their serial numbers. As a result 

around 30 mistakes were found and corrected.

Coding and recoding of data

This stage of preparing the data was concerned with the coding and recoding of data. 

Coding means giving names and labels to:

- Nationality which is the variable name for A3.

- Value 1 is the value for Saudi Arabia in the variable A3 and 2 is the value for 

Sudan.
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Recoding was giving new values to old ones. For example, a new variable was 

created from variable A3 (nationality) and named nat2 with a variable label (grouped 

nationality). The recoding kept value 1 as the value for Saudis, and value 2 for other 

nationalities (2,3,4-------15).

Statistical techniques

Several statistical techniques were used in this study. Each statistical technique was 

used with purpose either to test the hypothesis or to answer the research questions. 

These tests were appeared according to the sequencing shown in Chapter three. (See: 

Table 24).

Factor analysis and Alpha Cronbach for the main variables is the first step in this 

section. They will be followed by the inferential statistics. Inferential statistics 

include the Friedman test, correlation, ANOVA, ANCOVA and path analysis. These 

are to test the research hypotheses. Finally, descriptive statistics and some of 

inferential statistics will be used for demographic variables to answer the research 

questions.

Factor analysis and reliability tests

Factor analysis is a statistical technique widely used in psychology and social 

sciences (Kline 1997). Principal component analysis is synonymous with factor 

analysis as originally conceived by Pearson (1901) then introduced by Thurstone 

(1931) and developed by Hotelling (1933). The main applications of factor analytic 

techniques are92: (1) to reduce the number of variables and (2) to detect structure in 

the relationships between variables, in order to classify them. Therefore, factor 

analysis is applied as a data reduction or structure detection method. The purpose of 

introducing the factor analysis here is to check for underlying variables, then to
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classify items into a small but reasonable number to enable analysis and to draw 

conclusions (Kim 1978; Leother and McTavish 1980; Kim and Mueller 1994).

Many statistical methods are used to study the relation between independent and 

dependent variables. Factor analysis is different; it is used to study the patterns of 

relationship among many dependent variables, with the goal of discovering 

something about the nature of the independent variables that affect them, even 

though those independent variables are not measured directly. Thus answers obtained 

by factor analysis are necessarily more hypothetical and tentative than those obtained 

when theindependent variables are observed directly. The inferred independent 

variables are called factors (Gorsuch 1974).

The data were checked for normality using the Kolmogorov-Smimov test. The result 

indicates that it was normal for only the general organisational values variable (OV), 

and not normal for the other organisational values, economic pressures and 

community pressures variables. The Kolmogorov-Smimov value for OV is 0.035 

with a significance level of 0.20. The significance level must be larger than 0.05 for 

the variable to be normally distributed. The distributions were J-shaped for other 

variables. As a result of this test the factor analysis and the parametric statistics were 

performed for OV. For other variables, first factor analysis was performed then non- 

parametric statistical tests were conducted because the data were not normally 

distributed.

In factor analysis (FA) or principle component analysis (PCA) three criteria need to 

be met to produce a satisfactory result. The first criterion is in respect of the sample 

size. Pallant (2001) indicated that the larger the better and added that at least 300 

cases for factor analysis are required. She deduced this from the work of Tabachnick

128



and Fiedell (1996). This requirement is met in this research data (429 cases). The 

second criteria is the strength of the inter-correlations among the items. If few 

correlations above the level of .3 are found, then according to Tabachnick and Fiedell 

(1996) and Pallant (2001), factor analysis may not be appropriate. In this research 

most of the inter-correlations obtained are above this level and very few are below. 

Thus this criterion is also met. The third criterion is sampling variables. There should 

be at least three variables in each dimension as was suggested by Kline (1997) to 

enable researchers to mark a factor. According to this third criterion, two variables 

are not accepted as a sufficient basis to constitute a factor.

The correlation between several variables can be summarised in a scatter plot. A 

regression line can then be fitted that represents the "best" summary of the linear 

relationship between the variables. If a variable that would approximate to the 

regression line in such a plot could be defined, then that variable would capture most 

of the "essence" of the items in one group. Subjects’ single scores on this new factor, 

represented by the regression line, could then be used in future data analyses to 

represent that essence of the items. In a sense, these variables have been reduced to 

one factor. Note that the new factor is actually a linear combination of all variables in 

the group (Dunteman 1994).

After the classification of items into groups by factor analysis (FA), the reliability
Q 'y

coefficient alpha (Cronbach) is needed to make sure the items in each group are 

consistent with each other. A Cronbach alpha estimate, often symbolised by the 

lower case Greek letter should be interpreted just like any other internal 

consistency estimate. That is, it estimates the proportion of variance in the test scores 

that can be attributed to true score variance. Put more simply, Cronbach alpha is used
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to estimate the proportion of variance that is systematic or consistent in a set of test 

scores. It can range from 0 (if no variance is consistent) to 1.00 (if all variance is 

consistent) with all values between 0 and 1.00 also being possible (Leother and 

McTavish 1980). For example, if the Cronbach alpha for a set of scores turns out to 

be .90, this can be interpreted as meaning that the test is 90% reliable and, by 

extension, that 10% is unreliable. For example, for organisational values, six 

dimensions (groups) were extracted one of which was called fairness. The Cronbach 

alpha was then used to test the consistency of the items in that group. The fairness 

dimension had six items with an Alpha of 0.9096. This demonstrates a high 

consistency. So, the mean of 2.77 is the representative of all the items of this group. 

Transformation for factor fairness was done, for example, by taking the grand mean 

of the six items in this group (Pallant 2001). As a result, all items in this group can be 

averaged out. So the mean is the representative of this group which can be called a 

factor or a dimension.

Running factor analysis for major factors was an important step in this research. As 

far as is known, there are no published validation data including factor analysis of 

organisational values to be related to employee theft, so this thesis is taking that 

aspect further. The major factors were: economic pressures, community pressures, 

and organisational values which are independent variables and employee theft which 

is the main dependent variable.
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Economic pressures scales

The economic pressures scales include five items: the salaries for employees are high 

enough; the benefits for employees from the job are satisfactory; the salaries of the 

employees compared to the workload in the store are high enough; the salaries 

compared to the positions are high enough and the total financial resources for 

employees outside the company are satisfactory.

Factor analysis is not appropriate because the limited number of items (five only) 

will definitely lead to only one underlying variable. There should be at least three 

items (variables) in one dimension according to Kline (1997). Thus, the use of the 

reliability coefficient Alpha (Cronbach) is needed to test the consistency of the items. 

If the items are consistent then the mean of all items can be obtained. This mean will 

be used in the later stage as the underlying factor.

In order to calculate the reliability test and represent the economic pressures, 

responses were recoded according to the following new codes: strongly disagree = 5, 

disagree = 4, neutral = 3 (stays the same), agree = 2 and strongly agree = 1. 

Economic pressure is one of the main independent variables related to employee 

theft. There are 5 items (questions) in the questionnaire which need to be 

represented by only one figure or checked for an underlying variable or variables to 

represent them.

The Alpha (Cronbach) for 299 subjects and five items is .8456. This level of 

consistency suggests that the items are highly consistent with each other. Nunnally 

(1978) and Van de Ven and Ferry (1980) have indicated 0.7 to be an acceptable 

reliability coefficient but lower thresholds are sometimes used in the literature. The 

scale statistics indicate that the scale is reliable when the Alpha (Cronbach) is .8456.
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This confirmation of reliability allows calculation of the arithmetic mean for the five 

economic pressures items. This factor is given the connotation of ECP (the economic 

pressures scale). This result permits the researcher to average out the five items in a 

single figure to be related at a later stage to employee theft. The mean of the ECP is 

2.46 out of five and has been chosen to represent economic pressures. This level can 

be classified as the medium level of pressure94.

Community pressures scales

Community pressures scales have the basic requirement for FA. The sample size and 

the number of variables in this dimension are the basic requirement to start the 

process of FA for community pressures. The first step is to obtain the correlation 

matrix for the items in order to find as many correlations as possible over .3. From 

Table 9, item Cl is omitted (How often do store workers get involved in quarrels 

with other people outside their store?), as the correlation absolute values are less than 

.3 in four correlations out of nine. Other items were kept, as their correlation 

absolute values are .30 or more (rounding to two decimal points). For item C6 there 

are only two items where correlations are less than .30 (Cl and C9). Because they are 

only two out of 9 (and with the omission of Cl it became only one), C6 was kept.

Table 9: Correlation matrix for community pressure items

Cl C2 C3 C4 C5 C6 Cl C8 C9
Cl .439 .471 .237 .206 .194 .318 .279 .273
C2 .439 .643 .379 .490 .385 .376 .395 .356
C3 .471 .643 .538 .461 .461 .410 .397 .362
C4 .237 .379 .538 .614 .483 .364 .325 .271
C5 .206 .490 .461 .614 .487 .325 .331 .303
C6 .194 .385 .461 .483 .487 .292 .290 .226
C7 .318 .376 .410 .364 .325 .292 .391 .420
C8 .279 .395 .397 .325 .331 .290 .391 .657
C9 .273 .356 .362 .271 .303 .226 .420 .657
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Two statistical measures were also performed in order to help assess the factorability 

of the data: Bartlett’s test of sphericity and the Kaiser-Meyer-Olkin (KMO) measure 

of sampling adequancy. KMO statistics varies between 0 and 1. Zero indicates the 

sum of partial correlations and indicates diffusion in the pattern of correlations 

(hence factor analysis is likely to be inappropriate). A value close to 1 indicates that 

patterns of correlations are relatively compact and so factor analysis should yield 

distinct and reliable factors. Kaiser (1974) recommends accepting values greater than 

0.5. Where values are below should be reconsidered either more data needs to be 

collected or which variables to include. For good factor analysis it is suggested that 

0.6 should be regarded as the minimum value (Tabachnick and Fiedell 1996). The 

Bartlett test of sphericity tests the null hypothesis that the orginal correlation matrix 

is an identity matrix. For factor analysis to work there is a need for some 

relationships between variables and, if the R-matrix were an identity matrix, then all 

correlation coefficients should be zero. Therefore, the requirement of this test is a 

significance of less than 0.05. A significance test indicates that the R-matrix is not an 

identity matrix; therefore, there are some relationships between the variables which 

can hopefully be included in analysis95. The data are appropriate for factor analysis 

with the community pressures factor because the Kaiser-Meyer-Olkin Measure of 

Sampling Adequacy (KMO) value is .821 (more than .6) and Bartlett's Test of 

Sphericity is significant with (.0001). So, factor analysis is appropriate.

After meeting all requirements for performing factor analysis, the next step to do was 

factor extraction. Factor extraction involves determining the smallest number of 

factors that can be used to represent best the inter-relationships among the set of 

variables (Gorsuch 1974; Pallant 2001). One extraction technique96 is the principal
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components technique which was chosen to perform the extraction. The Kaiser 

criterion (the Eigenvalue rule) is the value which should be assessed to determine the 

number of factors to be extracted. The Eigenvalue must be 1 or over to be extracted 

(Kim and Mueller 1994).

In Table 10, two factors scored more than 1. The loading in these two factors is 3.88 

and 1.16. These two components explain a total of 62.93 per cent of the variance (see 

cumulative % column).

Table 10: Total variance explained for all community pressure items

| 
C

om
ponent

Initial
Eigenvalues

% of
Variance

Cumulative
%

Extraction 
Sums of 
Squared 
Loadings

% of
Variance

Cumulative
%

1 3.88 48.45 48.45 3.88 48.45 48.45
2 1.16 14.48 62.93 1.16 14.48 62.93
3 .70 8.75 71.67
4 .65 8.13 79.80
5 .56 6.94 86.75
6 .45 5.66 92.41
7 .34 4.23 96.63
8 .27 3.37 100.00

Another assurance of confidence about the research choice can be obtained by

plotting the data using CatelPs scree test (Pallant 2001). Figure 7 shows another 

approach that can be used to extract underlying variables. This involves plotting each 

of the Eigenvalues of factors and inspecting the plot to find a point at which the 

shape of the curve changes direction and becomes horizontal. This approach involves 

retaining all factors above the elbow, or seeking a break in the plot, as these factors 

contribute most in explaining variance in the data set. It is clear from the graph that
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only two factors are above the elbow. This gives an assurance for the main method 

used for extraction.

Figure 7: The Scree Plot for community pressure items
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One more process to assist in performing factor analysis is checking the loading of 

each item in the two components. In Table 11 the Kaiser criterion was used to check 

the loading of each item in the two components. Most of the items loaded quite 

strongly (above .4) on these two components. This supports the researcher’s 

conclusion from the Screeplot to retain only two factors for further investigation.

Table 11: Component matrix for community pressure items

Component
1 2

C3 .783
C2 .735
C5 .730 -.340
C4 .723 -.411
C6 .650 -.401
C7 .631
C9 .631 .626

Once the number of factors has been determined, the next step is to try to interpret 

them. To assist in this process the factors are ‘rotated’. This does not change the
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underlying solution, but rather presents the pattern of loadings in a manner that is 

easier to interpret. One method of rotation is chosen for its ease of interpretation: it is 

orthogonal (uncorrelated) with Varimax and Kaiser normalization (Tabachnick and
Q *J

Fiedell 1996) . Table 12 shows two factors have been extracted and the related 

items clumped together in each factor. The main loadings on Component 1 are items 

C4, C5, C6, C3 and C2. These represent the pressures which originate outside the 

workplace. The main items on Component 2 are C9, C8 and C7. These relate to 

pressures inside the workplace. As can be seen, the number of variables in one factor 

is not less than 3 and the load of the variable is not less than 0.4. These are the main 

criteria for determining the underlying variable.

Table 12: Rotated component matrix for community pressure items 98

Items Component |
1 2 1

C4 .792 I
C5 .785 1
C6 .744 I
C3 .707 .365 I
C2 .621 .398 1
C9 .881 I
C8 .839 I
G7 .346 .583 |

As a result of the above criteria two factors are produced as the main dimensions for 

community pressures. One is called out-side community pressures (OCP) and the 

other is inside-community pressures (ICP). The items contained in each factor are 

illustrated in Table 13 below. So five items were included under OCP and three items 

under ICP. These items are the original questions in the questionnaire and they will 

be needed only in the following step, the assessment of reliability using Alpha 

Cronbach. Should these items prove reliable under each factor they will not be used 

in any of the statistical tests in this study. These two factors will be used as 

representative of all of the other items.
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Table 13: Framework of OCP and ICP

OCP
C4 How often do store workers use drugs outside work?
C5 How often do store workers use alcohol outside work?
C6 How often do crimes happen in the areas where store workers live?
C3 How often do store workers engage in criminal behaviour such as assault and 

fighting outside work?
C2 How often do store workers engage in criminal behaviour such as theft, fraud 

and embezzlement outside work?
ICP

C9 How often do store workers cooperate with each other to harm other employees?
C8 How often do store workers cooperate with each other to harm the company?
C7 How often do your store workers quarrel with each other in the workplace?

These two factors need to be tested for reliability with Cronbach Alpha. The results

of reliability tests for both scales, OCP and ICP were found to be reliable. As Alpha 

coefficients, respectively, they are .83 and .75. These levels of reliability, along with 

the factor analysis result, permitted these two factors to be representative for the 

community pressure variables. So the means of OCP and ICP are, respectively, 1.38 

and 1.67.

Organisational values scales

Originally in the questionnaire, items were included under four dimensions: support 

orientation, rules orientation, innovation orientation and outcome orientation. 68 

items were the total number of items in the four dimensions. All of these 68 items 

were included in principal components analysis PCA. PCA and factor analysis, FA, 

are similar in many ways and are often used interchangeably by researchers. The 

PCA technique is used -  among other purposes - to reduce a large number of 

variables to a small set of coherent factors, and to seek underlying variables which 

can be used as representative of a large number of items.
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The three criteria mentioned with the discussion of community pressures were also 

met here in FA. These criteria are sample size, the strength of the inter-correlations 

among the items and sampling variables. A correlation matrix was performed to 

check for the appropriateness of the data to be factor analysed. The correlation 

matrix reveals that the items are correlated with few correlations less than .3. This 

result gives the go ahead to perform FA.

Two statistical measures are also generated to help assess the factorability of the 

data: Bartlett’s test of sphericity and the Kaiser-Meyer-Olkin (KMO) measure of 

sampling adequacy. The KMO value is .969 (more than .6) and Bartlett's Test of 

Sphericity is significant with .0001. So, factor analysis is appropriate.

After meeting all the requirements for performing factor analysis the next step was to 

perform factor extraction using the Kaiser criterion (the Eigenvalue rule). The results 

show eight factors score more than 1. As in Table 14 the loadings in the eight factors 

are 31.528, 3.776, 3.005, 1.981, 1.474, 1.224, 1.112 and 1.022. The other scores are 

less than 1 so they cannot be extracted. These eight components explain a total of 

67.35 per cent of variance" (see the cumulative % column). Catell’s scree plot also 

gave a confidence about the choice of the eight components which were extracted.
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Table 14: Total variance explained for organisational values

oo
5

Initial Eigenvalues Extraction Sums 
Loading

[>f Squared 
s

Rotation Sums of Squared 
Loadings

o
Bft
B

Total % o f
Variance

Cumulative
%

Total % o f
Variance

Cumulative
%

Total % of
Variance

Cumulative
%

1 31.53 47.06 47.06 31.53 47.06 47.06 10.17 15.19 15.16
2 3.78 5.64 52.69 3.78 5.64 52.69 9.14 13.65 28.83
3 3.01 4.49 57.18 3.01 4.49 57.18 6.01 8.97 37.80
4 1.98 2.96 60.13 1.98 2.96 60.13 5.89 8.75 46.59
5 1.47 2.20 62.33 1.47 2.20 62.33 5.78 8.63 55.21
6 1.22 1.83 64.16 1.22 1.83 64.16 5.12 7.65 62.86
7 1.11 1.66 65.82 1.11 1.66 65.82 1.91 2.85 65.71
8 1.02 1.53 67.35 1.02 1.53 67.35 1.10 1.64 67.35
9 .97 1.44 68.79
10 .90 1.35 70.13
11 .86 1.29 71.42

The eight components’ loading was checked by the Kaiser criterion. The result 

revealed that most items load quite strongly (above .4). Few loadings are between .4 

and .3, and none less than .3. This supports a conclusion from the Scree plot to retain 

eight factors for further investigation.

Once the number of factors has been determined, the next step is to try to interpret 

them. To assist in this process the factors are ‘rotated’. The results show that seven 

components have three items or more and the loading is .4 or more. So the rotation of 

the factors will consider these seven factors only in this stage out of the eight which 

were considered in the previous stage.

Due to the rotation of components, six of the seven components are suitable for use 

as underlying variables for organisational values. The seventh component is excluded 

because only two items are available in it. The minimum number is three. 

Furthermore, the total variance explained by the six factors is 63.43 per cent. See 

Table 15 for more details about each factor’s share in this total percentage.
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Table 15: Rotated component for organisational values100

1 2 3 4 5 6
1 E5 .758 G4 .783 E15 .812 D2 .704 F7 .715 D12 .579
2 E4 .701 G8 .756 E13 .809 D1 .672 F6 .670 D21 .558
3 D6 .6^9 G2 .752 E14 .784 D3 .636 F9 .667 D19 .511
4 E2 .667 G3 .749 E16 .728 D9 .627 F10 .663 D22 .496
5 E6 .660 oh .702 E17 .699 D4 .586 F8 .646 D ll .481
6 E7 .657 G il .702 E19 .572 D8 .508 F ll .586
7 E8 .647 G6 .701 E20 .508 D17 .482 F12 .574
8 E3 .611 G9 .691 E21 .435 D16 .454 F5 .553
9 E9 .606 G5 .661 F4 .452
10 D14 .557 G1 .656
11 E18 .557 G10 .599
12 D18 .555 F2 .426
13 D13 .531
14 El .522
15 D7 .517
16 E10 .515
17 E ll .513
18 F3 .511
19 D5 .503
20 DIO .499
21 D15 .499
22 D20 .493
23 E12 .471
V 16.767 13.670 9.387 8.846 8.589 6.1 71

c v 16.767 30.437 39.824 48.670 57.259 63.430
Total variance explained for organisational values: Rotation Sums of 
Squared Loadings V =% of Variance, CV= Cumulative %

In Table 16 there are some transfers and deletions of items from their original 

dimensions. These transfers and deletions were made after conducting FA. To 

transfer the item, it should be closer to other factors in meaning than in its original 

from. Avoiding it has an acceptable loading in the other factor. The item ‘respect for 

employees by management’ was transferred from Factor 1 ‘rules orientation’ to 

Factor 6 ‘human needs orientation’ because it is closer in meaning to that factor 

where the loading is above (.4), it is (.440). The reason for deletion is that the 

meaning of the item did not fit with its original factor despite the acceptable level of 

loading.
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Table 16: Transfer and deletion of organisational values items

Transferred items From factor To factor
G10 Hard work by management 2 1
D14 Respect for employees by management 1 6
D15 Mutual understanding between 

management and employees
1 6

D20 Employees liking their managers 1 6

Deleted items From
factor

D7 Employee empowerment 1
D18 Interpersonal cooperation between employees 1
DIO Trust in the employees 1
El Fairness with employees 1
E20 Keeping promises 3
E21 Personal development 3
D4 Fairness in handling complaints by employees 4

The final step toward utilizing FA is produced in Table 17. This includes six factors. 

The researcher has named these six factors based on previous researches and 

literature (See Denison, 1996; Van Muijen, Kopman et al., 1999; Vandenberghe and 

Peiro, 1999)101 Based on FA six dimensions (factors) were extracted from 

organisational values. These six factors are the final products of FA which indicate 

that these factors represent the original 68 organisational values items. Rules 

orientation with 17 item is the largest organisational values factor in terms of the 

number of items it represents. (See: Appendix H). The smallest factor is human 

needs orientation which embraces eight items. All these factors were constructed 

earlier based on the literature review but two of them, namely human needs 

orientation and fairness orientation, were produced after FA.
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Table 17: Organisational values factors

Factor Title Number of items
Factor 1 Rules orientation OVR 17
Factor 2 Outcome orientation QVO 11
Factor 3 Fairness orientation OVF 6
Factor 4 Support orientation OVS 7
Factor 5 Innovation orientation OVI 9
Factor 6 Human needs orientation OVH 8
Total 58

The items included in these organisational values factors all stem from the original 

questionnaire and they will be needed only in the following step, the assessment of 

the reliability using Alpha Cronbach. Should these items prove reliable under each 

factor they will not be used in any other of the statistical tests in this study. These six 

factors will then be regarded as representative of all of the items.

Reliability of organisational values

After factor analysis has been done on the data, the final stage for further analysis is 

the use of reliability coefficients (Alpha Cronbach) for each dimension. Table 18 

shows the results of these tests. All the reliability tests for organisational values 

dimensions resulted in reliability and, therefore, the extracted items stay the same as 

the factor analysis results. Table 18 also shows the mean of each factor. OVR and 

OVH have the highest means among the dimensions. This means that rules and 

human needs orientations have been appreciated by employees more than other 

dimensions. The remaining orientations still bear a high level of presence in the 

organisation. For overall organisation values (OV), Alpha reliability coefficients 

were conducted for six items covering 423 cases. The Alpha coefficient of 0.9179 is 

considered reliable. The mean is 3.38 out of 5 point which is considered. 

Accordingly, these factors will be related to employee theft types in the finding
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chapter. More descriptive and inferential statistics will be performed for these factors 

in relation to demographic and other control variables.

Table 18: Reliability tests for OV dimensions

Factors No. of 
Items No. of Cases

Reliability
Coefficients

Alpha
Means

1 OVR 17 355 .9559 3.59
2 o v o 11 382 .9386 3.36
3 OVF 6 396 .9096 2.77
4 OVS 7 398 .9074 3.43
5 OVI 9 400 .9397 3.51
6 OVH 8 393 .9131 3.59

OV 6 423 .9179 3.38

Employee theft scales

Originally in the questionnaire all 23 items were included under one dimension. They 

were included in the principal components analysis PCA. This technique is used to 

reduce a large number of variables to a small set of coherent factors and to seek the 

underlying variables which can be used to represent a large number of items. The 

abbreviation for the overall variables, employee theft, is ET, which is the main 

dependent variable. This was mainly used in this study to test the hypotheses. Also 

rotated sub-groups of theft were intended to show if there are different patterns for 

these sub-groups in their relationships with organisational values.

The three criteria mentioned in the discussion of community pressures and 

organisational values are also dealt with by FA. These criteria are sample size, the 

strength of the inter-correlations among the items and sampling variables. A 

correlation matrix was performed to check for the appropriateness of the data to be
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factor analysed. The correlation matrix reveals that the items are correlated with few 

correlations less than .3. This result, however, is suitable for PC A.

Two other statistical measures are performed to help assess the factorability of the 

data: Bartlett’s test of sphericity and the Kaiser-Meyer-Olkin (KMO) measure of 

sampling adequacy. The Kaiser-Meyer-Olkin measure of sampling adequacy value 

(KMO) is .932 (more than .6). This indicates high R-matrix and that Bartlett's Test of 

Sphericity is significant at 0.0001. So, factor analysis is an appropriate test.

After meeting all requirements for performing factor analysis, the next step to take 

was factor extraction. Factor extraction involves determining the smallest number of 

factors that can be used to best represent the inter-relationships among the set of 

variables (Gorsuch 1974; Pallant 2001). As in Table 19 the principal components 

technique was chosen to perform the extraction. Kaiser’s criterion (the Eigenvalue 

rule) was relied upon to determine the number of factors to be extracted. Four factors 

have an initial Eigenvalue score more than 1. The loading in these four factors is 

11.082,1.774, 1.087 and 1.025. The other scores are less than 1. So they cannot be 

extracted. These 4 components explain a total of 65.082 per cent of the variance (see 

Cumulative % column).

Another assurance of confidence can be obtained by plotting the data using Catell’s 

Scree test. This is another approach that can be used to extract underlying variables, 

it involves plotting each of the eigenvalues of factors and inspecting the plot to find a 

point at which the shape of the curve changes direction and becomes horizontal. This 

approach recommends retaining all factors above the elbow, or break in the plot, as 

these factors contribute the most to explaining variance in a data set. It is clear from
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the graph that there are four factors above the elbow. This gives assurance for the 

main method of extraction.

Table 19: Total variance explained for ET

| 
C

om
ponent

Initial Eigenvalues Extraction Sums of Squared Loadings

Total % of
Variance

Cumulative
% Total % of

Variance
Cumulative

%

1 11.082 48.184 48.184 11.082 48.184 48.184
2 1.774 7.712 55.896 1.774 7.712 55.896
3 1.087 4.728 60.625 1.087 4.728 60.625
4 1.025 4.457 65.082 1.025 4.457 65.082
5 .841 3.656 68.738
6 .696 3.027 71.766
7 .677 2.943 74.708
8 .658 2.862 77.571
9 .649 2.821 80.391
10 .518 2.254 82.645
11 .479 2.083 84.728
12 .458 1.992 86.720
13 .403 1.752 88.472
14 .397 1.725 90.197
15 .368 1.598 91.796
16 .332 1.443 93.239
17 .272 1.181 94.419
18 .266 1.158 95.577
19 .258 1.124 96.701
20 .252 1.095 97.796
21 .212 .923 98.719
22 .174 .755 99.474
23 .121 .526 100.000

One more process to assist in performing factor analysis is checking the loading of

each item in the four components. The Kaiser criterion was used for this check. The 

results reveal that most of the items load quite strongly (above .4). Few loadings are 

between .3 and .4; and none less than .3. This supports the conclusion from the Scree 

plot result to retain four factors for further investigation.
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Once the number of factors has been determined, the next step is to try to interpret 

them. To assist in this process the factors are ‘rotated*. One method of rotation that 

can be chosen for its ease of interpretation is the orthogonal (uncorrelated) method 

with Varimax and Kaiser normalization. Table 20 shows that four components have 

three items or more and the loading is .4 or more. So by rotation these four factors 

will be considered. Due to rotation, four components are fit to be used as underlying 

variables for employee theft. Furthermore, the total variance explained by the four 

factors is 65.082%. Factor 1 (paper theft ETP) encompasses the largest portion of 

that variance (26.360%) and Factor 4 (cash theft ETC) encompasses the least portion 

of the variance (10.142%) the rest of the variance was shared by property theft 

(ETPR) and use theft (ETU).

Table 20: Rotated component matrix for ET102

Component Items Loadings Rotation Sums of Squared Loadings
% of Variance Cumulative %

H13 .788 26.360 26.360
H6 .739
H5 .713
H14 .684
H7 .681

1 H15 .642
H4 .641
H8 .613
H12 .578
H20 .567
H18 .553
H21 .508 17.331 43.691
H9 .771

O H10 .748
Z H19 .643

Hll .588
H17 .533
H22 .818 11.249 54.940

3 H23 .702
H16 .643
HI .796 10.142 65.082

4 H2 .664
H3 .522
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Based on FA, one item (taking company equipment or tools H21) was transferred 

from Factor 1 ‘Paper theft ETP’ to Factor 2 ‘property theft ETPR’. This transfer was 

made because the closeness in meaning of ETP to Factor 2; and the loading in that 

factor is still acceptable (.508). After FA, the Alpha Cronbach reliability test is the 

final step toward constructing the scales and obtaining the final underlying variables.

Reliability tests for employee theft

After factor analysis has been done for the data its final stage of preparation for 

further analysis is to use the Alpha Cronbach reliability coefficiency test for each 

dimension and for overall employee theft. All the reliability tests for employee theft 

dimensions confirmed reliability and, therefore, the extracted items remain in line 

with those subjected to factor analysis. In general the perception of organisational 

values by employees is in its medium value as the OV mean is 1.48. Cash theft 

(ETC) has the lowest mean (1.31) among other types of theft and use theft ETP the 

highest mean (1.71). Table 21 also shows the mean of each dimension. These 

dimensions are the types of employee theft which are the main dependent variables 

in this study. These four dependent variables are related to the main independent 

variables. More descriptive and inferential statistics will be performed for these 

employee theft types in relation to demographic variables and other control variables 

in the Finding’s chapter.
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Table 21: Reliability tests for ET dimensions

Factors N of items N of 
cases Mean Alpha reliability 

coefficients
1 ETP 11 397 1.39 .9258
2 ETPR 6 410 1.47 .8816
3 ETU 3 412 1.71 .7854
4 ETC 3 420 1.31 .8082

ET 4 425 1.48 .8606

The final statistics for utilizing FA are shown in Table 22. Four factors are shown 

each of which is put into one framework with its items and the loading of each item 

in the factor (See Appendix I). Title names have been allocated to these four factors 

based on the item’s collective meaning in each group

Table 22: Employee theft dimensions

Factor Title Number of items
Factor 1 Paper theft ETP 11
Factor 2 Property theft ETPR 6
Factor 3 Use theft ETU 3
Factor 4 Cash theft ETC 3
Total 23

As a result of performing FA and Alpha Cronbach, one economic pressures factor, 

two community pressure factors, six organisational values factors and four employee 

theft outcome variables were emerged. Alpha tests were done on each of these 

factors. After that variables were transformed by taking the arithmetic mean to each 

the group of variables. Each factor was given a unique name. For the purpose of 

convenience the factors and main variables were abbreviated to avoid repetitively 

long phrases. See Table 23 for the definitions.
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Table 23: Definitions of abbreviations

ov General
organisational
values

ECP Economic
pressures

ET General 
employee theft

OVR Rules
orientation

OCP Outside
community
pressures

ETP Paper theft

ovo Outcome
orientation

ICP Inside community 
pressures

ETPR Property theft

OVF Fairness
orientation

ETU Use theft

ovs Support
orientation

ETC Cash theft

OVI Innovation
orientation

OVH Human needs 
orientation

Friedman test

Friedman test is used to test the null hypothesis that k related variables come from 

the same population. For each case, the k variables are ranked from 1 to k. The test 

statistics are based on these ranks. The test relates to a series of related samples and 

compares the distributions of two or more variables (Conover 1980; Marascuilo and 

McSweency 1985). For example in terms of the prestige in which they could be held 

would the public accord different rankings to doctors, lawyers, a police officers and 

a teachers? If ten people were asked to rank these four occupations in order of 

prestige, Friedman’s test would indicate that the public does in fact associate 

different amounts of prestige with these four professions. The Friedman test is the 

nonparametric equivalent of a one-sample repeated measures design or a two-way 

analysis of variance with one observation per cell.103 The Friedman test is frequently 

called a two-way analysis on ranks104. This test was used in this study to compare 

organisational dimensions and employee theft dimensions for the purpose of
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identifying the order of these dimensions. Friedman’s test will tell what is the most 

apparent organisational values dimension in the workplace and what is the least of 

these dimensions. And it will do the same with the various types of the employee 

theft.

Correlation

In order to understand the relation between the variables, the correlation coefficient 

was performed for each hypothesised statement (Wright 1997). Researchers are 

much interested in exploring associations between variables. Thus, scholars have 

developed a number of measures by which researchers can see the extent to which 

variables are associated. Some of these measures of association are as follows (Miller 

and Salkind 2002):

• Pearson’s product-moment correlation (r). This statistical approach is used to 

measure the relationship between two interval variables when both are 

continuous and the relationship is linear. The coefficient of correlation is 

most reliable when it is based on a large number of pairs of observations;

• Spearman’s rank difference coefficient (rho) is a statistical approach used to 

measure association between two rankings. It is used primarily when rankings 

of individual cases on two ordinal variables are available;

• The Lambda approach is a statistical approach used to measure the 

association between two bivariate distributions when both variables are 

interpreted to be nominal; and

•  The partial correlation coefficient approach is a statistical approach used to 

measure the relationship between two continuous variables with the effects of 

a third variable (s) held constant.
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Because the findings of the studies reported in this part were based on the use of the 

Pearson product-moment correlation to gauge the degree and direction of linear 

relationships between variables, and because the current research will use the same 

approach to explore the relationship between ECP, OCP, ICP and OV factors and 

ET, familiarity with certain features relating to this approach, is needed. The 

following paragraphs provide further details relevant to the concept of correlation in 

general and to the Pearson correlation approach in particular.

The term correlation refers to a technique used to gauge relationships between 

variables. Correlation coefficients (r) are commonly calculated in one of two ways 

depending on the nature of data collected. If the data is ordinal, a Spearman’s rank 

correlation is appropriate. If the data is on an interval scale, application of the 

Pearson’s product moment correlation approach to the data is recommended Bryman 

and Cramer (1999). Thus the Pearson correlation is used to explore whether there is 

linear relationship between variables while the Spearman rank correlation is used to 

explore whether there is rank correlation (Cohen, Manion and Morrison 2000).

A correlation expresses the extent to which two variables vary together. Correlation 

coefficients vary between -1.00 and +1.00; a correlation coefficient of 0.00 means 

there is no relationship between variables. Thus, a positive correlation means that as 

one variable increases so does the other. For example, a researcher may adopt a 

directional (one-tailed) hypothesis test concerning the relationship between employee 

perceptions of unfairness and employee theft. The logical ground for assuming a 

negative relationship between perceptions of fairness and employee theft lies in the 

assumption that as employee perceptions of fairness increase, employee theft 

decreases. A negative correlation coefficient indicates, therefore, that the two
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variables co-vary in opposite directions while a positive correlation coefficient 

suggests that the two variables co-vary in the same direction (Clark-Carter 2001).

The closer the value of r is to 1.00 (whether positive or negative), the stronger the 

relationship. So, the nearer it is to zero (and hence the further it is from +1.00 or -  

1.00), the weaker the relationship. Thus, many researchers categorise the values of r 

into groups in order to gauge the estimated degree of a relationship between two 

variables. For example, Cohen and Holliday (1982) suggest the following groupings:

0.19 and below is very low; 0.20 to 0.39 is low; 0.40 to 0.69 is modest; 0.70 to 0.89 

is high; and 0.90 to 1.00 is very high. Cohen (1988) prefers to use the following 

categories: 0.10 and below constitutes a small r, 0.30 is a medium r and 0.50 plus is a 

large r. As stated above, in keeping with the theme of the current research, only the 

parametric test, the Pearson product moment correlation, will be addressed.

To elaborate on the meanings of computed correlation coefficients and the 

coefficient of determination in relation to our interpretation of the degree and 

strength of a relationship between two variables, an example is required. When two 

variables, x and y, are correlated and the value of the computed correlation 

coefficient is shown to be 0.70, although this computed correlation coefficient is 

quite high, it means that less than half of the variance in y can be explained by x, 49 

percent. Such an elaboration on the features of computed correlation coefficients (r) 

and the coefficient of determination (r2) in relation to the interpretation of a 

relationship between two variables leads to the second fundamental feature relevant 

to the concept o f correlation, namely causality Elton (1946).

Thus, to establish a causal relationship between two variables, three criteria have to 

be fulfilled. They are to demonstrate that: the distribution of values of one variable
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measures the distribution of values of another variable; the relationship between two 

variables is non-spurious; and cause precedes effect (such as; smoking precedes 

lung cancer) (Bryman and Cramer 1999) (Quick 1992) and Clark-Carter (2001).

A significance testing is a crucial concept in research. This is because it is impossible 

to decide if  there is a mathematical relationship between two variables unless 

Pearson’s r is statistically significant at a specific probability (such as: p < 0.05). In 

statistics, analysis usually proceeds from a null hypothesis that there is no 

relationship between two variables (Miller and Salkind 2002). Restated, the null 

hypothesis basically suggests that the correlation between two variables, say 

perceptions of fairness and employee theft, is 0.00.

The probability is usually expressed as being less than the proportion of 0.05 (5/100 

= 0.05) and is normally abbreviated as p < 0.05, where p stands for probability, < for 

less than, and 0.05 for five times out of a hundred (Howitt and Cramer 2000). 

Deciding that the null hypothesis will be rejected at p < = 0.05, for instance, means 

that there is less than a 5% probability that the result occurred by chance (Waters 

1998). Thus, when a relationship is found which is estimated to occur five times or 

less out of a hundred if the null hypothesis was actually true of the population, it is 

decided as being statistically significant; otherwise the relationship is statistically 

non-significant. Achieving a statistically significant correlation coefficient is, 

however, strongly affected by the size of the population in the sample (Bryman and 

Cramer 1999; Krejcie and Morgan 1970)
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ANCOVA

Analysis of covariance Ancova105 is an extension of analysis of variance, Anova. 

Anova is a method of testing the null hypothesis that several group means are equal 

in the population, by comparing the sample variance estimated from the group means 

to that estimated within the groups (Blalock 1979; Dyer 1995)106. Ancova deals with 

the idea of "controlling" factors, by including additional factors, reducing the error 

and increasing the statistical power (sensitivity) of the design. This can be extended 

to continuous variables, and when such continuous variables are included as factors 

in the design, they are called covariates107. One type of Ancova is used in this study. 

It compares regressions within several groups. Classification (treatment) is not the 

primary concern. The main interest is the relationship of y to x within each 

classification108.

Path Analysis

Path analysis identifies the directions of the effects from independent variables to the 

dependent variables through the mediating variables. Path analysis is used to 

examine the relationships between the independent variables more closely, given a 

high degree of inter-correlation. Therefore, a model was constructed in which the 

causal relationships between a numbers of variables were suggested (Al-Dossery 

1996).

Path analysis is a technique for testing, not for generating, theory. It is used for

testing ‘causal* models. As Pedhazur (1982) pointed out,

Path analysis was developed by Sewall Wright as a method for 
studying the direct and indirect effects of variables hypothesized as 
causes o f variables treated as effects. It is important to stress from 
the outset that, being a method, Path analysis is not intended to
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discover causes but to shed light on the tenability of the causal 
models which a researcher formulates and bases on knowledge and 
theoretical considerations (p. 769).

Basically the model is constructed by drawing unidirectional arrows, representing the

paths, from the independent to the dependent variables (Loehlin 1992). Next the path

coefficients for each of the relationships are established. The standardised regression

coefficients (beta weights) (Pallant 2001) give the value of path coefficients and are

established by regression analysis. As mentioned in a website109,

Path analysis is a straightforward extension of multiple regression.
Its aim is to provide estimates of the magnitude and significance of 
hypothesised causal connections between sets of variables.

Linear regression estimates the coefficients of the linear equation, involving one or

more independent variables, which best predict the value of the dependent variable

(Schroeder, Sjoquist and Stephan 1986). According to Argyrous (1997) regression

analysis is simply the task of fitting a line through a scatter plot of cases that ‘best

fits’ the data. Any line can be expressed in a mathematical formula. The general

formula110 for a straight line is:

Y —a + bx

For example, you can try to predict employee theft rate (the dependent variable) from 

independent variables such as age, education, and years of experience (Neuman and 

Weigand 1999).111

The difference between ordinary regression and path analysis is that more than one 

regression analysis is called for at each stage. According to Pedhazur (1982) “a 

variable treated as a dependent on one set of variables may also be conceived as an 

independent variable”(p.771). Dependent variables are regressed on the variables 

upon which they are assumed to be independent.
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T-Test and Mann-Whitney U-Test

The Independent-Samples T-Test procedure compares means for two groups of 

cases. Ideally, for this test, the subjects should be randomly assigned to two groups, 

so that any difference in response is due to the treatment (or lack of treatment) and 

not to other factors. This is not the case if average incomes for males and females are 

compared. A person is not randomly assigned as a male or female. In such a 

situation, you should ensure that differences in other factors are not masking or 

enhancing a significant difference in means. Differences in average income may be 

influenced by factors such as education and not by sex alone112.

For example, patients with high blood pressure are randomly assigned to a placebo 

group and a treatment group. The placebo subjects receive an inactive pill and the 

treatment subjects receive a new drug that is expected to lower blood pressure. After 

treating the subjects for two months, the two-sample T-test is used to compare the 

average blood pressures for the placebo group and the treatment group. Each patient 

is measured once and belongs to one group (Colman 1995; Coolican 1995).

The Paired-Samples T Test procedure was also used in the pilot study to compare 

self-reporting employee theft items with perceptions of employee theft items. This 

test compares the means of two variables for a single group. It computes the 

differences between values of the two variables for each case and tests whether the 

average differs from 0. For example, in a study on high blood pressure, all patients 

are measured at the beginning of the study, given a treatment, and measured again. 

Thus, each subject has two measures, often called before and after measures. An 

alternative design for which this test is used is a matched-pairs or case-control study.
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Here, each record in the data file contains the response for the patient and also for his 

or her matched control subject. In a blood pressure study, patients and controls might 

be matched by age (a 75-year-old patient with a 75-year-old control group 

member)113.

The Mann-Whitney U-Test is the most popular test for the two-independent-samples 

tests. It is equivalent to the Wilcoxon rank sum test and the Kruskal-Wallis test for 

two groups. Mann-Whitney tests whether two sampled populations are equivalent in 

location. The observations from both groups are combined and ranked, with the 

average rank assigned in the case of ties. The number of ties should be small relative 

to the total number of observations. If the populations are identical in location, the 

ranks should be randomly mixed between the two samples. The number of times a 

score from group 1 precedes a score from group 2, and the number of times a score 

from group 2 precedes a score from group 1 are calculated. The Mann-Whitney U 

statistic is the smaller of these two numbers (Conover 1980; Marascuilo and 

McSweency 1985) 114. Although the Mann-Whitney U statistic is the appropriate test 

for analysis because the dependent variables data are ordinal in scale, the T-test was 

chosen because the results are similar and the T-test is better known and more 

powerful than the former.

Kruskal-Wallis H-Test

The Kruskal-Wallis H Test was used to compare three groups in respect of employee 

theft and education levels. The Kruskal-Wallis H test is a non-parametric test 

equivalent to one-way Anova. It tests whether several independent samples are from 

the same population, assumes that the underlying variable has a continuous 

distribution, and requires an ordinal level of measurement. The one-way Anova
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procedure produces a one-way analysis of variance for a quantitative dependent 

variable by a single factor (independent) variable. Analysis of variance is used to test 

the hypothesis that several means are equal. This technique is an extension of the 

two-sample T-test. In addition to determining that differences exist among the 

means, it may be desirable to know which means differ. There are two types of tests 

for comparing means: a priori contrasts and post hoc tests. Contrasts are tests set up 

before running the experiment, and post hoc tests are these run after the experiment 

has been conducted. You can also test for trends across categories (Conover 1980; 

Marascuilo and McSweency 1985).115

Descriptive statistics

Some descriptive statistics have been used in this study to illustrate the 

characteristics of the sample and/or to describe some variables. Descriptive statistics 

include: the mean, or arithmetic average; Median; Mode and dispersion statistics that 

measure the spread or variation in the data, which include the standard deviation, 

variance, range, minimum, maximum, and standard error of the mean (Bohnstedt and 

Knoke 1981). Kurtosis and skewness are statistics that characterise the shape and 

symmetry of the distribution. These are used in some part of the study with their 

standard errors116.

All of the above statistical techniques were used to analyse the data and the results 

were discussed completely in the Findings’ chapter. The analyses include both 

descriptive and inferential statistics (Andrew, Klem, Davidson, O'Malley and 

Rodgers 1981; Kanji 1993; Wright 1997). Descriptive statistics were used mainly for 

the sample characteristics and the variables descriptions as well as with interviewees’ 

characteristics. Inferential statistics were used mainly to test the study hypotheses.
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Inferential statistics include correlation r, ANCOVA, regression, path analysis, the 

Friedman, Kruskal Wallis and T-test and Mann-Whitney tests. (See Table 24).

Table 24: Framework of descriptive and inferential statistics

Independent variables Dependent variables

Correlation r OV, ECP, OCP and ICP ET

AGE ECP, OCP and ICP
OV

ANCOVA Categorized ECP, OCP and ICP 
viaOV

ETPath analysis Uncategorized ECP, OCP and 
ICP viaOV

T-test

Marital status (married, not 
married),
Nationality (Saudi, non-Saudi)
Nationality (Saudi, non-Saudi) ECP, OCP and ICP

Kruskal Wallis H Education levels
ET
ECP, OCP and ICP
OV

T-test Job (Supervisors, General 
employees)

ET
ECP, OCP and ICP
OV

Correlation Tenure
ET
ECP, OCP, ICP
OV

Friedman test ET and OV
Mean, Median, 
Mode, Std. 
Deviation, Variance, 
Minimum and 
Maximum

For most of the variables as descriptive statistics

Interviews

Interviews are usually assumed to involve some form of conversation with a purpose 

(Burgess 1984) and are recognised as social interactions (Holstein and Gubrium 

1995). The style is conversational, flexible and fluid, and the purpose is achieved 

through active engagement by interviewer and interviewee on relevant issues, topics
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and experiences (Mason 2002; May 2002). In the view of Cassell and Symon (1994) 

and King (1994), because it is a highly flexible method, the interview is the most 

widely used qualitative method in organisational research. It can be used almost 

anywhere and is capable of producing data of great depth. In this case the interviewer 

identified himself as a researcher studying for a doctorate at the University of 

Leicester in the U.K.

As suggested by Mason (2001), semi-structured interviews are a method used for 

generating data from different sources. The degree of structured interviews varies 

from study to study, according to King (1994), who chose the term qualitative 

research interview to give more flexibility to this kind of interview. King (1994) has 

spelled out that this type of interview has the following characteristics:

• A low degree of structure imposed by the interviewer;

• A preponderance of open questions; and

• A focus on specific situations and action rather than abstractions and general 

opinions.

Mason (2001) suggested using the term ‘generating’ instead of ‘collecting’ data 

because the researcher can not only collect data, but also encapsulate the much wider 

range of relationships between researcher, social world, and data which qualitative 

research spans. Semi-structured interviews have been utilised in this study because, 

among other reasons, they attracted interest and are widely used (Flick 1998). This 

interest is linked to the expectation that the interviewees’ viewpoints are more likely 

to be expressed in a relatively openly designed situation than in a standardised 

interview or questionnaire (Flick 1998; Mason 2002).
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According to King (1994), the semi-structured interview is most appropriate for four 

reasons:

• The study focuses on the meaning of a particular phenomenon to the 

participants;

• The interviewee’s perceptions of processes can be studied within the 

social unit;

• It permits the interviewee to offer his historical perspective of how a 

particular phenomenon has developed thereby allowing the researcher to 

understand better the factors behind employee theft; and

• As the quantitative study is carried out, qualitative data are obtained not 

only to validate the measurement of the organisational values scale and 

its effect on employee theft but also to clarify and illustrate the meaning 

of the findings.

Interview development

Mason's (2001) technique (the following seven steps) and King's (1994) suggestions 

(steps eight and nine) were used to develop the interview schedule. These steps 

are:(l) listing the ‘big’ research questions which the study is designed to explore (the 

relationship between economic pressures and employee theft;(2) subdividing the big 

research questions into ‘mini’ research questions. For example, the question of 

economic pressures has a number of sub-questions such as how household income 

can influence the employee in stealing from his workplace;(3) converting the big and 

mini questions into possible interview topics, for example, economic pressures, 

income, salary and benefits;(4) drawing questions from the topics with different 

styles suitable to the interview situation;(5) cross-referencing all the levels, so that
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each big research question has a set of corresponding mini research questions each of 

which has a set of ideas about interview topics and questions;(6) developing some 

ideas about a loose structure, or format, for interviews, especially for those ideas that 

could not possibly be anticipated in advance due to the interview and interviewee 

situation. For example, in interviewing the general manager of the company an un

anticipated situation might have arisen which could have lead to very important ideas 

for the study. The general manager of the company might have suggested some ideas 

to be put with the general interview to other staff;(7) thinking of some more 

standardised questions for all interviewees and some specific questions for certain 

interviewees, for example, age, position, nationality, education level and 

transportation to and from the workplace;(8) recruiting participants; and (9) carrying 

out the interviews.

The interview schedule

The interview schedule included six sections. They were, position in the store and its 

relationship to security matters, the magnitude of employee theft, the relationship 

between economic pressures and employee theft, the relationship between 

community pressures and employee theft, the relationship between organisational 

values and employee theft, and some general questions. There were in total 30 

questions. All of the questions were open-ended except one question which was 

about ranking the organisational values dimensions.

Interview sources

An executive interview (Hollinger and Clark 1983a) with semi-structured interview 

questions was done with eight headquarters officers and 15 store managers. The 

interviews with the headquarters officers included117: the chairman of OCG, the
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finance director, the director for markets sector, the operations manager, the 

supervisor general of IT & technical operations, the engineering director, the 

administration manager, and the director of the legal department.

The purpose of having two different groups with the same interview index was to 

compare the differences between these two groups. Headquarters officers mainly 

work in their offices remote from store operations whereas the store managers are the 

main people responsible for the stores and actually work in them. The diversities of 

these groups should give a continuum of attitudes about the organisation and 

employee theft which will complement the questionnaire as a basis for comparison 

between management and store employees.

The process of interview

The original research questions were subsequently amended to improve clarity and 

understanding. The original interview schedule was in English before being 

translated into Arabic. The interviews took three different forms:

• Face-to-face interviews with a copy of the interview booklet in the 

researcher’s hand, so that he could manually record responses. This 

format was used with three executive staff including the chairman, and 

five store managers.

• Face-to-face interviews with two copies of the interview schedules, one 

for the interviewee and the other for the researcher, where the 

interviewees wrote their own answers but with additional support from 

researcher when appropriate. This format was used with two of the 

executive staff and four store managers including the finance manager.
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• An interview schedule was given to the interviewees allowing some time 

for further reflection and completion before collection. This format was 

used for the remaining of the interviews (three executive officers and six 

store managers).

The interviews for the headquarters staff, including the chairman, were scheduled as 

the first stage. The first form of interview (face-to-face interview) lasted for 

approximately two-and-a-half-hours. The second format (face-to-face with shared 

copies of the interview schedules) took approximately three to four hours each. In the 

third type of interview, employees were allowed to complete the questionnaire in 

their own time. Their completed responses were collected three weeks after 

administration. The researcher moderated these interviews, especially the face-to- 

face interviews, and used the telephone to offer clarification to those in need. 

Approximately six conversations over the phone were conducted to offer explanation 

and clarification. A maximum of two interviews were performed in one day. It took 

around four weeks to collect headquarters staff responses.

The researcher was stationed in the headquarter office to arrange the interviews and 

survey questionnaires. The interviews were carried out in each person’s office for 

two reasons. Firstly, to make it easy for the respondents and save their time and 

effort and, secondly, to gain a feeling for the individual’s environment and have 

access to more information. The researcher checked each interview immediately after 

the interview but away from the interviewee. This was to check that responses were 

clear and to note some of the ideas which he had not recorded. Moreover, as 

Benjamin (1981) insists taking care of internal and external factors affecting the 

responses of participants is very important. Such factors help to promote an
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interviewee’s trust in the interview. When an interviewee has trust and faith in the 

researcher’s competence, he is more likely to participate honestly and attentively and 

not to use defence mechanisms.

The interviews of store managers were scheduled directly following interviews with 

the headquarter staff. Although they were scheduled for the same day, collection of 

their completed questionnaires was arranged to suit the individual store. The store 

manager’s own office, or a back area receiving office, was used for these interviews. 

Since store managers were working in two shifts from 8am to 12 mid-day and from 

5pm to 9pm, their interviews were arranged to follow this timetable. The preferred 

time for these interviews was during the morning shift to minimise business 

disruption, as at this time of the day there are fewer customers to deal with. The 

completion of the store managers’ interviews took the same time as that required by 

supervisors and general employees to complete their questionnaire. Six months118 

were spent completing the fieldwork. This comprised one month for the pilot study 

and for interviewing headquarter staff, four months for interviewing store managers 

and for questionnaire administration and collection in the stores, and one month for 

wrapping up and checking details before leaving the research setting.

Qualitative data processing

Processing qualitative data is more difficult than dealing with quantitative data 

(Sullivan 2005). The difficulty stems from the nature of the interview technique 

which involves the interviewee talking or writing very long statements in response to 

the interviewer. This writing and talking needs to be verified. Dealing with a large 

amount of data requires some sort of coding to make the data easy to understand and 

interpret119. Due to the openness of the qualitative questions, a large amount of data
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became rather irrelevant to the research theme. Interviewees tended to talk about all 

aspects of supermarkets including the business processes and administrative 

procedures which were not in the scope of this research. Coding and transferring the 

qualitative data into quantitative data helped to verify the answers and to decide 

which material had to be included. Six interactive steps were employed to utilise and 

process interview data. They were:

1. Reading through all interviews;

2. Categorising the answers of all questions;

3. Coding the answers of each question;

4. Transferring the qualitative data into quantitative data;

5. Analysing transferred data statistically; and

6. Drawing conclusions from transferred data and linking them to the 

research questions.

Analysis of the pilot study

Following the initial preparation of a questionnaire, it is recommended that a pilot 

test be undertaken (Bright 1991). This involves a practice run-through with a 

different, smaller group in order to iron out any snags. In this case, for example, a 

pilot project may show some deficiency in the design of the questionnaire (Bouma 

and Atkinson 1995). This involves enlisting the assistance of friends, colleagues, 

family members or others (convenience sampling) who volunteer to complete the 

questionnaire and to provide oral or written comments and feedback about items of 

difficulty, confusion or ambiguity, and the length of time necessary for completion. 

This information is then used to modify or re-design parts of the questionnaire which 

have been found to cause problems (Bright 1991). The underlying logic is that it is 

better to find these problems before the questionnaire is distributed to the sample of
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respondents (Balnaves and Caputi 2001). The pilot is also useful to the researcher in 

examining the relevance and usability of the data produced by the questionnaire. The 

pilot study is the first research step to test the instruments of the data collection 

(Bright 1991). According to Kane (1985) “A pilot survey is useful when you do not 

know how to distinguish between what is essential to the problem and what may 

seem important but in fact is not” (p.73).

The pilot study is mainly a questionnaire to evaluate the readiness of the research 

instrument to be used in the real study. If researchers use the pilot study in a proper 

way they can be confident in conducting data collection. According to Blaxter, 

Hughes and Tight (2001), piloting or reassessment without fear is the process 

whereby the researcher tries out the research techniques and methods which s/he has 

in mind to see how well they work in practice and, if necessary, to modify the plan 

accordingly. Kumar (1996) considered the pilot study as a small-scale study which is 

undertaken to decide if it is worth carrying out a detailed investigation. Kumar 

(1996) also called the pilot study an exploratory or feasibility study. A pilot study 

may be particularly crucial in relation to research based on a self-completion 

questionnaire, because there will not be an interviewer present to clear up any 

confusion (Bryman 2001).

De Vaus (2002) has mentioned some of the purposes for pilot studies. They are: to 

ensure that respondents understand the intended meaning of a question and that the 

researcher understands the respondent’s answer; to make sure that the questions 

proceed in a natural order that goes step by step from the general to the specific, and 

from less sensitive issues to questions of greater depth related to the subject matters; 

to figure out the non-response questions, this is the refusal of a large number of
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people to answer a particular question which will normally produce difficulties at the 

data analysis stage and can lead to serious reductions in sample size. Questions 

which produce respondent hesitation, reluctance or refusal to answer are likely to 

produce a high level of non-response later; to prevent redundancy. If two questions 

measure virtually the same thing, only one is needed in the final questionnaire; 

scalability. If a set of questions is designed to form a scale or index, check to ensure 

that they do so. There is no point including items in the final questionnaire which are 

inappropriate for the scale or index for which they were designed; and to enable the 

researcher to discover the interests of respondents before finalising the main study 

questionnaire in order to make any necessary amendments.

Sharp and Howard (1996) have mentioned two purposes for the pilot study. They are 

to learn how much time subjects need to complete the questionnaire without it 

becoming a burden and to maintain the same enthusiasm level from the beginning to 

the end so that the validity of the questions is not affected. Discovering the rejected 

question is one objective of a pilot study. This objective is very important in this 

study as the measurement of employee theft is involved. A pilot study gives an 

indication of those questions which respondents are reluctant to answer, these may 

then be modified or deleted from the main questionnaire. The pilot study can also be 

used to forecast the important issues. For example, access to and availability of data 

and information, opportunity to pursue a particular research design, and assessing the 

technical skills and time needed to complete the research, the financial support 

required and the risk involved in participating.

The pilot study was also conducted for the two statistical purposes of trying and 

using statistical tests and statistical programs to test their contribution value to the
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main questionnaire analysis and using reliability statistical techniques as extra 

advanced techniques for analysis of the main scales (organisational values, economic 

pressures, community pressures and employee theft) (Babbie 1990).

Subjects

Another supermarket company in Riyadh was chosen not the one intended for use in 

the main study. The identity of this company has been kept anonymous as permission 

for revealing its identity was not obtained. It can be called ACB. This company has 

a number of branches throughout Riyadh and has similar characteristics to the OCG, 

the company chosen for the main study. ACB was chosen for the pilot study for 

number of reasons. It could give an overview about employee theft in another 

company and provide more knowledge about this phenomenon while offering a basis 

for comparison. Furthermore using another company should add confidence to the 

relevance and applicability of the thesis’ conclusions concerning not only the extant 

and nature of theft in Riyadh supermarkets alone but in the Saudi Arabian 

supermarket industry as a whole. It also eliminates the burden on OCG of responding 

to research questions twice (pilot and the main study); participating in the pilot study 

and then the main study may confuse OCG employees and busy administrators, so 

conducting the pilot study in ACB ensures that QCG employees are only required to 

participate once in the study. Moreover, this way OCG employees are not 

forewarned of the questions. This will eliminate the problem of separating those 

participants in the pilot from those chosen for the main study. As suggested by 

Bryman (2001):

The pilot should not be carried out on people who might have been 
members of the sample that would be employed in the full study. One 
reason for this is that, if you are seeking to employ probability sampling,
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the selecting-out of a number of members of the population or sample 
may affect the representativeness of any subsequent sample (p. 155).

Sixteen out of 50 ACB subjects responded to the researcher and voluntarily

participated in the pilot study. That this number is enough for a pilot study is

supported by Babbie (1994), who writes, “give the questionnaire to the ten people in

your bowling league, for example”(p.l53). ACB employees agreed to participate

without revealing their own or their company’s identity. The purchasing department

manager helped the researcher to contact the volunteers and collect the completed

questionnaires. It was, however, not essential that the pre-test subjects comprised a

representative sample, although people should be chosen for whom the questionnaire

is at least relevant (Babbie 1994) as in ACB and OCG. Pilot subjects were asked to

write their comments in the questionnaire booklet about anything they felt needed

comment or clarification. The purchasing department manager gave his viewpoints

regarding the wording, the order of the questions, the time length required for

completion and other general comments.

Pilot questionnaire

Before administering the pilot questionnaire to the pilot subjects, it was translated 

into Arabic to cater for those employees who do not understand English. The pilot 

questionnaire consisted of nine sections and each section contained a number of 

questions or items to be answered. A description of the pilot questionnaire is in the 

following paragraphs.

The demographic variables section contained nine questions. They were concerned 

with: age, marital status, nationality, education level, job, type of work, experience 

in the supermarkets in general, experience in the company; and experience in the 

particular store. In the economic pressures section subjects were asked to rate a
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number of sentences in relation to themselves about their financial status and their 

household income. In the community pressures section subjects were asked to rate a 

number of sentences about their involvement in deviant acts inside and outside the 

job. Four sections were devoted to perceptions of organisational values. Subjects 

were asked, according to their views and experience in their stores, to evaluate their 

current organisation in four orientation groups: support orientation, rules orientation, 

innovation orientation, and outcome orientation.

Two sections related to employee theft; one for the perception of organisational 

deviance and the other for personal deviance (self-reporting). In the perception 

section, subjects were asked about how often theft practices take place in their store 

by other employees. In self-reporting section, subjects were asked about how often 

they themselves had been involved in theft practices in their store. The order of the 

last two sections was deliberately tailored to start with less sensitive and progress to 

more sensitive questions.

Results of the pilot study

Subsequently both the pilot questionnaire and the final questionnaire were analysed.

The analysis of the pilot questionnaire was replicated in the analysis of the final

questionnaire. According to Babbie (1990) the pilot-study analysis

should be carried out with all the vigour and imagination intended 
for the final analysis, because the pilot study subjects are chosen 
with the intention of representing the target population. The results 
of the pilot analysis should be essentially the same as those of the 
final survey. The latter should be a more substantial replication of 
the former (p.227).

The analysis in this chapter includes descriptive statistics for demographic variables 

with accompanying graphic presentation. It includes also both descriptive and 

reliability testing for economic pressure items, community pressure items,
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organisational values items and employee theft items. For the final analysis in this 

chapter the inferential statistics are presented. This will include relating statistically 

the main factors to employee theft. The initial statistics used in the analysis serve as a 

preparation for the final questionnaire. The final decision about amendments to the 

questionnaire was mainly based on the result of the pilot study. Full details of 

changes to the pilot questionnaire are included in this chapter.

Demographic variables

Demographic variables include: age, marital status, nationality, education level, job 

and experience. These demographic variables are illustrated in the following 

paragraphs.

The mean age of the pilot study respondents is 33.13. Skewness120 is -.167 and Std. 

Error of Skewness is 0.564. This figure suggests that the data is symmetric because 

the skewness score is close to zero which is close to normal distribution and is not 

double the Standard Error of the Skewness. If the data are symmetric, this gives 

confidence to say that the subjects are representative of other people in the 

population. An examination of the mean age and the marital status of the respondents 

shows no surprise because the mean age is 34 and 75% are married. The maturity 

and marital status of the respondents gives confidence regarding the seriousness with 

which their responses may be given.

The frequency distribution of nationalities indicates a mix of nationalities answered 

the pilot questionnaire. Nationalities consist of Saudis, Sudanese, Filipinos, Indians 

and Yemenis. Yemenis form the largest group in the company. The spread of the 

respondents’ levels of education can be seen as a sign for representativeness. From 

the pilot study, it is noticed that those who have secondary level of education
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constitute 43.8% of the subjects while those with lower level and higher levels show 

similar percentages. Those at the preparatory level total 25% and those holding 

university degrees form 31.3%. The representation of different jobs in the 

supermarket is evident. It includes branch managers, supervisors, purchasing 

officers, cashiers, salesmen and receivers of the delivered goods. Branch managers 

and supervisors from 31.3 % of all the subjects who participated in the pilot study.

The respondents’ mean experience in the supermarkets is 13.31 years. This is quite 

long enough to provide a reliable response in a pilot study. This data was categorized 

and the categorised years experience show that experience is distributed normally 

among the respondents (low, medium and high, respectively, 37.5 %, 43.8 %, 18.8 

%)121.

Economic pressures

Economic pressures contained five items for response. They are: B l, the salary from 

my job is enough; B2, the benefit from my job is enough; B3, my salary compared to 

my workload in the store is enough; B4, my salary compared to my position is 

enough; and B5, my total financial resources outside the company are enough. A 

five-point Likert scale was used to obtain answers: strongly agree is coded as 1, 

which is the highest level of agreement. Strongly agree was given the smallest 

number as it represents the least pressure. Strongly disagree is the lowest level of 

agreement so it was accorded the number five to represent the most pressure to inflict 

the economic pressure.

The reliability coefficients Alpha (Cronbach)122 is needed to test the consistency of 

items in the scale. The test produced an Alpha = .59. To increase Alpha, B2 (The 

benefit from my job is enough) could be deleted. Theoretically this is a self-reporting
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question which could cause reluctance in answering. The deletion of this item would 

increase the alpha scale from (.59) to (.75). An Alpha of .75 enables the researcher to 

take the average of the remaining four items to represent financial status. Financial 

status in this research is included in economic pressures. B2, however, was 

eliminated from the pilot study analysis but retained in the main questionnaire 

analysis. Although this item was retained, its wording was changed to address 

perception rather than the self-reporting and make this item reliable (consistent) with 

other items. An Alpha of .75 is widely accepted as reliable (see: Nunnally 1978 and 

Van de Ven and Ferry 1980).

The chosen statistics measure to represent economic pressures is the mean. The mean 

of the economic pressures after eliminating B2 is 3.42, which figure will be 

considered the value of the economic pressure factor. This is out of 5. A rating of 

five is the maximum pressure for the scale. Hence, the value of 3.42 economic 

pressures is considered high.

Community pressures

The community status contains ten items:

• Cl - How often do you get involved in quarrels with other people outside 

your store?

• C2 - How often do you get involved in acts leading to imprisonment?

• C3 - How often do you engage in criminal behaviour such as theft, fraud and 

embezzlement outside your work?

• C4 - How often do you engage in criminal behaviour such as assault and 

fighting outside your work?
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• C5 - How often do you use drugs outside your work?

• C6 - How often do you use alcohol outside your work?

• C7 - How often do crimes happen in the area where you live?

• C8 - How often do you quarrel with others in the workplace?

• C9 - How often do you cooperate with other colleagues to harm the 

company?

• CIO- How often do you cooperate with colleagues to harm other employees?

Answers can be made according to a five-point Likert scale: Never is 1. This is the 

highest level of denial of any community pressure but was given the lowest rating to 

represent the least pressure. Always is the lowest level of denial of community 

pressure but was given a rating of 5 to represent the most pressure. This coding was 

designed to reflect the community pressures.

An Alpha score of 0.196 indicates no consistency between the items. Such a score 

needs to be increased so that the mean of all items can be used for further analysis.

To increase Alpha we could delete C8 (How often do you quarrel with others in the 

workplace?). The reluctance to answer self-reporting questions is evident in this 

question, so its deletion from the pilot analysis would solve this problem. This 

question was modified in the final questionnaire to address perception. The deletion 

of item C8 increases the Alpha scale from 0.196 to 0.33. An Alpha of (.33), however, 

will not enable the average of the remaining nine items to represent the community 

status (community pressures). The Alpha coefficient ranges in value from 0 to 1 and 

may be used to describe the reliability of factors extracted from a dichotomous 

response, (that is, questions with two possible answers), and/or multi-point formatted 

questionnaires or scales where the rating scale is: 1 = poor, 5 = excellent). The higher
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the score, the more reliable is the generated scale123. Nunnally (1978); and Van de 

Ven and Ferry (1980) have indicated 0.7 to be an acceptable reliability coefficient. 

Nevertheless, lower thresholds are sometimes used in the literature. This scale, 

however, needs to be modified extensively for the main study.

Perception of organisational values

The organisational values factor is the major independent factor in this research. As 

mentioned in previous chapters there are four proposed dimensions (support, rule, 

innovation and outcomes), each of which consists of a number of items. It is not 

statistically acceptable to do factor analysis for these items as the number of cases is 

below 100 (Pallant 2001). But for some initial analysis the reliability coefficient 

Alpha (Cronbach) can be used. This test of reliability can pave the way for using 

comparative statistical techniques to test for an association between organisational 

values and employee theft124, namely regression and the Pearson correlation (r)125 

(Bryman and Cramer 1999). The test of reliability results suggests that there are 

consistencies between items in each dimension (Alpha levels are above .9). This 

indicates the validity of the scales and supports their use in the final questionnaire. 

The means for the dimensions are 4.13 for support orientation; 3.33 for rules 

orientation; 3.26 for innovation orientation and 2.94 for outcome orientation. So, 

there is one representative figure for all the items in each category (dimension). (See: 

Table 25).
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Table 25: Reliability analysis scale (Alpha) for organisational values

Support
orientation

Rules
orientation

Innovation
orientation

Outcome
orientation

N of Items 30 31 15 19
N of Cases 10 11 10 8
Mean 4.13 3.33 3.26 2.94
Reliability 
Coefficients Alpha

.9567 .9325 .9235 .9375

Employee theft

Two almost identical sections were included in the pilot questionnaire. One section is 

for the perception of employees about employee theft and the other section is for 

employees to report their own involvement in employee theft. The reliability 

coefficient Alpha was used to test these two sections and both sections have a 

reliable scale. The scale for perception has an Alpha level of (.97) and a mean of 

1.40; and the self-reporting has an Alpha level of (.98) and a mean of (1.20). Nine 

subjects answered the perception section and 13 subjects answered the self-reporting 

section.

The number of respondents answering each section, however, is not the best criterion 

for judging the responses. The best and valid measurement of responses is to know 

how many respondents admitted to committing employee theft. In other words what 

is the average of the total responses for each section. When the average of one 

section exceeds the average of another about the prevalence of employee theft, the 

subjects’ answers of the questions show integrity. Thus, integrity is very much 

needed to verify and validate the questionnaire for actual study.

The mean differences between identical items in the two sections can be seen in 

Table 26. The table shows that in 28 out of 38 items, the mean perception of
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employee theft (1.40) exceeds self-reporting of employee theft (1.20). Only two 

items from self-reporting exceed perception. The remaining eight items are equal. 

This result indicates that respondents tend to answer the question of perception more 

freely than answering the self-reporting option on employee theft.
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Table 26: Average differences of perception and self-report paired items

Pair Mean Paired
Differences

Pair Mean Paired
Differences

1 HI 1.75 .58 20 H20 1.07 0
11 1.17 120 1.07

2 H2 1.40 .27 21 H21 1.00 -.1312 1.13 121 1.13
3 H3 1.20 .07 22 H22 1.00 -.1313 1.13 122 1.13
4 H4 1.20 .07 23 H23 1.20 .0714 1.13 123 1.13
5 H5 1.23 .08 24 H24 1.20 .0715 1.15 124 1.13
6 H6 1.33 .20 25 H25 1.60 .4716 1.13 125 1.13
7 H7 1.07 -.07 26 H26 1.87 .4717 1.13 126 1.40
8 H8 1.07 .00 27 H27 1.29 018 1.07 127 1.29
9 H9 1.50 .36 28 H28 1.33 .2719 1.14 128 1.07
10 H10 1.40 .27 29 H29 1.27 .20110 1.13 129 1.07
11 H ll 1.27 .20 30 H30 1.15 .08111 1.07 130 1.08
12 H12 1.40 .27 31 H31 1.15 0112 1.13 131 1.15
13 H13 1.67 .47 32 H32 1.23 .08113 1.20 132 1.15
14 H14 1.64 .36 33 H33 1.23 .08114 1.29 133 1.15
15 H15 1.67 .47 34 H34 1.14 0

115 1.20 134 1.14
16 H16 1.40 .27 35 H35 1.71 .29

116 1.13 135 1.43
17 H17 1.23 .08 36 H36 1.80 0

117 1.15 136 1.80
18 H18 1.23 .08 37 H37 2.80 .67

118 1.15 137 2.13
19 H19 1.07 .00 38 H38 2.00 .67

119 1.07 138 1.33

The above table and calculation of means differences are considered manual 

procedures. The convincing procedures are the one using statistical techniques. For
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statistical techniques and a further check of the above results, the T-test was 

performed to compare statistically the mean of each identical item. A significance 

difference between the two sections (perception and self-report) has been resulted. 

The T-test score is 2.141 and the significant level (a)126 is 0.05. Despite the 

marginality of the difference, the difference is genuine and action should be taken. 

This result, however, supports the elimination of the self-report section from the final 

questionnaire.

As has been said the Alpha Cronbach Reliability Coefficient has been used to test the 

reliability of the measurements as an indicator of consistency between items in each 

group. According to Table 27, all groups are reliable except community status 

(.1964) and, therefore, community pressures items will not be averaged in the pilot 

study. Also community pressures items were kept for the final questionnaire after 

the modification of the wording to address perception instead of self-reporting. In 

most studies 0.7 or more as the Alpha base is considered to be reliable127. The 

reliability suggests that all items in the scale are consistent. In other words the 

average correlations of the correlation matrix between all items in the scale is larger 

than .70.
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Table 27: Summary of reliability results

Group Description Number 
of items Alpha

B Financial status 5 .5939
C Community status 10 .1964
D Organisational value (support) 30 .9567
E Organisational value (rules) 31 .9325
F Organisational value (innovation) 15 .9235
G Organisational value (outcome) 19 .9375
H Perception of employee theft 38 .9732
I Self-report of employee theft 38 .9860
DEFG All organisational values groups 95 .9907

After completing preparation tests for the pilot questionnaire, inferential statistics 

were used to test the relationships between the independent and the dependent 

variables.

The descriptive statistics shows the following results:

• The mean o f economic pressures is 3.4 out of a maximum of 5. This indicates 

that the economic pressure on the employees in the pilot study is high.

• Community pressures were not averaged because the items in this section 

were not reliable.

• For support, rules, innovation and outcomes orientations the means 

respectively are 4.13, 3.33, 3.26 and 2.94 out of five. This indicates the 

organisational values in these four dimensions are high.

• The perception of employee theft in the store mean is 1.40 out of 5. This 

indicates that employee theft is low. The mean of self-report is 1.20 which is 

low as well and lower than the perception figure.
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Independent variables and employee theft

The Kendall tau_b correlations suggest there are no significant relationships between 

all the independent variables (OV, OCP & ICP) and for both perceived and self- 

reporting employee theft. This result is to be expected owing to the limited number 

of subjects (16 only). This result, however, is an encouragement to proceed to the 

main questionnaire study because the signs of the correlation are convincing and they 

were hypothesized (positive relationship between economic pressures and employee 

theft and negative relationships between organisational values dimensions and 

employee theft).

Demographic variables and employee theft

Demographic variables give more information about the characteristics of the pilot 

subjects in relation to employee theft. The analysis of demographic variables can also 

produce some indications of any possible need to modify the final questionnaire. 

Therefore some analyses are included in this section. Demographic variables include: 

age, marital status, nationality, education level, job and experience. The followings 

are the main results and their explanations.

• The Pearson correlation test shows no significant correlation between age and 

employee theft both for the perception and self-reporting. This result is based 

on 16 cases so it is reasonable to expect some level of relationship between 

the much larger number of samples in the final questionnaire.

• The T-test shows no significant difference between married and unmarried 

employees in employee theft in both perception and self-reporting.

• For the comparison of different nationalities in employee theft no basic 

statistical assumptions can be made from this data to enable a researcher to
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apply any statistical test, especially the Chi-square, as each cell should 

contain at least 5 cases. Thus, a means comparison is used to obtain indicators 

about the data. The result shows Yemenis scored more in perception and in 

self-reporting employee theft and Filipinos scored less. There is no need to 

elaborate this analysis for the final questionnaire for the nationalities will be 

put into only two categories, Saudi and non-Saudi. This cannot be done here 

owing to the smaller number of cases available.

• The Kruskal-Wallis test shows no significance difference between the levels 

of education in employee theft. But the significance level is 0.09 which is 

close to 0.05. Taking into account the far larger sample size in the final 

questionnaire, there is the possibility of finding a significant difference. The 

mean rank difference of education levels on employee theft shows that 

employees educated to secondary school levels have the highest rank mean 

score in both perception and self-report.

• For a comparison of different jobs in the stores and their relationship with 

employee theft no basic statistical assumptions can be made from this data to 

enable any statistical test to be applied, especially the Chi-square test, as each 

cell should contain at least 5 cases. Thus, means comparison is used to obtain 

indicators about data. This shows purchasing officers scored more highly in 

perception and in self-reporting employee theft than the supervisors. There is 

no need to elaborate here as in the final questionnaire jobs will be placed in 

only one of two categories - supervisors and general employees. Here, 

however, owing to fewer cases being available, this cannot be done.

• Pearson correlations of experience with employee theft show a noticeable 

significant relationship between experience and perception of employee
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theft , whereas there is no significant correlation with self-reporting. This 

result is another assurance of the necessity of eliminating the self-reporting 

questions from the final questionnaire.

According to an analysis and interpretation of the above, the following section deals 

with modifications to the questionnaire to be distributed among the final subjects of 

the study.

Modification of the questionnaire

The wording of the questionnaire was amended following suggestions by the 

respondents in the pilot study and by some of the interviewees. Some items were also 

eliminated because of repetition, a lack of clarity and sensitivity. The summary of the 

results is shown in Table 28.

Table 28: Number of items in all main dimensions before and after elimination

Dimension Before
elimination

After
elimination

A Demographic variables 9 9
B Financial status 5 5
C Community status 10 9
D Organisational value (support) 30 22
E Organisational value (rules) 31 23
F Organisational value (innovation) 15 12
G Organisational value (outcome) 19 11
H Perception of employee theft 38 23

No change has been made in section A, demographic variables. In section B, 

financial status, the wording has been changed from self-description to colleague- 

description in the workplace. The purpose of this change is to encourage respondents 

to answer questions about their workplace. Also the key option response of strongly 

agree, agree, neutral, disagree and strongly disagree were reversed because some 

subjects in the pilot study were confused about how to answer. The code numbers
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stayed the same and ranged from 1 to 5. These numbers were then recoded for 

community pressures to reflect the higher the number the higher the pressure. More 

sensitive questions found in section C are concerned with community status. This 

section had a clear impact on the subjects’ answers to most of the questions for most 

of the options on offer are never likely to happen. From the Alpha reliability 

analysis-scale, community pressure items do not confirm the reliability of the scale. 

Consequently changing the questions from self-reporting to workplace description 

was the solution selected for the main study questionnaire. The result shows 100 % 

of subjects plumped for the ‘never’ option which must be considered a non-response 

or a reluctance to answer. One question was omitted namely; how often do you 

become involved in acts which could lead to imprisonment? Many subjects were 

confused when answering this question. Due to the omissions, nine questions remain 

in this section.

In the pilot questionnaire the rating keys in the four sections on perception of 

organisational values were changed from l=Not at all characteristic, 

2=Uncharacteristic, 3=Neutral, 4=Characteristic and 5=Very characteristic to a 

different 5-point Likert scale of l=strongly agree, 2=agree, 3=neutral, 4=disagree 

and 5=strongly disagree (Aquino et al. 1999). This was done because the former key 

was not understood by subjects especially after a translation into Arabic. The 

wording of the questions was changed accordingly to fit with new key answers.

Section D: Perception of organisational values (support orientation). The number of 

items was resulted from 30 to 22. This reduction took place owing to the omission of 

some questions. Omissions concerned generalizations or repetitions. The result was 

eight items were omitted, 12 stayed unchanged and ten were modified.
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Section E: Perception o f organisational values (rules orientation). Here the number of 

items changed from 31 to 23. These changes took place owing to the omission of 

certain questions. Those questions based on generalizations or repetitions were 

omitted. Eight items were therefore omitted, 19 stayed unchanged and four were 

modified.

Section F: Perception of organisational values (innovation orientation). Here the 

number of items was reduced from 15 to 12. The reductions took place owing to the 

omission of some questions. Those questions involving generalities or repetition 

were omitted. Three items were therefore omitted, six stayed unchanged and six were 

modified.

Section G: Perception of organisational values (outcome orientation). The number of 

items was reduced from 19 to 11. This reduction took place due to the omission of 

some questions. Omissions concerned generalisations or repetition. Eight items were 

omitted, five stayed unchanged and six were modified.

Section H: With some modification the perception of organisational deviance has 

been kept in the main questionnaire to measure employee theft. Section I: Personal 

deviance (self-reporting) was eliminated completely. It was eliminated because of the 

high number o f questions on the self-reporting of employee theft considered not to 

require a response by subjects in the pilot questionnaire. It is possible the reluctance 

to respond to self-reporting employee theft may stem from the sensitive nature of the 

questions. Such omissions and responses are to be considered as legitimate (Devine 

and Heath 1999). In section H: Perception of organisational deviance, the number of 

items was reduced from 38 to 23. This reduction took place due to the omission of
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some questions. Omissions concerned generalisations or repetition. Fourteen items 

were omitted, 21 stayed unchanged and two were modified.
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CHAPTER 3: FINDINGS

Introduction

This chapter is concerned with the research’s findings, its quantitative and qualitative 

results. Part 1 outlines the quantitative analysis and the preparation for the 

questionnaire on which the main analysis is founded. The preparation includes 

performing factor analysis and the Alpha test to build four scales. These scales will 

be concerned with economic pressures, community pressures, organisational values 

and employee theft. The main research variables will also be analysed and linked to 

the research hypotheses. The second part of this chapter includes a description of the 

qualitative findings. These findings are mainly derived from the interviews. The 

interpretation of the findings tries to show the connection between qualitative and 

quantitative results. The chapter concludes with an investigation of the hypotheses 

and research questions.

The lack of similar studies in Saudi Arabia has prevented the researcher from 

integrating his results with such findings. Indeed, this thesis may be the first to 

investigate the effect of organisational values on employee theft. Thus, the 

researcher compared the findings of this study with those conducted in different 

countries, particularly in the US and the UK. One common factor, which links the 

current study with others, is the use of the cross-sectional research design. Therefore, 

it seems logical to conclude that the ideal situation with which to compare these 

results is one based on both a comparable environment and similar measures of the 

two issues of organisational values and employee theft.
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Part I: Quantitative result

The quantitative data from the main collecting instrument, the questionnaire, is 

analysed and presented in this chapter. The performance of the analysis and the 

presentation of findings are given through a series of processes. Preparations of data 

for further analysis are done for both dependent and independent variables. The 

preparation of data includes PCA129 and the reliability test, Alpha (Cronbach)130, for 

economic pressures, community pressures, organisational values and employee theft 

items.

The descriptive statistics provide the way to formulate a representative figure for the 

main factors to be tested. For example, the mean of each group of items in each 

organisational dimension will be used as a representative for that dimension. Without 

formulation of the representatives, either there would be no possibility to test the 

research hypotheses or there would be an endless succession of procedures and 

processes. Think of 68 items in organisational values alone then multiply them by the 

23 employee theft items. A total of 1564 statistical processes will result. This is a 

very large number and a long process to test. The solution is to have the items factor 

analysed and obtain the mean of each extracted factor. In this research, and due to 

this preparation, only one economic pressure factor, two community pressures 

factors, and six organisational value factors have been related to the four employee 

theft (dependent variables) factors. This produces 36 statistical processes compared 

to the 1564 mentioned before.

After preparation the main hypotheses were tested. They included the correlation 

between organisation values and employee theft. Then the control variables 

(economic pressures and community pressures) were inserted as intervening
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variables between the organisational values and employee theft using covariance 

interaction analysis (Anocva). The next step was path analysis. Finally, the 

demographic variables were described for respondents and linked to employee theft 

and other related variables (economic pressures, community pressures and 

organisational values).

Results and analysis

In this section the results and analysis will be presented. The result of each aspect of 

the findings will be linked to its hypothesis and research question. The interpretations 

will be fully discussed in this chapter. The discussion and the accompanying 

interpretations will be introduced in this sequence: first, organisational values and 

employee theft; second, control variables (economic and community pressures); and 

last, demographic variables and employee theft

Employee theft

Employee theft is the main dependent variable in this study. It was previously factor 

analysed. The FA has resulted four types of employee theft. They are: paper theft 

(ETP), property theft (ETPR), use theft (ETU) and cash theft (ETC). General theft 

also was based on these four types of employee theft and was abbreviated (ET).

The descriptive statistics are calculated for all types of theft and for general theft. 

These calculations were done in order to describe employee theft in the workplace, 

with particular preference to the study subjects who completed the questionnaires. As 

shown in Table 29, the most prevalent theft type is use theft. The mean for ETU is 

1.71 with a low o f 1.31 in respect of ETC. The highest degree of theft is 5. Thus, the 

prevalence of theft in general is of a low level taking in consideration that a degree of 

2.5 is the middle point. Other central tendency tests (Median and mode) show a
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similar result to the mean. The median of ETU is also the highest among other types 

of theft.

For confidence in the mean as representative of the data we should look for small 

standard deviation131. The standard deviations in Table 29 are small values132. 

Because use theft is the most obvious type of theft in the store this suggests that 

employees may look at this type of theft differently. They may not consider it as theft 

or stealing. They may regard using the workplace equipment or tools during the 

course of their work for their own purpose as a legitimate act. The obvious example 

is using the work phone for their personal calls. They justify this by saying we are in 

the job and we cannot leave to see a friend or go to do any thing outside, so, using 

the workplace phone will save workplace time, it is for the benefit of the workplace.

In contrast, the least occurring theft type is cash theft. This is the obvious form of 

theft. No one can justify this type of theft, because it involves cash. The opportunity 

to steal cash is not available to all employees; it is only possible for cashiers or in 

some instances for head cashiers or for the person in charge of the safe deposit box. 

The clear line of responsibility for controlling cash makes such theft easy to trace 

and therefore less likely to occur. Also the cashiers, in QCG always have very good 

pay compared with other positions which make the theft less attractive. Moreover, 

cashiers are mostly Saudi nationals and mostly have another job with the government 

which attracts extra pay. This extra pay makes them better off than other employees. 

The comparison between these types of theft lends credence to the basic theoretical 

assumption in this thesis that economic pressures play a major role in causing theft in 

the workplace.
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Table 29: Descriptive statistics for employee theft

Paper Property Use Cash General
Mean 1.39 1.47 1.71 1.31 1.48
Median 1 1 1.33 1 1.17
Mode 1 1 1 1 1
Std. Deviation .69 .75 .94 .65 .66
Range 4 3.67 4 4 4
Minimum 1 1.00 1 1 1
Maximum 5 4.67 5 5 5
N 429 428 428 426 429

This comparison between the four types of employee theft was done without using 

the statistical techniques. Thus, the use of statistical techniques will give assurance to 

these comparisons. The Friedman test was therefore performed to test the assumption 

that there is indeed a rank difference between the types of employee theft. Table 30 

shows a significance rank order of them. The Chi-square score is 134.452 and the 

significance level is .0001. This indicates that there is a genuine rank difference 

between the types of employee theft occurring in the workplace. Table 30 further 

shows that ETU, the use of workplace items, is the most prevalent of the various 

types of theft, and that the theft of cash is the least. Property theft comes second and 

paper theft is third. Moreover, general employee theft ET is the representative of all 

of the types of theft with a mean of 1.48. This mean can also be considered low for 

employee theft in general. The lower level of employee theft does not diminish the 

relevance or importance of this study because there are variations of the levels of 

employee theft even at this low level. The variations were hypothesised on the levels 

of organisational values and the levels of economic and community pressures.
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Table 30: The Friedman test and rank order for ET variables

Mean Rank Order N Chi-Square Df. Asymp. Sig.
ETP 2.44 Third
ETPR 2.51 Second 425 134.452 3 .0001ETU 2.91 First
ETC 2.13 Fourth

Organisational values and employee theft

The descriptive statistics are needed to underline the background data for analysing 

the organisational values and their relationship to employee theft. In this regard the 

mean and standard deviations of all organisational values dimensions and overall 

organisational values were calculated. For overall organisational values OV, the 

mean is 3.38 and the standard deviation is .78. The high mean indicates that OV is at 

a relatively high level (the maximum value is five). The small standard deviation 

(less than one) indicates that the mean can be confidently considered representative 

for other values, or in other words, other values are similar in value to the mean. The 

high level of organisational values here does not prevent inferences from being made 

on the statistics of the dependent variable ET. The small variation in OV can explain 

statistically the differences in employee theft.

For OV dimensions, the highest mean is 3.59 for both rules orientation, OVR, and 

human needs orientation, OVH. This is out of five. This indicates high values in 

these dimensions. In all of the dimensions the rates are considered high except for 

fairness orientation, OVF, which may be considered moderate (2.77). The standard 

deviations of the OV dimensions are small values. This indicates and assures the 

statistical representativeness of the mean for all OV dimensions. Despite the 

standard deviation for OVF (1.04) which is larger than the other dimensions’
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standard deviations (less than one), it is still considered an acceptable variation to 

enable the representative of the mean.

The Friedman test for ranking was performed to learn the order of these dimensions 

in Table 31. There is a significant rank order133 for the dimensions of organisational 

values. OVH is the highest dimension with a mean rank of 4.16, whereas OVF is the 

lowest with a mean rank of 2.04. This indicates that there are variations of 

organisational dimensions which may in turn affect employee proclivity for theft 

differently. In the literature there was support for the existence of a relationship 

between organisational culture and employee theft (See Reid London House 2002). It 

shows that employee theft may be affected by organisational culture and can have a 

substantial impact on business profitability. The average annual cost of self-admitted 

theft added up to $US 82 in cash or merchandise (Reid London House 2002).

Table 31: Friedman test and rank order for OV dimensions

Mean Rank O rder N Chi-Square Df. Asymp. Sig.
OVR 4.10 Second
OVO 3.21 Fifth
OVF 2.04 Sixth 423 403.639 5 .0001
OVS 3.68 Fourth
OVI 3.81 Third
OVH 4.16 First

The correlation coefficient (r) is the statistical test needed to investigate the 

relationship between organisational values orientations and employee theft. The 

correlation coefficient is the test of relationship between variables. If the r is large a 

strong relationships between variables can be assumed. The sign of the relationships 

could be positive or negative. If the sign is negative it means that when the 

independent variable is high the dependent variable is low. An example from the
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present study shows that where there is a negative relationship, if OV is high, 

employee theft can be hypothesised as low.

From Table 32, the rule orientation factor, OVR, is correlated strongly with paper 

theft, property theft and with employee theft in general. These findings support 

Hollinger's (1991) findings. Paper theft is related strongly to rule orientation. This is 

because paper theft is related to employees with a higher rank of employment such as 

supervisors and store managers. These staff have greater access to documents and 

papers, so they are able to modify these documents in order to steal from their 

organisations. When rule orientation is highly apparent in the work place, employees 

are unlikely to engage in employee theft.

The rules orientation factor also correlates moderately134 with cash theft but there is 

no significance correlation with theft by use. The negative signs of all these 

correlations indicate that the relationship between organisational values and 

employee theft are negative relationships: as the perception of organisational values 

by employees rises, employee theft declines in the workplace. This analysis suggests 

that when the management of an organisation follows the rules during the course of 

their work, employees in the work place are much less likely to commit paper theft, 

property theft and general employee theft and quite likely also to refrain from 

committing cash theft. One last point on the rules orientation factor: there is no 

genuine relationship between this factor and use theft. This indicates that when 

management follows the rules employees do not necessarily refrain from using work 

place equipment for their own benefits. The explanation of this is that employees do 

not necessarily regard using such equipment as theft (Taylor 1986). If this conclusion 

was formed from self-report questioning, it might not be related to the study of
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employee theft, but the answer was based on the perceptions of employees about 

their colleagues. Thus, the results assure that there are no relationships between rule 

orientation and using work place equipment and tools.

Table 32 also shows that outcome orientation has a moderately negative but 

significant effect on all types of employee theft except for cash theft (ETC). This 

result is largely supported by the finding in Grays and Sackett (2003)’s study that 

theft and related behaviour vary on the task relevance dimension. This shows how 

task or outcome orientation in the work place can control employee theft. According 

to Greenberg (1993), theft in the work place was greatest in a low valid information 

situation and least in a high valid information situation. Valid information is the 

knowledge of instructions and outcome performance by employees. This supports the 

findings of this research about outcome orientation. Mitchell, Daniels, Hopper, 

George, Falvy and Ferris (1996) gave more support to these findings by pointing out 

that the perceptions about illegal behaviour were caused by the clarity of 

expectations and standards describing illegal behaviour. Clarity of expectations is 

one segment of outcome orientations.

For fairness orientation there is only one moderately negative significant effect. That 

concerns use theft. This is the opposite of rale orientation which was mentioned 

earlier. The lack of a significant relationship between fairness and employee theft 

types differs from the findings by Greenberg and Barling (1996). When explaining 

why some people would pilfer from an organisation, they attributed it to perceived 

organisational fairness. Hollinger et al. (1992) also stated that employee deviance is 

highest in occupational settings that rely heavily on "marginal" workers - especially 

those who are young, with little tenure, and who believe that their employers treat
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them unfairly. Similarly (Sieh 1987) stated that employees’ most common response 

when experiencing high inequity is deviant activity such as theft and sabotage. 

According to Kearse (1993), many employees feel it is up to them to even out 

perceived unfairness by management. So, when the president gets a rise and the work 

force suffers layoffs or a wage freeze, the outcome can be negative for everyone. 

Most literature contradicts current research findings in connection with fairness.

Support orientation has a moderately negative effect on paper theft and property theft 

but no effect on the other two types of theft (cash and use). Kearse (1993) illustrated 

how work attitudes, organisational commitment, trust, and company loyalty affect a 

company’s success. Similarly, the necessity of support orientation in the work place 

came from O' Hara, Johnson and Beehr (1985).

For innovation orientation there are significantly strong negative effects on paper 

theft and property theft and moderate effects on cash and use theft. It is clear from 

these results that innovation orientation is a very important factor in controlling 

employee theft because it has an effect on all types of employee theft.

The same effects are present in human needs orientation but with very high effect on 

property theft. This indicates that human need orientation controls property theft 

more strongly than any other orientation. This result is generaly supported by the 

finding in Gruys and Sackett (2003)’s study that theft and related behaviour vary on 

the interpersonal-organisational dimension as one element of human needs. This 

shows how human needs orientation in the work place can control employee theft.

For a general organisational value orientation there is a moderately negative 

significant effect on general employee theft and on all other types of employee theft
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except cash theft. The lack of correlation with cash theft may well be explainable 

because of possibility that only cashiers can steal cash from the workplace. So, it is 

unreasonable to generalise for all types of employees. Moreover the majority of 

cashiers are Saudis and are very well paid compared to the expatriates who hold 

other positions. The perception of cash theft here actually can be viewed as a 

perception about Saudi staff.

Table 32: Pearson correlations for OV factors and ET variables135

Paper Property Use Cash General
OVR -.240 -.251 -.086 -.143 -.206
OVO -.134 -.176 -.150 -.067 -.162
OVF .037 -.074 -.114 .053 -.039
OVS -.175 -.166 -.062 -.037 -.131
OVI -.224 -.240 -.152 -.111 -.218
OVH -.223 -.301 -.148 -.158 -.241
OV -.183 -.235 -.134 -.088 -.190

Control variables

The nature of the social phenomena is the complexity of attributions and 

relationships between factors and variables. In this study, the great importance of the 

work place environment as the background to perceptions of organisational values 

and employee theft must be noted. Economic and community pressures play very 

important roles in accelerating the effect of organisational values on employee theft. 

Three control variables are introduced here: economic pressures, ECP; outside 

community pressures, OCP and inside community pressures, ICP. The descriptive 

statistics of these variables in Table 33 shows the economic pressures has greater 

pressure on employees than OCP and ICP. The mean of ECP pressures is 2.46 out of 

five points. There are also moderate community pressures from both outside and
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inside the work place. The respective means are 1.38 and 1.67. This indicates that 

inside pressures are greater than outside pressures. (See: Table 33).

The Friedman test is also presented in Table 33. There is a significant rank order for 

these control variables. The rank means for ECP, OCP and ICP are, respectively, 

2.63, 1.48 and 1.89. The Chi-Square is 325.198 and the significance level is (p = 

.0001). According to the Friedman test the difference in order for these factors is a 

genuine difference, which is based on true characteristics of the data. A genuine 

difference means that this does not happen by chance alone.

Based on the Friedman test and other descriptive statistics, ECP is the most apparent 

factor of the other two. ICP precedes OCP. This result can be discussed using the 

socio-economic interpretation approach. The socio-economic interpretation approach 

is a way of attributing the effect of one factor to another based on economic and 

community social life. The socio-economic information is an attempt to synthesize 

relevant demographic, social, and economic data and to explain their relevance to the 

research issues, such as, employee theft. The socio-economic background can 

explain much o f the pressures that employees usually experience.

Table 33: Friedman test and descriptive statistics for control variables

[STATISTICS ECP OCP ICP
iMean 2.46 1.38 1.67
Median 2.40 1.00 1.33
Mode1'*6 2 1.00 1
Std. Deviation .85 .61 .82
Range 4 3.20 4
Minimum 1 1.00 1
Maximum 5 4.20 5

Friedman
Test

Mean Rank 2.63 1.48 1.89
Chi-Square 325.198 Asymp. Sig .0001

df 2 N 426
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For an explanation of the socio-economic factors that cause the pressures, employees 

can be classified into two groups, Saudis and non-Saudis. The 143 Saudis form 

33.33% and the 273 non-Saudis 63.6% of the sample. Thirteen (3%) are missing 

from the data. The only possible reason for this missing data is because some 

subjects forgot to answer the question of nationality, as this question is not a 

sensitive one. The Saudis are mostly young people with a mean age of 22.86; 

whereas non-Saudis are considered mature people with a mean age of 30.53. The 

social background of employees and the communities where the employees live is 

also taken into account. According to interviews with executive staff in the 

headquarters and store managers, and based on the observation and the knowledge of 

the researchers, Saudi employees are living with their families in Riyadh and 

expatriates are living with groups of males from their nationalities in buildings 

distributed throughout Riyadh close to their place of work.

For most Saudis their jobs are part time jobs which bring in extra pay. Their main 

employment is in the government sector. The salaries and benefits of their 

government jobs greatly exceed their pay in the company. In contrast most 

expatriates only have one job, which is with the company. The pay for non-Saudis is 

always less than that for Saudis137.

Income and living status are synthesized to produce the socio-economic status of the 

employees. The Saudis are less pressured economically but open to pressure by the 

community where they live. Despite their high pay compared with their expatriates 

colleagues, most Saudis have the responsibility of supporting their extended families 

including their youngest brothers and sisters, their living costs are therefore high. 

The expatriates in turn have similar responsibilities for their own homes. They also
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have families to support. Moreover, Saudis and expatriates are likely to enjoy similar 

cultural backgrounds as most expatriates in the company have come from other Arab 

and Asian developing countries. This problem was solved by the extra pay for Saudis 

in other jobs and by the part time pay for expatriates. This explains the low economic 

and community pressures found in this study.

Regarding ICP, the position of the peer group in the workplace is important. Saudis 

consider themselves a minority and subordinates as the managers and most of the 

supervisors of the stores are non-Saudis. This could create some bitter feeling against 

the store management and against other non-Saudis employees. This situation 

engenders an ‘us and them’ attitude. It creates a sense of competition between these 

groups to show who works hardest and is most loyal to the company. Saudis look at 

the practice of management to hire non-Saudis as a violation of the ‘Saudisation rule’ 

which is widely applied throughout Saudi government as well as the private sectors. 

Non-Saudis see the situation as Saudis not being qualified enough to handle some 

store jobs such as the merchandising. Non-Saudis charicterise Saudis as not working 

very hard and having time-keeping problems. Yet each group, tries to show good 

working behaviours. This explains the low inside community pressures and helps to 

promote better job performance. These low levels of pressures (ECP, OCP and ICP) 

can be attributed to the peer group situation and may lead in the end to a low 

employee theft rate. The low levels of ECP, OCP and ICP, however, do not prevent 

the use o f these variables to test their effect on employee theft. Even marginal 

differences could serve, statistically, as a background factors for changing levels of 

employee theft.
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Direct effects of control variables

The correlation coefficient is an appropriate statistical technique to test the direct 

relationship between ECP, OCP, ICP and ET as Table (34) indicates.

According to Table 34 there is no significant correlation between economic pressures 

and all types of employee theft. This indicates that there is no direct positive effect 

from economic pressures on employee theft as was traditionally considered. It was 

assumed previously in the literature that financial and economic difficulties cause 

many deviant acts including crimes and theft. One interpretation of this is that there 

must be some missing intervening variable mediating the effect or ECP needs to 

work within a special environment. This finding was supported by Fowles and Merva 

(1996) who found no evidence linking wage inequality, as an economic pressure, 

with the crimes of robbery and burglary as theft related behaviour.

The lack o f support for the direct effect of economic pressures on employee theft in 

this thesis research, however, does not support the findings of Slobodian and Browne 

(2001) that studies of car theft in the UK suggest the characteristics of the offenders 

in offences recorded by the police in the 12 months ending March 1999 included 

those associated with socio-economic deprivation. Nor does the study of Carmichael 

and Ward, 2000, support this thesis’ findings when they investigated youth 

unemployment and crime in England and Wales. Furthermore this finding is not 

supported by Boye and Jones (1997). They said that counterproductive behaviours by 

employees (voluntary behaviour that violates significant organisational norms and in 

so doing threatens the well-being of the organisation, its members, or both) can be 

broadly viewed as resulting from economic factors.
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This will be addressed later in this chapter during the investigation of path analysis. 

This finding can also be explained by the theoretical principle that there is no one- 

factor-explanation to any social phenomenon. Thus, ECP still needs support from 

another factor or factors to cause an effect on employee theft.

This unsupported evidence suggests the desirability of investigating the effect of 

economic pressures as an indirect effect via organisational values. This will be dealt 

with shortly after the presentation of the findings on community pressures.

For OCP and ICP there are significant correlations between both outside and inside 

community pressures and all types of employee theft. These effects are direct, 

positive and strong correlations. The highest correlation is between outside pressures 

and paper theft (r = .59), whereas the lowest is between inside community pressures 

and property theft (r = 0.37). This result was hypothesised and is supported by the 

same theoretical principle mentioned earlier (no one-factor-explanation). This is 

because community pressures do not consist of a single variable but a complex of 

variables related to the social setting and social environment. Furthermore, it is very 

difficult to separate the social causes from each other. This factor on its own stems 

from a group of reasons conspiring collectively and causing employee theft.

These findings receive overwhelming support from the literature, especially for ICP. 

Roebuck and Barker (1974) found that police corruption as a form of organisational 

deviance hinged primarily on informal police peer group norms. This is inside 

community pressures. The study by Robinson and O'Leary-Kelly's (1998), found a 

positive relationship between the level of antisocial behaviour exhibited by an 

individual and that exhibited by his or her co-workers. In Dabney's (1995) study,
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informal work group norms served to shape nurses' behaviours. This is also the effect 

on the peer group of community pressures.

Table 34: Pearson correlations for control and ET variables138

ET ETP ETPR ETCfl ETCl
ECP .010 .044 -.055 .OOC .0381
OCP .594 .592 .566 .418 515l
[ICP .432 .429 .370 .3581 .37l|

Interaction effects

In order to test the effectiveness of the control factors as intervening variables 

(indirect effect) between OV and ET, the analysis of covariance ANCOVA is 

needed. For this statistical technique, categorisation into low and high is performed. 

All values below 50% are considered low and over 50% high. For ECP, low 

pressures are the values between 1 and 2.25, and high are the values between 2.4 and 

5. For OCP, 1 is considered low and between 1.2 and 4.2 it is considered high. For 

ICP, the values between 1 and 1.33 are low pressures, and the values between 1.5 

and 5 are considered high. The categorisation of such variables was based on 

cumulative percentages for each variable from SPSS frequency tables.

Organisational values dimensions are also categorised into low and high by the same 

procedures as for control variables. The categorisations are in Table 35.

Table 35: Categorisation of OV dimensions

1 OVR ovo OVF OVS OVI OVH OV
1 Low 1-3.63 1-3.30 1-2.80 1-3.50 1-3.63 1-3.50 1.18-3.321
1 High 3.65-5 3.36-5 2.83-5 3.57-5 3.67-5 3.63-5 3.33-5

The test compared the different levels of control variables (ECP, OCP and ICP) in 

different levels o f OV dimensions. This test produced a clear result about the
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different effects of the different conditions. There are four different conditions in 

each model: low OV and low ECP, OCP and ICP; low OV and high ECP, OCP and 

ICP; high OV and low ECP, OCP and ICP and high OV and high ECP, OCP and 

ICP. See Table 36 for Ancova (analysis of covariance). Column 3 under ET, shows 

the interaction effect of the main model for the control variable ECP as mediated 

between general OV and general ET. The results show that an F test score is 17.91, 

and the significant level is .0001 with an Eta139 correlation of .20. The F score and 

the significant level here indicate that there is an interaction effect between the 

different conditions to produce employee theft. The interaction effect means that 

employee theft levels vary from condition to condition and these variations are 

considered genuine variations. The order of conditions is very important in this 

study. It was hypothesized as having certain directions for two conditions but without 

direction for two other conditions. The two directed conditions are: high OV with 

low ECP yields low employee theft, and low OV with ECP yields high employee 

theft. The two undirected conditions which produce medium ET are: high OV with 

high ECP, and low OV with low ECP. The latter two conditions are hypothesized to 

produce medium employee theft. But the order of these two needs to be disentangled. 

The result of the interaction model includes these four ordered conditions (high 

employee theft first in order)140:

• Low general organisational values with high economic pressures; the mean 

employee theft is 1.76;

• Low general organisational values with low economic pressures; the mean 

employee theft is 1.51;
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• High general organisational values with high economic pressures; the mean 

employee theft is 1.35; and

• High general organisational values with low economic pressures; the mean 

employee theft is 1.33.

As previously hypothesised the lowest rate of employee theft comes from high OV 

with low ECP, and the highest rate of employee theft comes from low OV with high 

ECP. For the proposed moderate employee theft rate for the remaining two 

conditions, there is a significant ranking between these two conditions; the ranks are:

- Low OV with low ECP has a higher employee theft rate and

- High OV with high ECP has a lower employee theft rate.

This finding stresses the role of organisational values as the main factor in employee 

theft and economic pressures as the secondary factor. It disentangles the effects of 

these two conditions.

The same trend is apparent for all types of employee theft with economic pressures 

for general organisational values. The relationships are significant for ETP, ETPR 

and ETU, columns 4, 5 and 6, and no statistical significance is found for ETC 

column 7 (cash theft). Although the order of the means and the trend of the 

interaction effect for ETC follow the same pattern, there is no statistical significance. 

The non-significance with ETC could be attributed to the low cash theft in general in 

the study as mentioned earlier. The mean is 1.31. This is the least common of all 

types of employee theft.

Table 36 also shows significant interaction effects for outside community pressures 

and inside community pressures as mediating variables between general 

organisational values, and general and all types of employee theft except for ETC.
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The trends of the relationships are ranked as suggested in earlier analysis. But the 

moderate effect seems different from the one connected with economic pressures. 

High OV with high OCP and ICP reflects a higher rate of employee theft, and low 

OV with low OCP and ICP reflects a lower rate of employee theft. This indicates that 

community pressures play a greater role in controlling employee theft than economic 

pressures do even when the organisational values level is high. Community pressures 

as discussed before when dealing with descriptive statistics for OCP and ICP, are a 

collective of complex factors not deriving from one factor alone. They reflect the 

true workplace environment. The interaction effect can be seen in two illustrations. 

First, high community pressures play a greater role in causing high ET than high 

ECP when OV is at a high level. Second, low community pressures play a greater 

role in causing low ET while OV is at a low level. Thus, community pressures, inside 

and out are crucial factors in controlling employee theft in the workplace. This is the 

opposite of the effect of economic pressures, as this can be neutralised by the 

presence of high organisational values.

More analyses for ECP, OCP and ICP as mediating variables between organisational 

values dimensions and general employee theft and all types of employee theft are 

performed. The results are similar to the trends as described. The tables are shown in 

Appendix J.
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Table 36: Ancova interaction effects for ET dimensions

OV ECP ET ETP ETPR ETU ETC
Low Low 1.51 1.40 1.59 1.72 1.37

High 1.76 1.78 1.74 1.99 1.43
High Low 1.33 1.17 1.28 1.70 1.17

High 1.35 1.27 1.29 1.53 1.30
Anova F 17.91 22.69 25.75 7.00 3.44

Sig. .0001 .0001 .0001 .008 .064
Eta .20 .23 .24 .13 .09

OV OCP
Low Low 1.27 1.22 1.25 1.49 1.12

High 1.93 1.87 2.03 2.15 1.62
High Low 1.18 1.12 1.15 1.32 1.13

High 1.56 1.39 1.48 1.94 1.43
Anova F 17.95 22.80 25.75 7.09 3.35

Sig. .0001 .0001 .0001 .008 .068
Eta .20 .23 .24 .13 .09

OV ICP
Low Low 1.28 1.29 1.22 1.37 1.11

High 1.86 1.76 1.96 2.17 1.57
High Low 1.17 1.12 1.18 1.27 1.13

High 1.59 1.43 1.49 1.99 1.46
Anova F 13.48 17.69 19.44 5.78 2.18

Sig. .0001 .0001 .0001 .017 .141
Eta .19 .22 .23 .13 .08

Although the Ancova statistical technique gave profound detailed ideas about the 

relationships between the main research variables more in-depth analysis is needed 

because Ancova is used with a categorised variable. Path analysis is a statistical 

technique which uses the original continuous variables. This technique will be used 

for more in-depth analysis. Path analysis also identifies the directions of the effects 

from the independent variable to the dependent variables through the mediating 

variables. As assured in the previous analyses, there are relationships between 

organisational values and employee theft with ECP, OCP and ICP as control 

variables. The directions of these relationships need to be investigated. The main 

purpose of path analysis, then, is not intended to discover causes but to shed light on
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the tenability of the causal models (Pedhazur 1982). This test will show which of the 

organisational values dimensions ECP, OCP and ICP affect employee theft and 

which paths are stronger in effect than others.

Path analysis

In this model, the direct effect of control variables (ECP, OCP and ICP) on ET and 

an indirect effect via OV dimensions are being tested. It may be argued that 

economic pressures and community pressures will influence employee theft. If not 

directly then via organisational values. In fact, when a correlation analysis was 

constructed for ECP and ET, there was no direct positive effect. On the other hand 

there are significant correlations between both OCP and ICP and ET. This influence 

will be investigated further especially for ECP.

First, OV dimensions (OVR, OVO, OVF, OVS, OVI and OVH) were regressed on 

control variables (ECP, OCP and ICP) to establish the first path coefficients. So, OV 

dimensions were treated as dependent variables. Next, ET dimensions were regressed 

on each of the OV dimensions as independent variables. Path coefficients were 

obtained from normal regression analysis. To assess the importance of the indirect 

path, the coefficients along the path are multiplied together then added to the direct 

path coefficients141.

The arrows were drawn only between the variables with statistically significant 

coefficients. The signs of all arrows in the figure are negative except for the direct 

lines from OCP and ICP to ET dimensions which have positives signs. In Figure 9 

there is no significant direct effect from ECP on ET, thus the arrow was not drawn.

209



The researcher calculated the overall impact of one variable on another -  such as 

OCP on ET. This is done by simply adding the direct effect of OCP (.507) and the 

indirect effects (-0.099) to it. The indirect effects are calculated by multiplying the 

coefficients for each path from OCP to ET. This is OCP to OVH and OVH to ET (- 

0.189 * -0.522). The total effect of this path is (-0.606). This is the total value effect 

of this path. It will be used to compare it with other paths to identify which path has 

the greater effect. The total effect value will also indicate the strength of the effect. 

The stronger effect is, the closer it is to 1 (unity)142.

Figure 8 shows the overall model effect of path analysis and Figure 9 shows the 

detailed path diagram. Economic, outside community, and inside community 

pressures were proposed as having positive direct effect on employee theft, 

furthermore economic, outside and inside community pressures were proposed as 

having negative effects on organisational values. Finally, organisatiomal values were 

posited as having a negative effect on employee theft.

Figure 8: Overall Model effect of Path analysis

ECP
OCP
ICP
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Figure 9: Detailed path diagram
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In separate tables path analysis for each control variable is presented. Table 37 

relates to ECP. It shows no direct effect at all from ECP to any ET dimensions but it 

has many indirect effects. The ECP affects ET dimensions indirectly via its effects 

on OV dimensions. The largest effect is on ETP via OV (overall organisational 

values) (.830). The smallest effect is on ETC via OVH (-.130). ECP has affected 

both OVO and OVF but neither of these variables has exerted any effect on any 

dimension of ET. This analysis indicates that despite the lack of any direct effect 

from economic pressures on employee theft there are some indirect effects associated 

with organisational values. This suggests that even when economic pressures are 

highly apparent on the employees the high rate of organisational values may control 

the prevalence of employee theft in the work place. The negative signs in most of the 

coefficients indicate a lower rate of employee theft due to the high rate of 

organisational values.

ECP has its highest level of effect through QVR, directed toward ETP. In other 

words, high economic pressures cause a low level of rule orientation, which in turn 

produces paper theft. The second effect of ECP takes the path of OVH to ET. This is 

through the human needs dimension which leads to more general employee theft. 

Third is paper theft which is caused by economic pressures through a lack of 

innovation orientation in the workplace. Thus it appears that a low rule orientation is 

the number one orientation likely to cause employee theft, especially paper theft 

when instigated by high economic pressures. Human needs orientation is also mainly 

related to general theft related to economic pressures. So, if this orientation under 

economic pressures is not there general employee theft is likely to arise.
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Table 37: Standardized Coefficients Beta (SCB) for ECP

Indirect effect Direct
effect

Total
effect

ECP

.501 OV 1.656

ETP

0 .830
.456 OVR -.560 0 -.255
.354 OVO 0
.540 OVF 0
.420 OVS -.366 0 -.151
.386

OVI
-.409 ET 0 -.158

.386 -.502 ETP 0 -.194

.386 -.359 ETU 0 -.139

.377 -.522 ET 0 -.197

.377 -.381 ETP 0 -.144

.377 OVH -.410 ETPR 0 -.155

.377 -.495 ETU 0 -.187

.377 -.345 ETC 0 -.130

Table 38 shows that there are several direct effects from OCP on all of the ET 

dimensions as well as many other indirect effects. The OCP affects the ET 

dimensions indirectly via its effects on OV dimensions. The largest effect is on ET 

via OVH (.606). The smallest effect is on ETP via OV (.287). This analysis indicates 

that despite the direct effects from outside community pressures on employee theft 

there are indirect effects via organisational values. This suggests that even when 

community pressures are highly apparent on the employees, the high rate of 

organisational values may control the prevalence of employee theft which occurs in 

the work place. When outside community pressures are great, employee theft occurs. 

But if organisational values are higher, theft is likely to be reduced. So the key factor 

in this model is organisational values.
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Table 38: Standardized Coefficients Beta (SCB) for OCP

Indirect effect Direct
effect

Total
effect

OCP

-.133 OV 1.656
ETP

.507 .287
-.157 OVR -.560 .507 .595
-.117 OVS -.366 .507 .550o

OVI
-.409 ET .507 .564

-.140 -.502 ETP .507 .577
-.140 -.359 ETU .317 .367ON00iH1* -.522 ET .507 .606

1 o -.381 ETP .507 .579

1 H
-* © OVH -.410 ETPR .514 .591

-.140 -.495 ETU .317 .411

i £ o -.345 ETC .442 .507

Table 39 is devoted to ICP and this table lacks any indirect effect. This makes it 

different from other tables. It shows that there is only one significant effect from ICP 

on only one OV dimension. It is from ICP to OVO. There are five direct effects from 

ICP to ET dimensions. This indicates that there is no intermediate variable between 

inside community pressures and employee theft dimensions. It suggests, however, 

two conclusions: 1) the relationship between inside community pressures and 

employee theft is direct and 2) the direct effect is positive and moderate. This means 

that inside community pressures affect the perceptions of employees towards the 

organisation values in their workplace. They do not rate them highly, comparing the 

effect of OCP with ICP, OCP has the greatest effect. This is despite the direct effects 

for OCP are high and the indirect effects are relatively high as well. As mentioned 

earlier there is overwhelming support from the literature for the correlation between 

community pressures and employee theft (Roebuck and Barker 1974; Dabney 1995; 

Sieh 1987 and Robinson and O'Leary-Kelly 1998). While the findings in this study 

suggest that the role of OCP is greater than that of ICP the literature emphasises the 

opposite. This apparent paradox needs to be re-examined. The logical explanation is
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that the literature read did not evaluate intervening variables in order to disentangle 

the effect of the various factors, or suggest that these works only focused on the final 

by-products and not on the detailed findings.

Table 39: Direct effect of ICP on ET dimensions (SCB)

-.122 OVO
.164 ET

ICP .160 ETP
.103 ETPR
.191 ETU
.137 ETC

Demographic variables

Analysis of the demographic variables was needed for describing the respondents’ 

characteristics; understanding the background of the thesis; exploring more aspects 

of the phenomenon of employee theft in relation to these demographic variables; 

comparing different groupings in relation to employee theft, such as nationality, age, 

education levels and positions in the workplace; and using the triangulation method 

for comparing supervisors attitudes to employee theft with that of general employees. 

Analysis of findings in this section included age, marital status, nationality, 

education level, job and tenure. No analyses by store were conducted as this could 

lead to individuals being identified.

The average age of respondents in this study was 28. It reflects the true mean of the 

company and serves as an indicator for other supermarkets in Riyadh and in Saudi 

Arabia as a whole. Age is considered interval data143 with employee theft types as a 

ratio. This sort of data allows the researcher to use the correlation coefficient r a s a  

mean of investigating the relationship between age and employee theft. There are
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significant negative correlations for general and all other types of employee theft. 

These associations have a moderate significance between .1 and .2.

More analysis of the data shows the relationships between age on the one hand and 

economic and community pressures on the other. The results indicate that there is no 

significant correlation between age and economic pressures. This suggests that age 

has no significant role or effect on the perception of individuals of economic 

pressures on employees. The correlation between age and people’s perceptions of 

both outside and inside community pressures shows a negative but strong 

significance for outside pressures and a moderate significance for inside community 

pressures. The importance of such a finding for this study is that it shows how the 

various age groups view themselves and their group in the work place. The 

perceptions of everybody in the work place and the respondent himself were 

considered.

Moreover the results indicate no significant correlation between age and any 

organisational value dimension. This suggests that age and perceptions of 

organisational values are not correlated. Therefore there are no effects from age on 

these dimensions, and even though age is important, it cannot be considered a control 

variable.

Data show that the difference between the age of married and unmarried respondents 

is only 16 % in this study. This small difference gives a reasonable basis for 

comparing the perceptions of these two groups on employee theft and on other issues 

in this study.
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For a comparison between married and unmarried people in their perceptions of 

employee theft, a T-test or the Mann-Whitney U test may be used. Both tests were 

used in order to decide which is the more appropriate one for the task.

Table 40 shows the results of the comparisons between married and unmarried 

people in employee theft. It indicates a significant difference between the means of 

general employee theft for the married people and singles. Singles tend to view 

employee theft as the most prevalent. They characterise their workplace with a more 

dishonest environment than married people. This can be explained by the fact that 

married employees are mostly too concerned with supporting their families and have 

little time for other affairs. Singles, moreover, are primarily concerned with their 

workplace and consequently discover more information about the surrounding 

situations. For employee theft the two types which show significant difference, are 

paper theft and use theft. There is always likely to be a difference in how single 

people and married people regard the issue of paper theft. On average, single 

employees view paper theft as a perk than those who are married. On average the 

difference is 0.17%. The two other types of theft that have no significant differences 

are property theft and cash theft. These latter two types are at a low level for most of 

the comparisons between variables.
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Table 40: T-test for ET variables by marital status

Mean
t-test df Sig. Married Single Difference

ET -2.083 422 .038 1.3998 1.5343 -.1344
ETP -2.540 422 .011 1.2992 1.4717 -.1725
ETPR -1.086 421 .278 1.4199 1.4995 -.0797
ETU -2.106 421 .036 1.5955 1.7891 -.1936
ETC -.872 419 .384 1.2846 1.3409 -.0562

Data show that Saudis are more than a third of all employees in the company, 34.4 

%. This ratio can be regarded as near to the norm in Saudi Arabia companies. For the 

purpose of analysis the nationalities were condensed into two groups: Saudis and 

non-Saudis. Saudis number 143 and non-Saudis 286. This affords a basis for 

comparisons of employee theft and other issues in the study. The T-test was used to 

analyse the differences between Saudis and non-Saudis in employee theft. See Table 

41. The results show significant differences between Saudis and non-Saudis in all 

types of employee theft. According to this test, it is Saudi nationals who characterise 

the work place with more employee theft than non-Saudis. The largest difference is 

in use theft where the difference is .52. This, however, assumes that Saudis mostly 

feel free to admit to wrong-doing in the workplace more than the non-Saudis. This 

may be because they are less afraid of being fired from their job if their bosses do not 

like what they say. Saudis, as mentioned earlier, mostly have other jobs and can 

easily find a job elsewhere. This is not the case with expatriates. They have only one 

job and if their bosses do not like what they say, they might easily be fired or sent to 

another store or given alternative employment. Also, expatriates have often had to 

pay lots of money to come to Saudi Arabia for work so they need to stay longer to 

pay their debts and support their families back homes. This situation induces 

expatriates to say little about their workplace to protect themselves.

218



Table 41: T-test for ET by nationality (Saudi & non-Saudi)

T-test Df. Sig. Mean
Saudi Non-Saudi Difference

ET 5.621 427 .000 1.7201 1.3550 .3651
ETP 5.085 427 .000 1.6283 1.2781 .3502
ETPR 4.819 426 .000 1.7057 1.3463 .3594
ETU 5.527 426 .000 2.0552 1.5402 .5150
ETC 4.077 424 .000 1.4918 1.2242 .2676

Table 42 shows the differences between Saudis and non-Saudis in their perceptions 

of economic and community pressures. This analysis serves as an exploration of the 

differences between them about their opinions of the prevalence of economic and 

community pressures in their workplace. Table 42 shows no significant differences 

between Saudis and non-Saudis in their perceptions of economic pressures but 

significant differences over outside and inside community pressures. The differences 

respectively are 0.40 and 0.27.

Table 42: T-test for ECP, OCP and ICP by nationality

T-test Df. Sig.
Mean

Saudi Non-
Saudi Difference

ECP .881 426 .379 2.5142 2.4368 .0774
OCP 6.833 426 .000 1.6525 1.2483 .4042
ICP 3.333 426 .001 1.8521 1.5746 .2775

Data in this study show that 83.2% of respondents have an educational level beyond 

that of the secondary level. This level of education gives more confidence about the 

reliability of the answers. The approximate normal distribution also provides 

reasonable validity for comparing levels of education in respect of the respondents’ 

perceptions of employee theft. Education levels are primary, preparatory (level 

between primary and secondary), secondary, and university degrees and deplomas.
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The Kruskal-Wallis H 144 was used for examining education levels. The results of 

comparing ET with education levels indicate that there is only one significant 

difference between the various levels of education. This concerns cash theft where 

the Chi-Square is 11.372 and the significance level is .02. those educated only to the 

primary level, view the workplace with more cash theft than those with higher levels 

of education, The mean is (1.6). This is may be because a low education level makes 

people sometimes unaware of the consequences of telling the truth. Often they tell 

the truth more easily than mature people who are highly educated. The Kruskal 

Wallis test indicates that there are significant differences between education levels 

and both economic pressures and outside community pressures but no significant 

difference for inside community pressures. Primary level educated employees also 

have the highest mean compared with those educated to a higher level. This result 

suggests that low level educated employees may easily talk freely about the situation 

in the workplace. Either because they are more honest, or because they are not aware 

of the consequences of telling the truth.

The Kruskal Wallis test for OV against education levels indicates that only two 

dimensions have significant differences among the six dimensions and general 

organisational values. These dimensions are rules orientation and support orientation. 

Those with a secondary education level have a higher average mean with respect to 

rules orientation (3.698). Preparatory level employees have a higher support 

orientation mean (3.68). This suggests that employees with secondary level are 

concerned about rules orientation in the workplace and employees with preparatory 

level are more concerned about support orientation because they still feel a need for 

that kind o f support because of their level of education.
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This section of the study is very important for its link with the triangulation method 

for testing the difference between supervisors’ and general employees’ perceptions 

of employee theft and other issues. See Table 43 for the full description of 

respondents’ jobs. The largest group of respondents are merchandisers (33.9 %), then 

cashiers (24.2 %), followed by supervisors (10.7 %). These jobs have been 

categorised into two jobs, supervisors and general employees. Supervisors constitute 

10.5 % of respondents. The remaining 89.5 % are general employees.

Table 43: The respondents’ jobs

Freq. % Freq. %
Cashier 102 24.2 Produce man 14 3.3
Salesman 38 9.0 Delicatessen food 

salesman
7 1.7

Supervisor 45 10.7 Produce supervisor 1 .2
Customer relation 
supervisor

3 .7 Computer 11 2.6

Customer relation 
officer

16 3.8 Safe keeper 2 .5

Merchandiser 143 33.9 Driver 2 .5
Butcher 17 4.0 Head cashier 1 .2
Comer shop manager 7 1.7 Receiver 2 .5
Trainer of employees 3 .7 Worker 1 .2
Clinic worker 1 .2 Trainee 1 .2
Nuts salesman 5 1.2 Total 422 100.0

Despite the fact that supervisors characterise the workplace by committing more 

theft than general employees, the use of the T-test to compare supervisors with 

general employees indicates there is no significant difference between them. This 

result assures the consistency of respondents in acknowledging the prevalence of 

employee theft in their workplace among all levels of employees. Supervisors and 

general employees alike rate honesty at a similar level. This result can be explained 

as supervisors are under the management of the stores as well as other employees. 

General employees always report to the store managers not to the supervisors. In the
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respect all employees may be said to enjoy similar ranking ratings, even though, they 

may have different responsibilities. The supervisors should hold a higher rank over 

certain employees which is not the case in the company under study. Thus there is no 

difference in the view of all employees about the prevalence of employee theft in the 

workplace.

Similarly, this study shows no significant difference between supervisors and general 

employees in their views of economic and community pressures. It shows, also, only 

one significant difference between them on organisational values. These concern 

rules orientation. For rules orientation the organisational values supervisors’ mean is 

3.38 and for general employees’ it is 3.56. The difference is .32. The T-test value is 

2.478 and the significance level is (0.014). Rules orientation is something that always 

concerns supervisors. This is why supervisors rate them so highly in the workplace. 

The differences here suggest that there is some sort of subjectivity which has 

influenced supervisors when answering this particular question that so concerns 

them. This does not, however, affect the validity of the questionnaire as the point is a 

relatively minor aspect of the study.

Three questions were asked in the questionnaire about the tenure of respondents to 

check for the reliability of their answers. It has been assumed that the longer an 

employee’s tenure, the more reliable will be his or her responses (Al-Amri 2003). 

The three questions concerned working in supermarkets in general (GSC)145, 

working for OCG and working in a particular store (OCS). The averages of the 

correlation matrix of these three questions were obtained; they are, respectively, .68, 

.62 and .75. The highest average correlation for length of tenure is .75. this reflects
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employees’ attitudes towards the company OCG and not to supermarket employment 

in general or at a particular store.

There are a number of significant correlations between tenure variability and 

employee theft types. All have significant correlations except paper theft. The results 

indicate that long-standing employees view their workplace as one in which 

employee theft is relatively unimportant. This is a commonly held view and 

generally shared by respondents (Hollinger et al. 1992 and Huiras et al. 2000)

Results show that there is neither significant correlation between tenure and all 

economic and community pressures variables nor with organisational value 

dimensions. These results suggest that tenure is independent of economic and 

community pressures and organisational values. These results indicate that 

employees’ perceptions about their workplace environment seem to be valid and are 

not affected by job tenure; a situation which gives strong support for the reliability of 

the research.

After analyzing the two questionnaires the one for supervisors and the other for 

general employees, the next step was to generate data collected for the qualitative 

interviews. It has been assumed that organisational values and economic and 

community pressures offer the most scope for evaluating the nature of employee 

theft. The following section of this chapter deals with the qualitative results.
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Part II: Qualitative results

In order to make interpretation easy and clear, the qualitative data have been 

transformed into quantitative data. The benefit to the study of collecting qualitative 

data, however, is not lost. The interpretations and explanations of the results are 

based on the written interview booklet. The main purpose of applying a qualitative 

method in this study as in others is to increase the likelihood of gaining more 

information than can be obtained by the traditional questionnaire method. Once the 

data has been collected from the interview, its transformation to quantitative data is 

not only recommended but necessary. The quantitative transformed data works as a 

guideline for more in-depth understanding of the phenomenon of employee theft and 

for linking them with the research questions.

Characteristics of the interviewees

The experience of the staff is a virtual factor to take into account when processing 

other results of the interviews. The minimum years of experience is 3 and the 

maximum is 18, with an average length of 7.71 years. Such lengths of tenure are 

satisfactory for the purpose of this study.

Staff responsibilities

To repeat, the main interest in this study is employee theft. That is why the issues of 

security and theft were introduced. The approach is to move from the general 

(security) to the specific interest (employee theft). In their responses, executive staff 

and store managers demonstrated a high level of responsibility regarding security. 

That 78.3% of executive staff and store managers rate it so highly indicates the high 

level of importance they attach to the issue.
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Magnitude of employee theft

Executive staff and store managers were asked to estimate the magnitude of 

employee theft in their respective company and stores. On the whole (56.5 %), a 

majority of executive staff and store managers reported low rates of employee theft 

in their company and respective stores. This reported low rate of employee theft, 

however, does not affect the validity of this study as the interviewees explain by 

introducing a high level of organisational values later in this section. This result is 

consistent with the result of the questionnaire among the general employees. The 

average employee theft rate in the questionnaire is 1.48 with a standard deviation of 

.66. These two results from the questionnaires and interviews are an assurance that 

the level and magnitude of employee theft is rated low in OCG. This result could be 

an indicator of similar situations elsewhere in Saudi Arabia. However, it would not 

be prudent to make a generalisation from the results of this one piece of research. It 

merely provides background information to further research which offering the 

possibility that such results will be echoed in such research. This background 

information is available to other researchers in the future to expand and build on it in 

order to explain employee theft in Saudi Arabia and in the retail industry.

Theft types

In the interview all interviewees were asked to list from their experience what types 

of theft occurred in their stores and in the company. The item stolen most by 

employees is food (mentioned ten times); second cause expensive small items and 

health and beauty items (both mentioned eight times). The least frequent act of theft 

concerned produce items (green leaves, vegetables and fruits) and back door theft 

(mentioned once).
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The interviewees were asked about the different methods of theft that employees use 

and to give people a confidence to feel able to talk freely about their experiences of 

theft in the retail stores. According to both executive staffs and store managers, the 

most favored way of stealing by employees is by concealing stolen items in their 

clothing followed by eating and drinking items without payment. As shown earlier 

there are other kinds of theft but they are less frequently used. The ranking of the 

methods of theft and the number of respondents for each way are produced in Table 

44.

Table 44: Theft ways

Method of theft Frequency
Concealed in clothing 13
Eating or drinking items 11
Concealed in a box 6
Switching price labels 4
Damaging items to reduce the price 3
Co-operating with suppliers 3
Co-operating with the cashiers 3
Concealed in refuse bags 2
Taking advantageous of changing shift to steal 2
Shortening expiry dates for price reduction 1
Adding more weight to the products 1

One question concerned the characteristics of employees who are prone to steal from

their workplace. It revealed six different characteristics. As hypothesised, the 

vulnerable characteristics are youthful age, nationality, low-grade jobs, low 

education levels, being unmarried and those working in positions with poor tenure 

protection. Both nationality and low-level job are characteristics which frequently 

featured in employee theft. Without actually stating the specific nationality 

concerned, interviewees indicated that workers coming from poor countries and/or 

with lower salaries were more likely to be involved in theft. The majority of
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interviewees indicated that Saudi employees are less likely to steal from the work 

place. The reason given was that payrolls indicated that the salaries of Saudis left 

them far better off than non-Saudis. Low salaries, they said, made people more likely 

to steal in their work place. Age was considered a less important factor, as most 

employees were mature and the only young workers are Saudis. Marital status and 

tenure were not considered important factors in motivating theft in the work place. 

These findings support the results of questionnaire.

Economic pressures

Regarding economic pressures, the first control variable for organisational values, 

two questions were posed about the relationship between economic pressures and 

employee theft.

• Do you think that salary and other pay for employees could lead them to 

steal? And to what extent?

• Do you think that the general household income for employees could affect 

their propensity to commit theft in the work place? And to what extent?

According to the interviewees’ points of view, answers were classified as low, 

medium or high pressure. High pressure applies to individuals with low incomes: 

economic pressures motivate them to steal from their own work place. Low applies 

to those individuals without sufficient economic pressure to motivate them to steal.

A third of interviewees (34.8 %) think that individual income has a medium effect on 

employee theft. The 43.5 % of interviewees also think that medium pressures can be 

related to household income. Each of these responses is held by more than a third of 

the subjects. Overall household income produces greater pressure than individual
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income. Those who were given the questionnaire believe economic pressures have 

no direct effect on employee theft but that they do exert an indirect effect via 

organisational values. This is not a contradiction and it can be said there is a 

consistency between the qualitative (interview) and the quantitative (questionnaire) 

data.

Community pressures

The other control variable is community pressures. Outside and inside the work place 

are two different pressures. Each of these has a number of associated behaviours. For 

outside pressures, seven acts of behaviour are cited. Table 45 shows that fighting 

outside the workplace has a low effect on employees’ propensity to steal from their 

own workplace, indeed 56.5 % of all interviewees say fighting has no or little effect 

on the employees’ proclivity to steal. Across the range of other acts (stealing, 

harming others, drug use, crime in the area where they live, linking theft to crime or 

a lack of social cohesiveness) community pressures is seen as having only a medium 

level of importance. Inside community pressures encompass fighting inside the 

workplace, co-operating to harm the company, co-operating to harm colleagues and 

how the dynamics of the work group affect colleagues’ inclination to commit theft.

Table 45: Outside community pressures

Fighting Stealing Harming
others

Drug
use

Crime Linking 
of theft 

to 
crime

Social
cohesiveness

Low 56.5 34.8 13.0 13.0 4.3
Medium 26.1 52.2 52.2 60.9 52.2 52.2 56.5
High 8.7 47.8 8.7 39.1 30.4 21.7 26.1
Total 91.3 95.7 95.7 87.0 87.0
Missing 8.7 4.3 4.3 13.0 13.0
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0
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Table 46 shows that 60 %  of interviewees reported that fighting inside the workplace 

does not motivate employees to steal there. All subjects are almost equally 

distributed across the three levels of effect (low, medium and high) in co-operating to 

harm the company; respectively 34.8 %, 30.4 %and 30.4 %. 39.1 % of interviewees 

said co-operation to harm colleagues has little effect on employees’ propensity to 

steal from their workplace whereas the impact of a work group has a medium effect 

(39.1). So, the impact of the work group has the largest effect on motivating these 

acts inside the workplace. The results of the questionnaire show high correlations 

between OCP and ET; and between ICP and ET. The rates respectively are .59 and 

.43. These are considered supporting results. Based on the path analysis in the 

questionnaire, the main path for the effect of OCP on ET is via OVI (innovation 

orientations) and OVH (human orientations. The standardized coefficients (Beta) are 

.564 and .606.

Table 46: Inside community pressures

Fighting Co-operation to 
harm the 
company

Co-operation 
to harm 

colleagues

Impact of work 
group

Low 60.9 34.8 39.1 8.7
Medium 26.1 30.4 26.1 39.1
High 13.0 30.4 17.4 26.1
Total 95.7 82.6 73.9
Missing 4.3 17.4 26.1
Total 100.0 100.0 100.0 100.0

Organisational values

In the questionnaire there are a different number of organisational values dimensions 

which need to be compared by subjecting them to factor analysis. These 

organisational values were considered in the interview before factor analysis was
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done. As far as the interviews were concerned, the study has only four dimensions 

whereas in the questionnaire, after factor analysis, there are six. Table 47 shows that 

a lack of support orientation is a very important factor affecting employees’ stealing 

from their workplace. 78.3 % of interviewees reported that a lack of support for 

employees would make it far more likely that they would steal from their workplace. 

The majority of participants also agree that while other orientations are important 

they are but of medium importance. The other orientations are rules, innovation and 

outcomes. The percentages respectively are 56.5 %, 43.5 % and 39.1 %.

Table 47: Relationship between organisational values and employee theft

Support Rules Innovation Outcomes
Low 4.3 39.1 34.8
Medium 21.7 56.5 43.5 39.1
High 78.3 39.1 4.3
Total 87.0 73.9
Missing 13.0 26.1
Total 100.0 100.0 100.0 100.0

The Friedman test was used to test the ranking order of these four orientations and 

their effects on employee theft. The rank order test is a statistical tool used to identify 

the most affective and the least affective factor control employee theft in the store. 

The results are shown in Table 48. There is a significant difference in order between 

the four orientations. The chi-square equals 22.212 with a significance level of .0001. 

This level is very high. It indicates that the order is a genuine order and does not 

happen by chance or error. The order of ranking is: (1) support orientation; (2) rules 

orientation; (3) innovation orientation; and, (4) outcomes orientation. Support 

orientation based on this result is a vital element in controlling employee theft.

There are some detectable differences of opinion between the responses made in the 

interviews (executive staffs and store managers) and in the questionnaire
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(supervisors and general employees). The analysis of the questionnaire uses 

correlations between organisational values orientations and employee theft types. In 

the interview the direct question to the interviewees was which organisational 

orientation affects employee theft most. Interviewees were asked to rank the four 

orientations. Their responses show rules orientations as more effective in minimising 

employee theft than the other orientations. The questionnaire ranked support 

orientation third. But both interviewees and questionnaire respondents agree to the 

great effect that organisational values have on employee theft. Interview results 

suggest enhancing and establishing a good environment to allow organisational 

values orientations to develop is most likely to improve employee performance and 

promote honest behaviours.

For economic and community pressures (control variables), most interviewees 

agreed that when the lack of organisational values orientations is accompanied by 

economic or community pressures, employee theft is likely to increase in the 

workplace. Employee theft would reach its maximum level when the lack of 

organisational values orientations is combined with economic and community 

pressures. Table 48 illustrates the explanation of the previous paragraph.

Table 48: Rank orders of organisational values

Mean Rank
Statistics for 

Friedman Test
Support order 1.64 N 21
Rule order 2.07 Chi-Square 22.212
Innovation order 3.12 df 3
Outcomes order 3.17 Asymp. Sig. .0001
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Control of employee theft

Three questions were included in the interview which were excluded from the 

questionnaire. The interviewees were asked three open questions to express their 

points of view about the factors behind employee theft, the reasons employees gave 

for their stealing and how theft might be controlled. These questions were necessary 

in the interview because they were not included in the questionnaire in order to keep 

the questions simple, to allow multiple choices answers and to ease the burden on 

respondents. These three questions were designed to help explain theft in the work 

place and how these deviant behaviours may be controlled. See Table 49 for theft 

factors.

Table 49 shows that socialisation tops all of the factors which relate to employee 

theft. 12 out of 23 interviewees indicated that the lack of socialisation leads to 

employee theft. Low salary and a low level of education are also seen as important 

factors behind employee theft. Other factors received but limited support. The 

common factor in both the interviews and the questionnaires is the financial reason 

which was included in economic pressures in the questionnaire and in low salaries in 

the interviews. Economic pressure has only an indirect effect on employee theft. It is 

related to the organisational values dimensions which apply to all employees.

Table 49: Theft factors

Fre. Fre.
Socialisation 12 Lack of loyalty 3
Low salary 12 Revenge 2
Low education 8 Psychological 1
Low control 6 Chances and opportunities 1
Unfairness 5 Excessive control 1
Financial 5 Greed toward owner 1
Unqualified management 3
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In Table 50 below employees who steal gave reasons to justify their act. Fourteen out 

of 23 indicated that financial problems were the main reason.. The other justification 

was family problems. This is also related to the financial needs. The most notable 

justifications are that salary discrimination between Saudis and non-Saudis motivate 

the lower paid people to steal as a kind of compensation for their lower salary levels. 

These two justifications lend themselves to the discussion of which nationalities are 

more likely to steal. This situation suggest that the OCG and other companies must 

seriously address this issue. Other reasons were mentioned but with less frequency. 

There are consistencies between the points of view of executive staff and store 

managers themselves (as in the theft factor in Table 49) and their perceptions about 

the justifications by employees in general. Nevertheless, the financial aspect is the 

dominant justification for employee theft.

Table 50: Justification of theft behaviours

Reasons Fre.
Financial needs 14
Family 3
Stealing does not harm company 3
The value of items stolen would be repaid later 2
Salary differences among nationalities 2
Compensation for low payment 1

Finally in Table 51 there are five suggestions by interviewees (executive staff and 

store managers) on how to control employee theft. Control over employees and 

punishment of those who steal is the recipe most advocated. This suggestion stresses 

the importance of advertising the methods used for control and punishment of those 

found guilty. Other suggestions included implementation of organisational values 

orientation including courtesy, ethics, enhancing the work environment and fairness.
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But these latter suggestions were mentioned less frequently than control and 

punishment.

Control and punishment are related to the deterrence doctrine which explains 

employee theft as an outcome of either a lack of deterrence measures in the 

workplace or improper security measures and precautions. The essence of this 

approach is that employee theft is more likely to occur in an organisation that does 

not make its anti-theft policies explicit (Hollinger and Clark 1983b; Dierking 1991). 

Similarly, Boye and Jones (1997) pointed out that a formal antisocial policy is one 

method of communicating the organisational attitude on the degree to which the 

employer will tolerate theft by employees. This leads to a double effect: one is that 

employees will consider that stealing company merchandise or property is a serious 

matter which will be punished and thus they will respond to this threat; the other is 

their appreciation that supervisors will always react when employee theft is 

discovered. Grasmick et al. (1983) also support the potential contribution of 

deterrence theory to the study of crime and social control.

The research findings about control and punishment and the supporting theory of 

deterrence doctrine suggest that further study in the field of employee theft in Saudi 

Arabia based on this theory could be worthwhile. Such study could serve to verify 

the advantage of employing deterrence doctrine in Saudi Arabia.

Table 51: Suggestions

Suggestions Fre.
Control and punishment 6
Ethics 5
Work environment 4
Fairness 4
Good treatment of employees 3

234



CHAPTER 4: CONCLUSION

Introduction

The primary purpose of this study is to explore empirically the relationship between 

staff perceptions about organisational values and employee theft with the intention of 

showing that a perception of strong organisational values in the workplace by 

employees minimises the occurrence of employee theft. The study focuses on a 

chain of company supermarkets in Riyadh, Saudi Arabia.

Having determined the study’s objectives, questions and assumptions, a number of 

systematic steps, which form the framework of the study, are undertaken. Based on 

the results achieved by the current study, certain recommendations for future 

research, as well as implications for organisational values and employee theft, and 

the relationship between the two issues, are presented.

The aim of this conclusion chapter is to provide an overall summary and reflect upon 

the conclusions drawn from the research. They have been structured into four 

sections. The first section provides a brief summary of methods and statistical 

techniques used. This is followed by the contributions and implications of the current 

research in Section Two, while Section Three presents the recommendations and 

suggests avenues for future research and implications for the field of criminology 

and the retail community, specifically in Saudi Arabia. And finally, Section Four 

deals with the limitations of the study.
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Procedures

To achieve the study’s objectives research instruments were needed. In order to 

formulate them a number of processes conducive to the development and validation 

of these instruments were undertaken.

These processes started with identifying the theoretical background of the study. The 

theoretical perspective of this research is based on aspects of different theories. This 

collection of elements forms a new theoretical model. The model is tested in an 

empirical way. The theoretical model consists of three factors to be related to 

employee theft. They are organisational values, and economic and community 

pressures.

The formulation of the hypotheses and research questions follows the theoretical 

perspective. This is the frame of reference for the current study. At this stage the 

conceptual dimensions were generated to measure organisational values, economic 

and community pressures, and employee theft. The questionnaire then, was 

administered to a number of subjects as a pilot study. This pilot study was carried out 

prior to the main survey in an effort to refine the instrument’s design and to identify 

errors. In total, 16 out of 50 questionnaires, distributed by drop-off and pick-up 

methods, were successfully administered. The final stage of the data processing was 

evaluating the reliability, dimensionality, and validity of the scales tackled by the 

current research.

The advantage of using a questionnaire is that it provides a relatively simple and 

straightforward approach to the study of attitudes, values, beliefs and motives. It can 

be adopted to collect generalisable information from almost any human population; 

and highly structured surveys have a high degree of data standardisation. After
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collecting quantitative data by the main questionnaire, factor analysis was conducted 

to check for underlying variables. There were six such factors.

A correlation coefficient test was used to investigate the direct relationships between 

organisational values and employee theft. This correlation coefficients test was also 

used with economic pressures and community pressures toward employee theft. 

Ancova (analysis of covariance) was used to investigate the effectiveness of 

organisational values within the situation of high and low economic and community 

pressures on employee theft. For investigating and identifying the direct effect of 

economic and community pressures on employee theft and any indirect effect via 

organisational values, path analysis was used. A number of statistical tests such as 

the T-test, the Kruskal Wallis, the Friedman and some descriptive statistical tests, 

were used to describe the data.

The qualitative instrument, the interview, was conducted in order to collect data 

which could not possibly be collected by the questionnaire, to test the results 

obtained from the questionnaire, and to enable the use of a triangulation technique 

along with the questionnaire for general employees and supervisors.

The main research objectives were: first, an investigation of the direct effects of six 

organisational values dimensions on the employee theft variables. These 

organisational values dimensions include: rules orientation, outcome orientation, 

fairness orientation, support orientation, innovation orientation and human needs 

orientation. Employee theft consists of four different types of theft: property theft, 

paper theft, use theft and cash theft. The second objective was to investigate the 

direct and indirect effects of economic and community pressures on employee theft. 

Community pressures have two dimensions: outside community pressures and inside
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community pressures. The indirect effect can be obtained from examining 

organisational values through the employee theft types. After the methodology 

section, the main results o f the research are shown. These results provide clear 

answers to the research objectives, and their clarity forms a basis for a 

comprehensive discussion of these results.

Contributions and implications

This study responds to the weakness in the literature for studies on the relationship 

between organisational values and employee theft, particularly in Saudi Arabia, are 

extremely limited. Moreover, studies conducted in other industries have considered 

the use of subjective or perceptual data as a limitation to the assessment of the 

relationship between organisational values and theft practices in the workplace. The 

use of self-reporting questions have failed to measure employee theft since, even in 

the pilot study, subjects appeared reluctant to answer such questions This is may be 

because of the socially undesirable nature of this behaviour. So instead of asking 

employees to judge their own behaviours, it proved more forthcoming to ask them to 

assess their colleagues’ behaviours in the workplace. The collection of these 

subjective data, as well as the establishment of a link between the six organisational 

values dimensions and four different employee theft types, have reduced the gap in 

the literature governing the relationship between these two sets of variables. They 

also confirm a number of consistent patterns of relationship between economic and 

community pressures via organisational values and employee theft. Thus, the current 

study has made a contribution to an understanding of how organisational values and 

employee theft in the workplace may be linked.
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Although these findings are bounded by the context of the research, they constitute 

the first endeavour in crime research in Saudi Arabia, certainly in supermarkets, to 

relate internally consistent organisational values dimensions, each of which consists 

of a number of interrelated items, to employee theft types in the work place. 

Moreover, it is most probably the first attempt, particularly in the retail industry, to 

apply the interaction approach and path analysis technique for testing the effect of 

economic and community pressures levels via organisational values on employee 

theft outside the original arenas of the USA and the UK. Furthermore, this study 

being the first research attempt in Saudi Arabia to investigate the factors affecting 

employee theft.

This study provides academics, as well as practitioners, with empirical evidence 

supporting a promising new perspective with which to investigate the relationship 

between organisational values and employee theft in the retail industry. The results 

of this research can be generalised to supermarkets similar to those chosen in the 

study.

This research has brought about a number of interesting achievements and 

contributes to the understanding of the problem of theft in the workplace. The 

discussion of the contributions and implications includes the main findings, the 

meaning of these findings, how they are related to the thesis’ hypotheses and 

research questions, and what can be done to enable organisations to benefit from 

such findings in practice. This takes into consideration the questionnaire and the 

interview findings. A discussion of these contributions covers the main aspect of the 

thesis. It covers the significant effects of organisational values on employee theft and 

identifies the direct role of economic pressures on employee theft as well as via
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organisational values. It also covers the direct role of community pressures on 

employee theft and the indirect role via organisational values. The final aspect of the 

contribution is the development of an organisational values and employee theft 

survey instrument.

Regarding the first objective, the six organisational values dimensions have 

correlated negatively with some of the employee theft types. Rules orientations have 

a negative correlation with all types of employee theft except with use theft. Similar 

to general organisational values, outcome orientations have negative correlations 

with all employee theft types except for cash theft. In contrast, fairness orientations 

have correlated negatively only with use theft. Support orientations have correlated 

with two types of employee theft: paper and property theft. Both innovation and 

human orientations, however, have correlated negatively with all types of employee 

theft. Additionally, the interviews of executive staff and store managers produced a 

similar concern for the use of organisational values to control employee theft with 

support orientation as the most important one.

In general the results about organisational values mean that when organisational 

values are strongly apparent in the workplace, employees are likely to behave 

honestly and not to engage in theft. These highly preferable organisational values in 

the workplace not only create an honest environment but also produce other healthy 

basic attitudes and behaviours. These attitudes and behaviours include loyalty and an 

attachment to the organisation, a devotion of work, an eagerness to see the 

organisation achieving a good reputation in business, a tendency to defend the 

organisation against other competitors and a likelihood of a lengthy tenure in the 

organisation and even viewing their position as permanent. The existence of good
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organisational values in the workplace helps to engender a business environment 

which promotes achievement in a company. Loss prevention as a finance and 

business term can be related completely to employees perceptions about the values 

that their managers and their organisations propagate.

All organisations are called to take the issue of values seriously in order to promote 

effective administrative practices and to achieve its ambitions and targets. This 

suggests business organisations such as supermarkets and retail outlets should 

institute three internal schemes. First, an awareness agenda for all levels of 

employees including managers, supervisors and general employees, about the 

importance of teamwork. Second, a formula by which consideration of employees’ 

complaints and an evaluation of their human needs. Third, an undertaking to stress 

their commitment to the principle of fairness in their approach to pay, workloads and 

promotion.

Nevertheless, fairness orientation in the workplace was given the lowest rating 

among the other orientations; it lacks a statistical correlation significance with most 

employee theft types. This may be because fairness is considered the most important 

element in the view of organisations. Violation of this element could be considered a 

violation of an organisation’s main principles. Thus, employees may alter their 

answers when it comes to saying bad something about their organisation’s principles.

The only statistical correlation significance for fairness is with theft for use. This can 

be explained by the fact that most employees do not consider use of workplace tools 

or items as stealing. So it could correlate negatively with fairness. When fairness is 

highly apparent in the workplace the use of store items and tools tends to decrease. 

This needs to be discussed during the initial orientation interviews with new workers
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in the job. It is very important to make employees aware that using store items for 

their own purpose is stealing and this act will not be tolerated. Employers should 

make it absolutely clear that regulations for theft for use in the workplace will be 

rigorously enforced.

These regulations must be established in the organisation, maintained and presented 

frequently to both new and old employees. The idea of controlling use theft is 

because it can exert a most devastating effect on the organisation’s business. This 

finding has its root in the community culture, as people in normal life often do not 

differentiate between their own belongings and equipment they use in their work. 

Especially, those who work full time and have for a long time in the same job. They 

may well feel that they are not violating any regulation because, sometimes, they use 

their own property when working on a job for their employer. Sometimes this 

practice is accepted by their managers who may see a benefit in using company 

equipment to finish off paperwork at home. This acceptance makes employees feel 

that it is all right for them to use the work phone, for example, when they want to call 

their homes, or to use some computers software for their own benefit. Some 

employees feel that using the tools of the workplace does not cause any loss to the 

organisation but they forget the time loss which can be called theft of time. This 

issue may be well pursuing in future studies to investigate the theft of time in the 

organisation. It may contribute to an understanding of time loss in organisations.

This lack of correlation between outcomes, fairness and support orientations with 

cash theft can be interpreted, by the possibility that only cashiers can steal cash from 

the work place. Also the majority of cashiers in the chosen company are Saudis who 

receive very good pay compared to expatriates. Nevertheless, perceptions of cash
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theft here can be viewed as perceptions about Saudi staff. The implication for 

criminology research is that other intervening variables may be needed to explain 

employee theft, such as nationality or, if subjected to close inspection, the socio

economic status of the employees.

In general the findings in this research support the research hypothesis that there are 

negative correlations between organisational values and employee theft. The 

hypothesis is based on workplace theories which suggest that there are relationships 

between organisational values and employee theft. This proposition is included in 

organisational climate theory, which is one of the workplace theories. The basic 

premise of organisational climate theory is that people steal from their employers 

because they interact in a social setting in which conditions make social influence 

regarding theft possible and in which various social influences trigger employee 

theft. This theory indicates that better results will be obtained by altering the 

organisational climate to address employee motivations and perceptions than by 

merely decreasing employee opportunities to engage in theft. The theory considers 

the modification of organisational factors and employee reactions to these factors to 

reduce theft.

These findings about organisational values and their relationships to general and 

other types of employee theft indicate the original nature of the current study’s 

findings. Indeed, hopefully, this study may be the forerunner of many others to 

centre on Saudi business practices and approaches. The publication of such studies 

will be greatly welcomed by both the intellectual and business communities.

The other objective o f the current study was to investigate the direct and indirect 

relationships between economic and community pressures on employee theft. The
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findings showed no direct positive effect from economic pressures on employee theft 

but an indirect effect via organisational values. The lack of the correlation between 

economic pressures and employee theft was surprising to the researcher. This 

surprise come from the fact that financial needs are nearly always the motivating 

factor affecting crime and deviant behaviours. Even the majority of interviewees 

support the role of economic pressures in causing employee theft. This contradiction 

between qualitative and quantitative approaches brings us back to the fundamental 

question of the values of these two measurements. The qualitative approach, 

interviewees, tends to answer the question in general terms, while the quantitative 

approach measures the phenomenon to a detailed and specific degree. The 

quantitative method takes the overall mean for a variable while the interviews 

depend on the collective answers to certain questions. Subjectivity very often 

involves answering interview questions, while objectivity is more likely found by 

quantitative methods. Thus, economic pressures in this study have no effect on 

causing employee theft, as is suggested from a quantitative methodological approach. 

This result means that, regardless of the financial status of the employee, the effect 

will be based on other factors which may be intervening variables.

This finding assures the interpretation doctrine of a no-one-factor explanation. This 

doctrine suggests that the effects noticed in any one-outcome variable are definitely 

deduced to more than one factor. Moreover, linkage of theft to economic need can 

easily violate some cultural aspects. These cultural aspects put pressure onto the 

respondents to refrain from openly agreeing that money is the cause of deviant 

behaviours. The culture in Saudi Arabia and other Middle Eastern societies enshrines 

the belief that religion is a powerful deterrent to people from being involved in 

wrongdoing, including theft. This argument, moreover, can be found clearly in the
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media when deviant behaviour is discussed in Saudi Arabia. These taking part in the 

research may have been affected by this argument and thus adjusted their response to 

be consistent with the societal norms.

For the measurement of economic pressures to be accurate in future studies, there 

will need to be certain methodological modifications to this study’s methodology. 

The need for an actual calculation of personal and household income and the need to 

construct a measurement to evaluate actual employee theft prevalence will be 

necessary. This could lead to self-report questions based on insensitive acts or to a 

calculation of actual shrinkage value in one shop or retail firm being related directly 

to the average income of all employees in that firm. The interview can also be a good 

tool for collecting valuable data if the interviewer has enough qualification and 

enough time to conduct it. But it may well need more assurance of anonymity and 

protection of the individual’s rights and a regard for preserving ethics. The logical 

corollary of this is that a no-one-factor approach is again used. This issue can be 

solved with an intervening variables approach. The intervening variables approach 

would allow findings to be made as an indirect effect through a third variable.

The indirect effect could be traced to two dimensions of organisational values: 

innovation orientations and human orientations. Interaction analysis using analysis 

of co-variance indicates that the effect of economic pressures on employee theft is 

based on different conditions. The effects were strongest under conditions of high 

economic pressures and low organisational values, and weakest under low economic 

pressures and high organisational values. The second strongest effect was found 

under conditions o f low economic pressures and low organisational values. Next in 

influence came a combination of high economic pressures and high organisational
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values. The discovery of this order of effects is a new contribution to the body of 

knowledge about the relationships that exist between economic pressures and 

employee theft via organisational values. This order of effects means that economic 

pressures should not cause employee theft unless combined with other variables such 

as innovation orientation and human needs orientation. For innovation orientation the 

economic pressures cause employees to view the innovation orientation as minimal 

in the organisation and this induces employees to steal. For human needs, when 

employees perceive the organisation is little concerned about their human needs, 

such as their illness and social problems, the economic pressures then will lead to 

more theft in the workplace.

The lack of a direct effect does not indicate a lack of need to suggest improvements 

should be made in the financial status of employees. It rather, assures the strong need 

to support such a movement. Such a response may not only work to control 

employee theft but also to improve the whole atmosphere in the organisation. It 

would affect other aspects of organisational values (innovation and human needs 

orientation). To improve the financial status of employees there must be an equitable 

salary payroll for all employees, Saudis and non-Saudis. Presently, there are two 

payrolls with extra pay for Saudis. Promotion and mobility in the company must also 

be open and based on objective evaluation. At present it is based on length of tenure 

and nationality. There must be some sort of minimum wage in existance, not only for 

the specific company under study but also for all sectors in Saudi Arabia. Financial 

status and organisatiomal orientations need improving to achieve the total quality 

management value.
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For both outside and inside community pressures there are direct and indirect effects 

on employee theft. These outside and inside community pressures have direct effects 

on all types of employee theft. For outside organisational values the indirect effects 

are via general organisational values and the three dimensions of rules, innovation 

and human orientations. Inside community pressures have only one indirect effect; 

this is via the outcome organisational dimension. The direct effects of both 

community pressures groups that can be seen to affect employee theft are signs for 

the not-one-factor interpretation. Community pressures do not originate from only 

one factor; instead they come from a complex of variables related to the social 

setting both outside and inside the workplace. Family culture and socio-economic 

factors cannot be isolated from each other and cannot be isolated from affecting 

employee theft as a group of factors. Therefore, looking after employees in their 

social setting as well as looking at their job needs inside the workplace are both very 

important.

These results infer that outside community pressures have more effect on employee 

theft than inside community pressures. These outside community pressures, 

therefore, are a very important factor for the business community to address. The 

recommendation for the business community in the retail and supermarket industry is 

to screen employees before recruitment or shortly afterwards in order to weed out 

those most likely to commit employee theft.

Many employers like to use pre-employment tests as a way of screening out 

applicants who may not be suitable for the job. These tests include skills tests, 

aptitude tests, psychological tests, personality tests, honesty tests, medical tests and 

drug tests. Although employers are permitted to do some testing of applicants, legal
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and human rights issues entail various restrictions on these screening procedures. 

These restrictions are often vague and open to contradictory interpretations. As a 

result, employers should only use tests that are absolutely necessary.

Comparisons between the perceptions of three groups of people about the prevalence 

of employee theft revealed similar results. These groups consist of executive staff 

(interviews), supervisors (questionnaire) and general employees (questionnaire). The 

study revealed that the prevalence of theft in the work place is very low. There is a 

narrow difference between supervisors and general employees in their perceptions of 

the prevalence of employee theft in the stores where they work with the supervisors 

perceiving more theft. The difference, however, is not statistically significant. 

Executive staff perceive theft in the work place as minimal. This finding assures the 

consistency between the three groups in their perceptions about the prevalence of 

employee theft. For other variables there is also consistency between these three 

groups. This suggests that the triangulation method for the prevalence of employee 

theft, economic and community pressures, and organisational values produces 

confirmation of all the three groups results.

This research confronts the fundamental challenge of developing an instrument that 

measures organisational values and employee theft. By developing valid and reliable 

measures and establishing a specific consistent pattern of relationships between 

them, this study has contributed toward discovering a solution to the challenge. 

Research that concentrates on instrument development is a valuable enterprise and 

can often makes a greater contribution than research which attempts to relate existing 

measures to each other in some new and as yet untried fashion.

248



In the absence o f any theory specifying how the fifty-eight organisational values and 

twenty-three employee theft acts developed for this study should be grouped together 

exploratory factor analysis was performed on them. The use of factor analysis was 

based on the assumption that the organisational values items and employee theft 

practices are related to each other in ways that can be captured by a few underlying 

dimensions which have been summarised from a small number of derived variables. 

Subsequently, relationships between extracted organisational values factors and 

extracted economic and community pressures factors and employee theft were 

analysed. Thus these results fill a gap in the literature concerning such inter

relationships

Recommendations for retail and research communities

This research has implications for criminology researchers and retail industry 

managers. For the purpose o f future research an instrument to assess organisational 

values, economic and community pressures and employee theft has been developed. 

A six-factor structure o f organisational values was identified which represents the 

organisational value dimensions influencing employee theft. The development 

process indicated that normative Likert-type scaling yielded reliable results, and the 

construct and predictive validity of the organisational values and employee theft 

instruments support the use of normative scales for assessing these values. Because 

normative scaling permits value profiles to be high or low on any or all values, 

however, the normal distribution of organisational values remains in question. The 

study contributes to interactional research by bringing the economic and community 

pressures debate into an organisational research where high economic and 

community pressures-organisation values interact. The findings provide substantial 

support for perceived organisational values as predictors of employee theft, but
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limited and mixed results for the role of economic and community pressures. Overall 

the study indicates that organisational values can be significant predictors of 

employee theft. The direct effects of economic pressures were relatively 

unimportant in explaining employee theft.

Universities and higher education institutes in Saudi Arabia might well wish to 

initiate research on the retail sector. Most research and studies are focusing in the 

government issues or/and general crimes and deviant behaviours. Studying these 

issues are needed in Saudi Arabia but private and retail sectors have a similar if not 

greater need. Indeed this study is part of such an effort to study this much neglected 

private retail sector in Saudi Arabia. Business studies in Saudi Arabia need to be 

addressed more widely. At present they are limited only for feasibility economic 

studies for the purpose of getting loans from the government.

The awareness o f the importance of studying private firms in Saudi Arabia is still 

very weak. Private firms owners, mostly individuals or family companies, have little 

awareness of the importance of such studies. They consider these studies as waste of 

time and money. The research community in the university and higher education 

institutions are trying very hard to persuade the private sector to fund special budgets 

for research and studies but these institutions often fail to convince these firms of the 

value of such projects.

In Saudi Arabia it is very rare and indeed might be unique if any grant by private 

firms for the study of any issues related to the private sector, even though the 

benefits could well be exclusively to the advantage of these firms. The target of 

most of consultancy and research agencies in Saudi Arabia is the government sector. 

They target it not because public sector needs these studies more than private sector
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but because the public sector is generous in its financial support and makes very little 

criticism of these projects. Most government financial grants are for the purpose of 

supporting research and helping studies centres to survive not for solving public 

sector problems.

It is clear now that the lack of awareness of the need to study the private sector 

creates a huge dilemma. But it is a dilemma for the public sector as well as for the 

private sector and for the society as whole and its citizens. This study suggests the 

promotion of an awareness campaign throughout Saudi Arabia to address this issue 

and to stress the importance of studying all facets of the private sector. To achieve 

good consistent benefits such research should not be something optional but 

required. The awareness message should contain the idea that the cost of such studies 

can result in a two-fold profit.

Retail firms, who gather information about their culture and generate profiles of their 

ideal organisational culture, may use the scale of organisational values. Once 

“actual” and “ideal” culture profiles are specified, they can be compared to see where 

discrepancies and similarities exist. Managers then can decide what the kind of 

culture they wish to promote and what specific actions are required to achieve that 

profile.

For appointments, in addition to matching applicants’ knowledge, skills, and abilities 

with job requirements, an ideal process might also seek to match applicants’ 

perceived with the organisation’s values (culture). Selection based on a person- 

organisation fit (P-O) potentially improves effectiveness because employees who feel 

they belong to the organisation are satisfied, will tend to remain, and be willing to 

refrain from committing employee theft. In addition to selecting employees with a
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high P-O fit, retail organisations can develop socialisation programs to improve the 

fit. This may be more appropriate early in an organisation’s life cycle when a P-0 fit 

would enhance co-ordination, communication, and the employees’ sense of 

belonging. Later in an organisation’s life individuals with a low P-0 fit may bring 

new ideas and a competitive edge.

The current research illustrates how a number of organisational values dimensions, 

or orientations, have been linked to different employee theft types. Not only retail 

firms in Saudi Arabia can benefit from these findings in relation to the effect of 

organisational values on employee theft. They may also be of value to anyone 

concerned with retail security issues.

There is a need in the retail sector to establish strongly defined security systems to 

maximise control of the assets of the organisation in order to minimise losses. This 

was partly covered in the targeted company of this study, but several aspects of that 

system are still questionable.

Personnel selection is the first step toward the establishment of a reliable security 

system. This involves interviewing the applicants for the job and testing their attitude 

toward the work and their honesty. Training comes after selection and before they 

actually start work. Training could also be done during the course of their 

employment. An example would be supporting training. But security personnel 

selection and training need extra care. Preferably organisational values should be 

implemented in order to promote productive workplace climate. The implementation 

of such preferable organisational values would include an assurance of fairness, 

attention to the human needs o f employees and the maintenance of these values in 

the workplace. Physical security measures such as CCTV and others are also help to

252



enhance security. These physical security measures need not necessarily be used to 

keep an actual watch over employees but rather to show that a security system is in 

existence. A virtual security system to assist control over cashiers, merchandisers, 

and other employees may be the most effective tool for an organisation to use. It 

would be the establishment o f a computer network system linking the operations of 

the store to the account department to monitor the operations of the business. A 

reliable inventory system too is likely able to control most losses and minimise 

employee theft.

Other groups of employees who do not belong to the firms also need to be vetted, 

suppliers are an example o f such employees who need special attention. Their co

operation with the store employees to commit theft can have a devastating effect on 

the business o f the organisation. It is impossible to select these suppliers because 

they are changing all the time and come from various companies. Thus, the solution 

to this problem is to use both the physical and virtual security measures. The surprise 

visit and check by security supervisors and managers is a very good method to 

combat fraud in this important area, suppliers usually operate in the back areas of 

stores away from the store managers and most of the employees. Such areas are 

vulnerable to theft.

Loss prevention control is a new theme in the retail and security realms. The 

organisation of retail firms cannot fulfil two jobs in the same time. The actual retail 

business is the firm’s main occupation but loss prevention can also be a speciality. In 

this regard, a suggestion to establish a loss prevention agency is recommended. This 

agency would have an open membership for all supermarket companies interested. 

The agency would use all information necessary to develop evaluative techniques to

253



be published or to arrange consultations if required. This agency could also establish 

computer networks using Intra-net or Internet to achieve this objective. The agency 

could serve as a training institute for security officers specialising in the retail and 

supermarket industry and create a database on loss prevention advice data. This 

agency could possibly be connected with the police and the Chamber of Commerce 

in Saudi Arabia to deal with security issues and suggest procedures and regulations 

to control loss. Inventories could be performed for member companies on a monthly, 

twice a year or an annual basis.

Nowadays, recruitment for Saudi nationals is very important in order to solve the 

mounting unemployment rate. Saudisation has become a well-used term to solving 

the Saudi Arabia unemployment problem. Regulations insist that only Saudis are 

hired for the cashiers’ job in the supermarkets because they are linked to the cash and 

can easily be identified through their addresses and national identification cards. In 

contrast expatriates may leave the country suddenly without warning and this can 

create problems for a company. This suggests expanding the number of jobs for 

Saudis to embrace merchandising and receiving jobs in order to stabilise the work 

forces in supermarkets and retail firms. Such stability is likely to instigate better 

retailing and smooth business operations with improved profit.

Limitations

Researchers identify specific limitations not only to show the extent to which they 

are prevented from making their findings more rigorous and conclusive but also to 

help others to avoid them to the benefit of their own field of investigation. This 

study, indeed, is no exception. Thus, the following limitations need to be listed and 

noted by researchers interested in the investigation of the factors affecting employee
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theft in the organisation. The limitations of future research in this field may be 

summarised in terms of a cultural and methodology factor.

Firstly, any study is limited by its research methodology. The empirical evidence of 

this study is based on a questionnaire survey of supervisors and general employees of 

a certain supermarket company and therefore the usual limitations of this kind of 

method apply. Thus, this study may not capture the richness of the respondent’s 

views which might be obtained better from using an alternative approach. To deepen 

the richness of the findings it may be profitable to use an independent administration 

of questionnaires to general employees in future research. This is to assure true 

responses from employees without fear of management knowledge. Also a 

constructed interview with a smaller sample may have advantages for further study 

of the phenomenon of employee theft. However, the researcher feels that it is 

possible to argue validly that the research method chosen was appropriate in 

providing insight into the research hypotheses and responses to the questions posed.

Secondly, although a consistent pattern of relationships may have been detected 

between organisational values dimensions and employee theft, the results here cannot 

be viewed as causal. Causality can only really be tested with data collected at 

different points in time. Thus, the field would greatly benefit from some time-series 

or longitudinal studies in the future. Attempts to explore the nature of the 

relationship between organisational values and employee theft may be too 

complicated to be revealed by cross-sectional data. Longitudinal data, may be used to 

overcome problems of sample selection bias usually associated with cross-sectional 

studies. The effects o f such organisational values on theft in the work place are long

term, which means that they cannot be identified in the short run, even in those
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studies with a large sample and using advanced qualitative techniques. The benefits 

of a longitudinal analysis over a cross-sectional study include increased statistical 

power and the capability of estimating a greater range of conditional probabilities. 

With any study where weighted stratified sampling is employed, the benefits extend 

to include the capability o f making appropriate inferences regarding changes over 

time. Thus, there is a need for longitudinal in-depth research designs in order to 

identify the order o f events and the whole network of causes and effects.

Thirdly, both types of data, organisational values as well as employee theft data, 

were collected from a single type of source, that is, supermarkets. Because customers 

are the principal segment o f supermarket business, their views with respect to the 

evaluation of the workplace image and security matters might have a significant 

importance for the relationship between the two issues. Moreover, business and 

security matters, such as shoplifting and local legal systems involving procedures of 

reporting theft and investigation are interesting as intervening and/or moderating 

variables in an assessment of the relationship between organisational values and 

employee theft.

Fourthly, this study is limited by its context. Its results may be applicable only to the 

Saudi environment and to other developing countries, particularly other Gulf 

Countries which share the influence of a similar socio-economic environment. 

Nevertheless, it would be interesting to extend the study to such countries, especially 

after the establishment o f the Gulf Corporation Council (GCC).

Finally, the lack of similar studies in Saudi Arabia has prevented integration of this

study’s findings with other similar research. Although this is a limitation, it is, at the
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same time, one of the strengths of the study for it may be the first attempt to 

investigate the relationship between a number of interrelated organisational values 

dimensions and employee theft. Thus, this study invites other researchers to build 

on its conclusions.
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Appendix B: Sample letter to one of the contacted companies (Arabic)

• M4*
\  ^  \  -* QpVUl
.............. i ......................................

cu^bddl / xjjLsJI «U:5joc« J  Ojb^JI 
‘̂UJl Aa L uU

^ «Ĵ » o

\̂j$ aJ  ̂ ‘yc~+~* Aj

\

<<<<<<<«<*-r*J .U3I, 'yM>~ ULn«̂ ^̂  j / b

1 ̂ Ifi l̂Ao Atltto
/*1*1H

^ t u n ^ u J i a  <>j aIu /j

£.vnv.  AmenSJ ^ y - r s H u . ^
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Appendix C: Letter to Riyadh police (Arabic)

A^*U'ti)3;Xb 

a.iuo^Jad[ .u3j^uJL ()»)

2Ht J» 3UjA y&M 3aUm«
•bu.j c s.j <&i ^ j j

^  oWUop-l *»J]» "Ip ̂ jOQjoJl

3— J — I <) ^ro^' ^  y** f ~ > o L l p c l l  .

^j&tjh t) y i i i  d < j i j j w« j )  iwU1 (j jJi
45̂  0*7 jb] «i>l»jUll £*- j j  Orb- j j  1jJiij

3{jUsil oULjb <*ijy {j* ^t* V 4jL jiXblawt JLij ” ad^ld^il

ĵip dj*a>- f^dl ^  J*ti "lugJJeU)^!^

t t t t f l j ^J Udt  jJli I_jLaI_}

I1(«1a Mio<ula>6

Qh aJU .4

t .v n v .  AmenSJ u ^ b - t n i W f . ***1***< O W *-"  * "  ui*WB-*0 ' ' ^-L>-

a s s g p g f r

o ^
-. seCJl
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Appendix D: Consent form

Dear Participant

Prior to your response to the questionnaire, please read the statements in this page 

carefully and sign the form. Could you please return this form with your answers? 

You can keep a copy of this form.

The information obtained in this study will be used to prepare a research report. Any 

information obtained from you in connection with this study will be kept confidential 

and available only to the researcher. If the research report is published, your name 

will not be disclosed. In fact, your name will not appear on any of the data forms.

Your participation in this study is voluntary. If you decide to participate, you are free 

to withdraw your consent and to discontinue participation at any time. The researcher 

will answer any additional questions that you may have regarding this study.

YOU ARE MAKING A DECISION WHETHER TO PARTICIPATE OR NOT TO 

PARTICIPATE. YOUR SIGNATURE INDICATES THAT YOU HAVE AGREED 

TO PARTICIPATE. HAVING READ THE INFORMATION PROVIDED ABOVE, 

YOU WILL BE GIVEN A COPY OF THIS CONSENT FORM TO KEEP.

N am e:........................................

Signature:...................................

Date:.............................................

262



Appendix E: Translation approval of interview and questionnaire

— .....

  ........

   ......

Kingdom of Saudi Arabia 
Ministry of Interior 
King Fahad Security Collage 
Department o f Social Sciences

The translation section of the Department of Social Sciences at King Fahad Security 

College has approved the translation from English into Arabic for Mr. Saleh Dabil’s 

thesis instruments. The research instruments include the interview index and the 

questionnaire. We certify that the translations are accurate to be understood by the 

research subjects and an appropriate for data collection. We wish Mr. Dabil the best 

of luck and wc arc anxious to see his research project results characterised by 

accuracy and objectivity.

•r Turki Al-Otayan

Chairman o f  the Department o f
Social sciences

AMEN _____ 4 - J L i - t i l l  tit  iJLJ- tm t uM— -  v*U v.**
K F SC @ K FSC .E D U .SA  ; i ... j -----o — Jl -  W W W JCFSCJEDU.SA k-L+$ >  *, t

s & m m m

" JuUia ĵAl

Certificate

Date: 21/2/2003
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Appendix F: Main study questionnaire (English)

Dear Participant

This is part of my PhD thesis, which is under the supervision of the University of 
Leicester in the United Kingdom. Please answer the entire questionnaire which 
needs only to tick the appropriate choice except the first part which needs little 
writing.

For your knowledge the study will be dealt with in a general way, so there is no need 
to write your name. And I would like to assure you that all your answers will remain 
anonymous.

I would like to express my appreciation and thanks to you for your participation in 
this questionnaire. I would like to urge you to be precise and sincere in your answer 
since the information will be only used for scientific purposes.

Thank you very much,

Saleh Dabil, 

PhD student 
University of Leicester.
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QUESTIONNAIRE

A: DEMOGRAPHIC VARIABLES
1 What is your age? ( )
2 What is your marital status? Married ( 1 ) Not married ( 2 )
3 What is your nationality?

4 What is your education level? Primary ( 1 ) Preparatory ( 2 ) 
Secondary ( 3 ) University degree ( 4  ) Higher education ( 5 )

5 What is your job?
6 What type of work do you do?
7 How long have you been working in supermarkets in general? (in years):
8 How long have you been working in this specific company? (In years):
9 How long have you been working in this store? (In years):

How do you rate the following sentences in relation to your store employees? 
(please tick the appropriate answer)

St
ro

ng
ly

di
sa

gr
ee

Di
sa

gr
ee

 
|

Ne
ut

ra
l 

|

Ag
ree

 
|

f-H5Pa  u
is §)cn «r

1 The salaries for employees are high enough 1 2 3 4 5
2 The benefits for employees from the job are satisfactory 1 2 3 4 5
3 The salaries of the employees compared to the workload in the store i 2 7 4

are high enough J •/

4 The salaries compared to the positions are high enough 1 2 3 4 5
5 The total financial resources for employees outside the company are 1 2 4 <5

satisfactory J

C: Com m unity status
How do you rate the following sentences in relation to your store?

N
ev

er

Ra
rel

y 
II

So
m

et
im

es
 

V

d<D
<B
O A

lw
ay

s

1
How often do store workers get involved in quarrels with other 
people outside your store?

1 2 3 4 5

2
How often do store workers engage in criminal behaviour such 
as theft, fraud and embezzlement outside work?

1 2 3 4 5

3
How often do store workers engage in criminal behaviour such 
as assault and fighting outside work?

1 2 3 4 5

4 How often do store workers use drugs outside the work? 1 2 3 4 5
5 How often do store workers use alcohol outside work? 1 2 3 4 5

6
How often do crimes happen in the areas where store workers 
live?

7
How often do your store workers quarrel with each other in the 
workplace?

1 2 3 4 5

8
How often do store workers cooperate with each other to harm 
the company?

1 2 3 4 5

9
How often do store workers cooperate with each other to harm 
other employees?

1 2 3 4 5
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D: SUPPORT ORIENTATION
Please evaluate your current organisation, as it actually exists. Please tick the 
appropriate answer according to your view and experience in your store

St
ro

ng
ly

di
sa

gr
ee

D
isa

gr
ee

N
eu

tra
l

Ag
ree

 
|

St
ro

ng
ly

ag
re

e

1 Caring about employees 1 2 3 4 5
2 Empathy for employees 1 2 3 4 5
3 Providing safe working conditions 1 2 3 4 5
4 Fairness in handling complaints by employees 1 2 3 4 5
5 Honesty of the store management 1 2 3 4 5
6 Ethics of the store management 1 2 3 4 5
7 Employee empowerment 1 2 3 4 5
8 Accurate job/person matching 1 2 3 4 5
9 Valuing employees 1 2 3 4 5
10 Trust in the employees 1 2 3 4 5
11 Mutual trust between management and employees 1 2 3 4 5
12 Helping with non-work problems 1 2 3 4 5
13 Flexibility of store management 1 2 3 4 5
14 Respect for employees by management 1 2 3 4 5
15 Mutual understanding between management and employees 1 2 3 4 5
16 Career-enriching opportunities 1 2 3 4 5
17 Job security for employees 1 2 3 4 5
18 Interpersonal cooperation between employees 1 2 3 4 5
19 Cooperation between management and employees 1 2 3 4 5
20 Employees approval of their managers 1 2 3 4 5
21 Interesting work 1 2 3 4 5

122 Appreciation by superiors of employees 1 2 3 4 5

E: RULES ORIENTATION
Please evaluate your current organisation, as it actually exists. Please tick the 
appropriate answer according to your view and experience in your store

St
ro

ng
ly

di
sa

gr
ee

D
is

ag
re

e

N
eu

tra
l

A
gr

ee

St
ro

ng
ly

ag
re

e

1 Fairness with employees 1 2 3 4 5
2 Compliance with rules by management 1 2 3 4 5

3 Management adherence to rules 1 2 3 4 5
4 Compliance with standards by management 1 2 3 4 5
5 Taking care o f work procedure by management 1 2 3 4 5
6 Job clarity 1 2 3 4 5
7 Supervisors competence 1 2 3 4 5
8 Written instructions 1 2 3 4 5
9 Clearly defined responsibilities 1 2 3 4 5
10 Enough authority to carry out duties 1 2 3 4 5
11 Reasonable work loads 1 2 3 4 5
12 Enough time to get the job done 1 2 3 4 5
13 Equitable pay 1 2 3 4 5
14 Equitable benefits 1 2 3 4 5
15 Pay reflects actual contributions 1 2 3 4 5
16 Good promotion opportunities 1 2 3 4 5
17 Promotions are handled fairly 1 2 3 4 5
18 Accuracy in doing the job 1 2 3 4 5
19 Fair promotion opportunities 1 2 3 4 5
20 Keeping promises 1 2 3 4 5
21 Personal development 1 2 3 4 5

22 Career development 1 2 3 4 5
|23 Training is important 1 2 3 4 5
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F: INNOVATION ORIENTATION
Please evaluate your current organisation, as it actually exists. Please tick the 
appropriate answer according to your view and experience in your store

St
ro

ng
ly

di
sa

gr
ee

D
isa

gr
ee

N
eu

tra
l

A
gr

ee

St
ro

ng
ly

ag
re

e

1 Risk-taking by management 1 2 3 4 5
2 Analytical orientation by management 1 2 3 4 5
3 Conscientiousness by management 1 2 3 5
4 Encouraging suggestions 1 2 3 4 5
5 Openness to criticism 1 2 3 4 5
6 Keeping abreast with new technology 1 2 3 4 5
7 Sharing infonnation 1 2 3 4 5
8 Opportunity to develop special abilities 1 2 3 4 5
9 A willingness to experiment 1 2 3 5
10 Managerial enthusiasm for creativity 1 2 3 4 5
11 The tendency for managers to solve problems 1 2 3 4 5
12 Supporting advancement by management 1 2 3 4 5

G: OUTCOME ORIENTATION
Please evaluate your current organisation, as it actually exists.
Please tick the appropriate answer according to your view and experience in your store

% & 
s iCO T3 D

is
ag

re
e

N
eu

tra
l

A
gr

ee

St
ro

ng
ly

 
| 

ag
ree

 
11

1 Emphasising rewards for good performance 1 2 3 4 5
2 Clear performance evaluation 1 2 3 4 5
3 Rigid criteria for measuring job performance 1 2 3 4 5
4 Rewards dependent on performance 1 2 3 4 5
5 Clarity o f objectives 1 2 3 4 5
6 Identifying the responsibility for performance 1 2 3 4 5
7 Explaining decisions 1 2 3 4 5
8 Seeing the results o f the work 1 2 3 4 5
9 Job focus 1 2 3 4 5
10 Management dedication 1 2 3 4 5
11 Rewards for new ideas and suggestions 1 2 3 4 5

H: PERCEPTION OF ORGANISATIONAL DEVIANCE
How often do the following theft practices take place in your store by other employees? (Please 
tick the appropriate answer)?

1
Ne

ve
r 

1

Ra
re

ly

So
m

et
im

es

Us
ua

lly

I 
A

lw
ay

s

1 Take unauthorized money from a supplier 1 2 3 4 5
2 Borrow money from employer without authorisation 1 2 3 4 5
3 Take money from employer without authorisation 1 2 3 4 5
4 Get paid for more hours than were worked 1 2 3 4 5
5 Get reimbursed for more monev than spent on business expenses 1 2 3 4 5
6 Undercharge customers 1 2 3 4 5
7 Overcharge customers 1 2 3 4 5
8 Use the discount privileges in an unauthorised manner 1 2 3 4 5
9 Eat food at work without paying for it 1 2 3 4 5
10 Drink from store items without permission 1 2 3 4 5
11 Take store merchandise 1 2 3 4 5
12 Damage merchandise to buy on discount 1 2 3 4 5
13 Alter pricing for oneself 1 2 3 4 5
14 Alter pricing for a friend or a relative 1 2 3 4 5
15 Help another person to take store merchandise 1 2 3 4 5
16 Take unauthorized gifts from a supplier 1 2 3 4 5
17 Fail to report theft of employer’s property 1 2 3 4 5
18 Falsify a company document for personal gain. 1 2 3 4 5
19 Ignore an instance of shoplifting by customers 1 2 3 4 5
20 Accuse others of theft 1 2 3 4 5
21 Take company equipment or tools 1 2 r 3 4 5
22 Make personal telephone calls at company expense 1 2 3 4 5
23 Make unauthorised use of company property 1 2 3 4 5
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Appendix G: Main study questionnaire (Arabic)

**4J A jIS jjj A a * j j

C y\ d ljjj& ill £>a tfj*  pja> <̂ A 0 ^

j & j i j  .S j^IaII A£1aa3U jluL fl AjlaIa I^oIp lJ j£ u  ^ aIIj A-jjIajII

V oS catfVij AJluiVl o ^ u  £ji Ia& n*ijH l£ £ j AiiuiVl 0 ^

Vi V AiiwaSfl A^L LaL j AlUluiVi £>a J jS fi P’ja J i A *ali>j AjUSJi £ a

. î luiUaJI j U v \1 AaVc- £ u a jl

4) jflV i j £ i  d iault |%LH Â «t j S i l  £ b  £)-• (JaJ AjU Ah^ajLlaIIj
fL vaI £)L ^ n j  a î J j l tillj J -4 j ^ H a&I JS*uu j a II j la ij  LajIj

# Ajl&ll Ajj«ui ** 0 ^ ^LulaII CiL^ua^yl^

La£ AjU IuiVI d^A Aj Ia VJ £j£*^i O-® i*^wj ^  ijic- ^ £ ^ a1ui!j
dJuLa i-jaS lj g jU a ^ j  J-wo2 A ib j JSu AjUSu ^£1a 

ASj -uJIj  S j b V lj  ^jiAtali ^ A j A jjlaJ li ^JijMiVi ^  Jax]1 c i ij la i  JS
. ^ jjU a !  ^ laaj) c$J^Su £ a  ^ J j j a J I j

<-r-®i>*lj <Jjti Ij IjjSijj

* - U I

UjUsjjjj jluai A*aU» ^  dljjSS^i uillla
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AjULyiVt

3 Ci UL^ ;a )
La >

(  ^ )  ( T j j i a  jjlfr (   ̂ ?Ajc.L<U2k,Vt lilHLx La Y
Y > >uafc ^A  La r

dlLuil j J  (  * )  <1yJLÂ  (  ^ )  (  r  )  JouijI a (   ̂ )  ^ ^<aj!Ljilt __̂Luia jALa
(  ° ) y c -

i

tiiSSiolaj ĵ aLb 0

?>l*3 4-uijLaJ (Ja»JI La n
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(O lj iu lU )  ? (3 jx J | VlA fji 1$j1aC SOa]) yA La <»
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& J A
i i A f
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A^Sjll O ljU «Jt i jy* * *  -u*  (jn̂ UUHj JlSijm j <4al.iV.I u u
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O £ r y \ AjSLS 3ju ^  ^jjLalxJt L_ulj_j
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( O l j i L J l
Y
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(JaxJI ̂  tgjjljbJ (̂ a1I 3_^aJb AjjLLaJL (JaIaIx^ c_ u Ij j
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o £ r x ^ 4jsI£ 3 x j  4 j i u j a ^ l l  ^A^SI^aJ l i i j  (jjLatxJl b - u l j j £

o £ r Y L s l £  3x3 A iu la j!S \ ^  j Va  ^yljlxll (J^3ll ^ j A a ^ a o

Uib U u U*J 1jJU IjjI V
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3j Lt {JjLtUJb t̂ SSijJu*j iiLljjc.1 11 iu-̂

o £ r Y >
^ j a . V )  jXA (Jjt^ak.L!La (jjjoJl ^  ^jaLaLtll tilt
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>
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{JaxJ)

Y

0 £ r Y > (JaxJI ^  j l i  C jIj^LaII (JJjaJI ^  (J^IaLJI (jia lx J £

0 £ r Y > (JaxII ^ 3  (jaLaLtll ^JULu 0

0 £ r Y >
y i  (jjla ix j) \^ j 3 (j^uU ĵ j I) (jjaljA ll bLij^x 1

1 ° £ r Y (Jxxlt ^3 j a  (JaIaLiJI ( j i i  (JjI^xU aa b^JjAx V

1 ° £ r Y \ A£^*a1U (JaxJI p ^La j  ^ j j lx j A

[ o £ r Y > A£^)ja11 ^ 3  (JajU ^3x1 (Jja_^ (JaxJI fr^Laj ( jjL u
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0 £ r Y Y (J-uJl *bl ^  jjlaUll jj j L î jjbu YA
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Appendix H: Organisational values dimensions

Table HI: Factor 1 rules orientation OVR

Items Loading Statement
E5 .758 Taking care of work procedure by management
E4 .701 Compliance with standards by management
D6 .679 Ethics of the store management
E2 .667 Compliance with rules by management
E6 .660 Job clarity
E7 .657 Supervisors competence
E8 .647 Written instructions
E3 .611 Management adherence to rules
E9 .606 Clearly defined responsibilities
E18 .557 Accuracy in doinp the job
D13 .531 Flexibility of store management
E10 .515 Enough authority to carry out duties
E ll .513 Reasonable work loads
F3 .511 Conscientiousness by management
D5 .503 Honesty of the store management
p i  2 .471 Enough time to get the job done
|G10 .401 Management dedication

Table H2: Factor 2 outcome orientation OVO

Items Loading Statement
G4 .783 Rewards dependent on performance
G8 756 Seeing the results of the work
G2 752 Clear performance evaluation
G3 749 Rigid criteria for measuring job performance
G7 702 Explaining decisions
G il 702 Rewards for new ideas and suggestions
G6 701 Identifying the responsibility for performance
G9 691 Job focus
G5 661 Clarity of objectives
G1 656 Emphasising rewards for good performance
F2 426 Analytical orientation by management

Table H3: Factor 3 fairness orientation OVF

Items Loading Statement
E15 .812 Pay reflects actual contributions
E13 .809 Equitable pay
E14 .784 Equitable benefits
E16 .728 The chances for promotion are good
E17 .699 Good promotion opportunities
E19 .572 Fair promotion opportunities
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Table H4: Factor 4  support orientation OVS

Items Loading Statement
D2 .704 Empathy for employees
D1 .672 Caring about employees
D3 .636 Providing safe working conditions
D9 .627 Valuing employees
D8 .508 Accurate job/person matching
D17 .482 Job security for employees
D16 .454 Career-enriching opportunities

Table H5: Factor 5 innovation orientation OVI

Items Loading Statement
F7 .715 Sharing information
F6 .670 Keeping abreast with new technology
F9 .667 A willingness to experiment
F10 .663 Managerial enthusiasm for creativity
F8 .646 Opportunity to develop special abilities
F ll .586 The tendency for managers to solve problems
F12 .574 Supporting advancement by management

P .553 Openness to criticism
p4 .452 Encouraging suggestions

Table H6: Factor 6 human needs orientation OVH

Items Loading Statement
D12 .579 Helping with non-work problems
D21 .558 Interesting work
D19 .511 Cooperation between management and employees
D22 .496 Appreciation by superiors of employees
D ll .481 Mutual trust between management and employees
D14 .440 Respect of employees by management
D15 .487 Mutual understanding between management and employees
D20 .491 Employees approval of their managers
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Appendix I: Employee theft dimensions

Table I I : Factor 1 paper theft ETP

Items Loading Statement
H13 .788 Alter pricing for oneself
H6 .739 Undercharge customers
H5 .713 Get reimbursed for more money than spent on business expenses
H14 .684 Alter pricing for a friend or a relative
H7 .681 Overcharge customers
H15 .642 Help another person to take store merchandise
H4 .641 Get paid for more hours than were worked
H8 .613 Use the discount privileges in an unauthorised manner
H12 .578 Damage merchandise to buy on discount
H20 .567 Accuse others of theft
H18 .553 Falsify a company document for personal gain.

Table 12: Factor 2 property theft ETPR

Items Loading Statement
H9 .771 Eat food at work without paying for it
H10 .748 Drink from store items without permission
H19 .643 Ignore an instance of shoplifting by customers
H ll .588 Take store merchandise
H17 .533 Fail to report theft of employer’s property
H21 .508 Take company equipment or tools

Table 13: Factor 3 use theft ETU

Items Loading Statement 1
H22 .818 Make personal telephone calls at company expense 1
H23 .702 Make unauthorised use of company property 1
H16 .643 Take unauthorized gifts from a supplier |

Table 14: Factor 4 cash theft ETC

Items Loading Statement
HI .796 Take unauthorized money from a supplier
H2 .664 Borrow money from employer without authorisation
H3 .522 Take money from employer without authorisation
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Appendix J: Extra control variables tables

Table J l : Control variables for the relationship between OVR and ET

OVR ECP ET ETP ETPR ETU ETC
Low Low 1.51 1.43 1.59 1.62 1.37

High 1.75 1.80 1.71 1.95 1.46
High Low 1.39 1.17 1.35 1.88 1.16

High 1.34 1.24 1.28 1.56 1.26
ANOVA F 16.39 32.17 22.01 1.20 8.21

Sig. .000 .000 .000 .273 .004
Eta .19 .27 .22 .05 .14

OCP
Low Low 1.25 1.21 1.22 1.43 1.12

High 1.96 1.96 2.05 2.08 1.68
High Low 1.20 1.13 1.16 1.38 1.12

High 1.55 1.^2 1.49 2.03 L36
ANOVA F 16.41 32.30 22.01 1.24 8.07

Sig. .000 .000 .000 .2 6$ .005
Eta .19 .27 .22 .05 .14

ICP
Low Low 1.26 1.30 1.20 1.33 1.11

High 1.88 1.84 1.95 2.11 1.63
High Low 1.18 1.12 1.18 1.30 1.12

High 1.60 1.38 1.52 2.09 1.41
ANOVA F 12.45 25.96 15.12 1.43 5.42

Sig. .000 .000 .000 .233 .020
Eta .19 .26 .20 .06 .12

Table J2: Control variables for the relationship between OVO and ET

OVO ECP ET [ETP ETPR ETU ETC
Low Low 1.50 1.34 1.54 1.78 1.31

High 1.71 1.67 1.65 2.01 1.42
High Low 1.39 1.31 1.41 1.61 1.23

High 1.35 1.29 1.31 1.51 1.28
ANOVA F 13.36 B.74 11.62 15.03 2.29

Sig. .000 1.003 .001 .000 .131
Eta .17 114 .16 .18 .07

p e p
Low Low 1.27 1.18 1.25 1.54 1.11

High 1.89 1.79 1.92 2.21 1.60
High Low 1.19 1.15 1.15 1.30 1.13

High 1.61 1.49 1.62 1.87 1.45
ANOVA p 13.38 8.81 11.62 15.15 2.22

Isig. .000 .003 .001 .000 .137
Eta .17 .14 .16 .19 .07

ttCP
Low [Low 1.26 1.21 1.17 1.4 7 1.08

High 1.79 1.66 1.81 2.14 1.54
High Low 1.19 1.18 1.21 1.24 1.14

High 1.68 1.54 1.65 2.02 1.51
ANOVA OF 8.99 5.69 6.56 11.92 1.49

ISig. .003 .018 .011 .001 .223
Eta .16 .12 .13 .18 .06
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Table J3: Control variables for the relationship between OVF and ET

OVF ECP ET ETP ETPR ETU ETC
Low Low 1.47 1.28 1.50 1.82 1.26

High 1.56 1.51 1.59 1.85 1.28
High Low 1.41 1.40 1.46 1.47 1.29

High 1.47 1.42 1.39 1.66 1.36
ANOVA F .54 .71 2.83 6.03 1.26

Sig- .461 .398 .093 .014 .262
Eta .04 .04 .08 .12 .05

OCP
Low Low 1.27 1.17 1.24 1.56 1.10

High 1.69 1.52 1.78 2.06 1.41
High Low 1.20 1.17 1.17 1.32 1.14

High 1.84 1.80 1.78 2.04 1.66
ANOVA F .55 .69 2.83 6.11 1.32

Sig- .460 .405 .093 .014 .252
Eta .04 .04 .08 .12 .06

IlCP
Low Low 1.17 1.13 1.15 1.35 1.05

High 1.73 1.51 1.80 2.20 1.41
High Low 1.25 1.23 1.22 1.30 1.16

High 1.75 1.71 1.69 1.98 1.62
ANOVA .13 1.53 1.69 5.74 2.42

|Sig. .715 .218 .195 .017 .121
Eta .019 .07 .07 .13 .08

Table J4: Control variables for the relationship between OVS and ET

OVS ECP ET ETP ETPR ETU ETC
Low Low 1.51 1.41 1.60 1.72 1.32

High 1.67 1.70 1.62 1.90 1.38
High Low 1.36 1.19 1.32 1.74 1.20

High 1.40 1.30 1.35 1.62 1.33
ANOVA F 8.91 16.83 13.05 2.04 .89

Sig. .003 .000 .000 .154 .346
Eta .15 .20 .18 .07 .05

OCP
Low Low 1.28 1.25 1.25 1.49 1.13

High 1.89 1.83 1.98 2.11 1.57
High Low 1.19 1.11 1.15 1.37 1.12

High 1.64 1.46 1.58 2.02 1.49
ANOVA F 9.26 17.20 13.52 2.21 .94

Sig. .002 .000 .000 .138 .334
Eta .15 .20 .18 .07 .05

Hep
Low Low 1.30 1.32 1.23 1.41 1.11

High 1.81 1.72 1.88 2.09 1.54
High Low 1.17 1.11 1.17 1.28 1.13

High 1.66 1.46 1.58 2.10 1.50
ANOVA 7.37 14.36 10.40 1.91 .75

Sig. .007 .000 .001 .168 .386
Eta .14 .20 .17 .07 .05
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Table 15: Control variables for the relationship between OVI and ET

OVI ECP ET [ETP ETPR ETU ETC
Low Low 1.46 U.41 1.54 1.69 1.34

High 1.69 11.68 1.66 1.94 1.39
High Low 1.42 1.21 1.44 1.82 1.20

High 1.35 1.29 1.28 1.54 1.30
ANOVA F 9.91 14.00 12.55 3.50 2.14

Sig. .002 .000 .000 .062 .145
Eta .16 |.i9 .18 .094 .07

b c p
Low Low 1.28 1.23 1.28 1.50 1.11

High 1.88 1.82 1.91 2.10 1.62
High Low 1.20 1.13 1.15 1.35 1.15

High 1.60 1.44 1.57 1.97 1.41
ANOVA IF 9.93 14.10 12.55 3.57 2.06

[Sig- .002 060 .000 .060 .152
Eta .16 .19 .18 .10 .07

ttCP
Low Low 1.29 1.30 1.27 1.38 1.11

High 1.81 1.71 1.83 2.13 1.56
High Low 1.18 1.13 1.16 1.29 1.15

High 1.65 1.50 1.61 2.01 1.48
ANOVA IF 7.14 9.68 8.39 3.70 1.12

pig. .008 .002 .004 .055 .291
Eta .15 .17 .16 .11 .058

Table J6: Control variables for the relationship between OVH and ET

OVH ECP ET ETP [ETPR ETU ETC
Low Low 1.55 1.41 1.65 1.76 1.37

High 1.71 1.69 1.69 1.93 1.44
High Low 1.34 1.19 11.30 1.67 1.17

High 1.38 1.31 1.31 1.60 1.29
ANOVA F 15.46 15.44 G4.76 5.09 4.88

Sig. .000 .000 looo .025 .028
Eta .19 .19 124 .11 .11

Jo c p

Low Low 1.29 1.21 1.29 1.52 1.14
High 1.93 1.85 2.04 2.13 1.65

High Low 1.17 1.11 1.12 1.32 1.11
High 1.62 1.49 1.54 2.01 1.43

ANOVA If 15.49 15.54 24.76 5.16 4.77
(Sig. .000 .000 .000 .024 .029

Eta .19 .19 .24 .11 .11

fCP
Low Low 1.28 1.25 1.23 1.42 L.ll

High 1.89 1.76 2.0 2.20 1.63
High Low 1.17 1.12 1.16 1.25 .12

High 1.61 1.48 1.51 2.00 .44
ANOVA F 12.14 10.8 18.51 5.81 (.23

Isig. .001 .001 .000 .016 073
Eta .19 .18 .23 .13 10

277



BIBLIOGRAPHY

Abel, C. F. (1985). “Corporate crime and restitution.” Journal of Offender 

Counselling. Services and Rehabilitation 9(3): 71-94.

Abend, J. (1986). “ Employee theft.” Stores (June): 57-62.

Academic American Encyclopedia (1994). Academic American Encyclopedia. 

Danbury, Connecticut, Grolier.

Adebanjo, D. and D. Kehoe (1999). “An investigation of quality culture development 

in UK industry.” International Journal of Operations & Production 

Management 19(7): 633-649.

Albrow, M. (1990). Max Weber's construction of social theory - (Contemporary 

social theory). London, Macmillan Education LTD.

Al-Dossery, N. F. PhD (1996). The determinants of internal reputation: A study of 

Bahrain research scientists. Scarman Centre. Faculty of Social Sciences. 

Leicester, University of Leicester.

Al-Earq, N. MA. (1989). Shop theft. Higher Institute for Security Studies. Riyadh, 

Arab Centre for Security Studies and Training (Arabic).

Al-Hakeem, N. M. (1998). Social factors affecting youth to commit theft in Saudi 

Arabia: Exploratory and descriptive study. Riyadh, King Saud University 

(Arabic).

Allen, R. C. and J. H. Stone (1999). “Market and public policy mechanisms in 

poverty reduction: The differential effects on property crime.” Review of 

Social Economy 57(2): 156-173.

Al-Nabhan, M. (1980). Researches on Islamic criminal law: homicide, prostitution 

and theft. Rabat, Morocco, Islamic Higher Studies (Arabic).

Al-Othaim Commercial Group (2002). Company Payroll, Finance Department. 

Riyadh, Al-Othaim Commercial Group.

Al-Qahtani, S., A. Al-Amri, M. Al-Metaib and B. Al-Omar (2000). Reasearch 

methods in behavioural science and their application using SPSS. Riyadh, 

Saudi Arabia, National Modem Print (Arabic).

Al-Sudairy, M. A. and N. K. H. Tang (1999). A study of IT in Saudi Arabia's 

supermarket chains. Management Centre. Leicester, University of Leicester.

278



Anderton, B. and J. Kiely (1988). “Employee Theft.” Personnel Review 17(5): 37- 

43.

Andrew, F. M., L. Klem, T. N. Davidson, P. M. O'Malley and W. L. Rogers_(1981). 

Aguide for Selecting Statistical techniques for Analysing Social Science 

Data. Ann Arbor, Michigan: the University O f Michigan.

Aquino, K., M. U. Lewis and M. Bradfield (1999). “Justice constructs, negative 

affectivity and employee deviance: a proposed model and empirical test.” 

Journal of Organizational Behavior 20: 1073-1091.

Argyrous, G. (1997). Statistics for social research. London, Macmillan Press Ltd.

Ash, P. (1970). “Validation of an instrument to predict the likelihood of employee 

theft.” Proceedings of the Annual Convention of the American Psychological 

Association 5(2): 579-580.

Ash, P. (1976). “The assessment of honesty in employment.” South African Journal 

of Psychology 6: 68-79.

Babbie, E. (1983). Survey Research Methods. Belmont, California, Wadsworth 

Publishing Company.

Babbie, E. (1990). Survey research methods. Belmont, Calif., Wadsworth Publishing.

Babbie, E. (1994). The practice of social research. Belmont, Calif., Wadsworth 

Publishing Company.

Baily, k. D. (1987). Methods of Social Research. New York, The Free Press.

Baker, B. and B. Sandore (1991). “Motivation in Turbulent Times: In Search of the 

Epicurean Work Ethic.” Journal of Library Administration 14(4): 37-50.

Balnaves, M. and P. Caputi (2001). Introduction to quantitative research methods : 

an investigative approach. London, SAGE.

Bamfield, J. (2003). European Retail Theft Barometer: Monitoring the Costs of 

Shrinkage and Crime for Europe's Retailers 2002-03. Nottingham, 

Nottingham: Centre for Retail Research.

Barkley, R. A. (2001). “The executive functions and self-regulation: An evolutionary 

neuropsychological perspective.” Neuropsychology Review 11(1): 1-29.

Barnes, H. E. and N. K. Teeters (1943). New horizons in criminology: the American 

crim e problem. NY, Prentice-Hall.

Baruah, J. (1989). “Effect of socio-economic status on stealing habits of young 

children.” Child Psychiatry Quarterly 22(1): 31-36.

279



Bateson, N. (1984). Data construction in social surveys. London, George Allen & 

Unwin.

Baumer, T. L. and D. P. Rosenbaum (1984). Combating retail theft : programs and 

strategies. Boston, Butterworth.

Beck, A. and A. Willis (1991a). Security in Sainsburvs: The employee perspective. 

Leicester, University of Leicester, Centre for the Study of Public Order.

Beck, A. and A. Willis (1991b). Security in Woolworths: an analysis of staff 

dishonesty. Leicester, Centre for the Study of Public Order, University of 

Leicester.

Beck, A. and A. Willis (1993). “Employee theft : a profile of staff dishonesty in the 

retail sector.” The journal of asset protection and financial crime ll(Spring): 

45-56.

Beck, A. and A. Willis (1995). Crime and security: managing the risk of safe 

shopping. Leicester, Perpetuity Press.

Begley, C. M. (1996). “Using triangulation in nursing research.” Journal of 

Advanced Nursing 24(1): 122-128.

Beki, C., K. Zeelenberg and K. Van Montfort (1999). “An analysis of the crime rate 

in the Netherlands 1950-93.” British Journal of Criminology 39(3): 401-415.

Bell, A. H. (2000). “Forefront - enterprising ideas- guarding against employee theft 

and fraud.” TheJoumal of Technology and Management 90(2): 38.

Bellair, P. E. (1997). “Social interaction and community crime: Examining the 

importance of neighbor networks.” Criminology 35(4): 677-703.

Benjamin, A. (1981). The helping interview. Boston, London, Houghton Mifflin 

Company.

Benjamin, S. E. (1989). “Color blind? The influence of race on perception of crime 

severity.” Journal of Negro Education 58(3): 442-448.

Bennett, R. J. and S. L. Robinson (2000). “Development of a measure of workplace 

deviance.” Journal of Applied Psychology 85(3): 349-360.

Berlin, P. D. (1983). “Dealing with employee theft.” Retail Control 51( 5): 33-38.

Bemardin, H. J. and D. K. Cooke (1993). “Validity of an honesty test in predicting 

theft among convenience store employees.” Academy of Management 

Journal 36(5): 1097-1108.

280



Bersoff, D. M. (1999). "Explaining Unethical Behaviour Among People Motivated to 

Act Prosocially." Journal of Moral Education 28(4): 413 - 428.

Best, J. W. (1970). Research in education. Englewood Cliffs, NJ, Prentice-Hall.

Bickman, L. and S. K. Green (1977). “Situational cues and crime reporting: Do signs 

make a difference?” Journal of Applied Social Psychology 7(1): 1-18.

Bies, R. J. and T. M. Tripp (2005). The Study of Revenge in the Workplace: 

Conceptual, Ideological, and Empirical Issues. Counterproductive workplace 

behavior: Investigations of actors and targets. S. Fox and P. E. Spector. 

Washington, D.C., American Psychological Association Press.

Blackwell, B. S., H. G. Grasmick and J. K. Cochran (1994). “Racial differences in 

perceived sanction threat: Static and dynamic hypotheses.” Journal of 

Research in Crime and Delinquency 31(21: 210-224.

Blalock, H. M. (19791. Social Statistics. New York. McGraw-Hill Inc.

Blaxter, L., C. Hughes and M. Tight (2001). How to research. Buckingham, 

Philadelphia, Open University Press.

Bohnstedt, G. W. and D. Knoke (1981). Statistics for social data analysis. Itasca, 

Illinois, F E Peacock Publishers INC.

Bouma, G. D. and G. B. J. Atkinson (1995). A handbook of social science research. 

Oxford, Oxford University Press.

Bowen, D. E., G. E. Ledford and B. R. Nathan (1991). “Hiring for the organization, 

not the job.” Academy of Management Executive 5(4): 35-49.

Boye, M. W. and J. W. Jones (1997). Organizational culture and employee 

counterproductivity. Antisocial behavior in organizations. R. A. Giacalone 

and J. Greenberg. Thousand Oaks, CA:USA, Sage Publications, Inc.: 172 - 

184.

Boye, M. W. and K. B. Slora (1993). “The severity and prevalence of deviant 

employee activity within supermarkets.” Journal of Business and Psychology 

8(2): 245-253.

Boye, M. W. and A. R. Wasserman (1996). “Predicting counterproductivity among 

drug store applicants.” Journal of Business and Psychology 10(3): 337-349.

Boye, M. W. PhD (1991). Self-reported employee theft and counterproductivity as a 

function o f employee turnover antecedents. Chicago, IL DePaul University.

281



\

Bright, B. P. (1991). Introduction to research methods in postgraduate theses and 

dissertations. Kingston-Upon-Hull, England, Newland Papers.

British Retail Consortium (2001). Retail Crime Survey 2001. London.

British Retail Consortium (2002). Retail crime survey 2002. London.

Britt, C. L. (1994). “Crime and unemployment among youths in the United States, 

1958- 1990 - a time-series analysis.” American Journal of Economics and 

Sociology 53(1): 99-109.

Brook, J. S., M. Whiteman and P. Cohen (1995). Stage of drug use, aggression, and 

theft/vandalism: shared and unshared risks. Drugs, crime, and other deviant 

adaptations: Longitudinal studies. H. B. Kaplan. New York, NY, US, Plenum 

Press: 83-96.

Brown, A. (1995). Organizational culture. London, Pitman.

Bryman, A. (2001). Social research methods. Oxford, OUP.

Bryman, A. and D. Cramer (1999). Quantitative data analysis with SPSS release 8 

for Windows: a guide for social scientists. London, Routledge.

Budden, M. C., J. H. Miller and T. F. Griffin (1996). “A large-scale test of the 

biorhythm-shoplifting connection hypothesis.” Psychology & Marketing 

13(3): 321-329.

Burgess, R. G. (1984). In the field: An introduction to field research. London, Allen 

& Unwin.

Bynum, T. S. and D. M. Purri (1984). “Crime and architectural style: An 

examination of the environmental design hypothesis.” Criminal Justice and 

Behavior 11(2): 179-196.

Cambridge University Press (2003). Cambridge Advanced Learner's Dictionary. 

Cambridge, Cambridge University Press.

Carmichael, F. and R. Ward (2000). “Youth unemployment and crime in the English 

regions and Wales.” Applied Economics 32(5): 559-571.

Carroll, J. and F. Weaver (1986). Shoplifters’ Perceptions of Crime Opportunities: A 

Process-Tracing Study. The Reasoning Criminal Rational Choice 

Perspectives on Criminal Offending. D. B. Cornish and R. V. Clarke. New 

York, Springer-Verlag.

Case, J. (2000). Employee Theft: The Profit Killer. John Case & Associates.

282



IJ(

Cassell, C. and G. Symon. (1994). Qualitative methods in organizational research: a 

practical guide. London, Sage Publications.

Caudill, D. W. (1988). “How to recognize and deter employee theft.” Personnel 

Administrator 33(7): 86-90.

Chatman, J. A. (1991). “Matching people and organization in public accounting 

firms.” Administrative Science Quarterly 36: 459-484.

Chen, P. Y. and P. E. Spector (1992). “Relationships of work stressors with 

aggression, withdrawal, theft and substance use: An exploratory study.” 

Journal o f Occupational and Organizational Psychology 65(3): 177-184.

Chin, K. S., K. F. Pun, A. S. K. Ho and H. Lau (2002). “A measurement- 

communication-recognition framework of corporate culture change: An 

empirical study.” Human Factors and Ergonomics in Manufacturing 12(4): 

365-382.

Clark, A. A. M. PhD (1984). Employee theft and methods of deterrence, Texas, 

Denton, Texas Woman's University.

Clark-Carter, D. (2001). Doing quantitative psychological research: from design to 

report). East Sussex, UK, Psychology Press Ltd.

Cloward, R. A. and L. E. Ohlin (1960). Delinquency and Opportunity: A theory of 

delinquent gangs. New York, NY, US, The Free Press.

Cochran, J. K., M. B. Chamlin, P. B. Wood and C. S. Sellers (1999). “Shame, 

embarrassment, and formal sanction threats: Extending the deterrence rational 

choice model to academic dishonesty.” Sociological Inquiry 69(1): 91-105.

Cohen, J. (1988). Statistical power analysis for the behavioural sciences. Hillsdale, 

NJ., Lawrence Erlbaum Associates.

Cohen, L. and M. Holliday (1982). Statistics for social sciences. London, Harper & 

Row.

Cohen, L., L. Manion and K. Morrison (2000). Research methods in education. 

London, Routledge Falmer.

Colman, A. M. (1995). Psychological research methods and statistics. London, 

Longman Group.

Conover, W. J. (1980). Practical nonparametric statistics. New York, John Wiley & 

Sons, INC.

283



Converse, J. M. and S. Presser (1986). Survey questions: handcrafting the 

standardized questionnaire. London, Sage Publications, Inc.

Coolican, H. (1995). Introduction to research methods and statistics in psychology. 

London, Hodder & Stoughton.

Croall, H. (1992). White collar crime. Buckingham, Open University Press.

Croall, H. (2001). White collar crime. Buckingham, Philadelphia, Open University 

Press.

Cronbach, L. J. and G. C. Gleser (1957). Psychological tests and personnel decisions. 

Urbana, Illinois, University of Illinois Press.

D' Alessio, S. and L. Stolzenberg (1990). “A crime of convenience: The environment 

and convenience store robbery.” Environment and Behavior 22(2): 255-271.

Dabil, S. A. (2000). Research methods for criminal studies. Riyadh, Saudi Arabia, 

King Fahad Security Collage (Arabic).

Dabil, S. A. (1996). Toward an ethical code for criminal studies in the Arab world. 

Newsletter of Arab Security Studies And Training Centre. Riyadh, Saudi 

Arabia. Bimonthly newsletter, March.

Dabney, D. (1995). “Neutralization and deviance in the workplace: Theft of supplies 

and medicines by hospital nurses.” Deviant Behavior 16(4): 313-311.

Dabney, D. (1995). “Workplace Deviance among Nurses - the Influence of Work 

Group Norms on Drug Diversion and or Use.” Journal of Nursing 

Administration 25(3): 48-55.

Dahlback, O. (1998). “Modelling the influence of societal factors on municipal theft 

rates in Sweden: Methodological concerns and substantive findings.” Acta 

Sociologica 41(1): 37-57.

Dane, F. (1990). Research methods. Pacific Grove, California, Brooks/Cole 

publishing Company.

Davies, H. T. O., S. M. Nutley and R. Mannion (2000). “Organisational culture and 

quality of health care.” Quality in Health Care 9(2): 111-119.

Davis, E. M. PhD. (1992). The Effect of Managed Health Care Systems on 

Employee Benefit Satisfaction. Affective and Behavioral Outcomes (Health 

Care). Lincoln, University of Nebraska.

284



De Boer, E. M., A. B. Bakker, J. E. Syroit and B. S. Wilmar (2002). “Unfairness at 

work as a predictor of absenteeism.” Journal of Organizational Behavior 23: 

181-197.

De Vaus, D. A. (1993). Surveys in social Research. London, UCL Press Limited.

De Vaus, D. A. (2002). Surveys in social research. London, Routledge.

De Carvalho, R. J. (1991). The growth hypothesis in psychology: The human 

psychology of Abraham Maslow and Carl Rogers:. San Francisco, EMText.

Delobbe, Nathalie, Robert R. Haccoun, and Christian Vandenberghe. (2002). 

Measuring Core Dimensions of Organizational Culture: A Review of 

Research and Development of a New Instrument. .Louvain-la-Neuve, 

Belgium.Universite catholique de Louvain.

http://www.iag.ucl.ac.be/recherche/Papers/wp53 .pdf, 14/5/2005.

Dembo, R., L. Williams, J. Schmeidler and E. Berry (1992). “A structural model 

examining the relationship between physical child abuse, sexual 

victimization, and marijuana/hashish use in delinquent youth: A longitudinal 

study.” Violence and Victims 7(1): 41-62.

Denison, D. R. (1996). “What is the difference between organizational culture and 

organizational climate? A native's point of view on a decade of paradigm 

wars.” Academy of Management Review 21(31: 619-654.

Deshpande, R. and F. E. Webster (1989). “Organizational Culture and Marketing: 

Defining the Research Agenda.” Journal of Marketing 53: 3-15.

Devi, L. (1997). Encyclopaedia of management and behavioural science. Lucknow 

Institute for Sustainable Development, New Delhi.

Devine, F. and S. Heath (1999). Sociological research methods in context. 

Hampshire, UK, Palgrave Publishers Ltd.

Dickinson, B. (1992). Employee theft: the relationship between employee morale and 

theft avoidance. St. Paul, Minnesota, Department of Corrections, State of 

Minnesota.

Dierking, L. J. (1991). Employee Theft in the Retail Industry. Department of 

Psychology. San Bernardino, California State University.

Dudra-Benner, K. A. (1995). Relationship between organizational commitment and 

employee theft.

285

http://www.iag.ucl.ac.be/recherche/Papers/wp53


Dunteman, G. H., Ed. (1994). Principal components analysis. Factor analysis and 

related techniques. London, Sage Publications, Toppan Publishing.

Dyer, C. (1995). Beginning research in psychology: a practical guide to research 

methods and statistics. Oxford, Blackwell.

Eitle, D. J. (2000). “Regulatory justice: A re-examination of the influence of class 

position on the punishment of white-collar crime.” Justice Quarterly 17(4): 

809-839.

Elder, J. P. and S. H. Cohen (1978). “Prediction of work release success with 

youthful, non-violent, male offenders.” Criminal Justice and Behavior 5(2): 

181-192.

Elton, M. (1946). The human problems of an industrial civilization. Cambridge. MA. 

), Harvard University Graduate School of Business Administration.

Euske, N. A. PhD (1990). Trust and its betrayal: control, commitment, and theft in an 

international food-service organization. Haas School of Business. Berkeley, 

University o f California.

Farmer, D. W. (1990). Strategies for change: New directions for higher education. 

Managing change in higher education. Steeples. San Francisco, Jossey-Bass 

Publishers. 71: 7-18.

Farrington, D. P. (1994). The causes and prevention of offending, with special 

reference to violence. Violence in health care: A practical guide to coping 

with violence and caring for victims. J. Shepherd. New York, NY, US, 

Oxford University Press: 149-180.

Felson, R. B., E. P. Baumer and S. F. Messner (2000). “Acquaintance robbery.” 

Journal of Research in Crime and Delinquency 37(3): 284-305.

Fleckenstein, M. P. and J. C. Bowes (2000). “When trust is betrayed: Religious 

institutions and white collar crime.” Journal of Business Ethics 23(1): 111- 

115.

Flick, U. (1998). An Introduction to Qualitative Research. London, Sage 

Publications.

Fowler, F. J. (1995). Improving survey questions : design and evaluation. Thousand 

Oak, Calif., Sage Publications.

286



Fowles, R. and M. Merva (1996). “Wage inequality and criminal activity: An 

extreme bounds analysis for the United States, 1975-1990.” Criminology 

34(2): 163-182.

Fox, S. and P. E. Spector (1999). “A model of work frustration-aggression.” Journal 

of Organizational Behavior 20: 915-931.

French, J. T. (1979). Apprehending and prosecuting shoplifters and dishonest 

employees. New York, The Operations Division National Retail Merchants 

Association.

Gall, M. D. and W. R. Borg (1996). Educational research: an introduction. White 

Plains, New York, Longman.

Giacalone, R. A. and J. Greenberg (1997). Antisocial behavior in organizations. 

Thousand Oaks, CA, US, Sage Publications Inc.

Glasberg, D. S. and D. Skidmore (1998). “The dialectics of white-collar crime: The 

anatomy of the savings and loan crisis and the case of Silverado Banking, 

Savings and Loan Association.” American Journal of Economics and 

Sociology 57(4): 423-449.

Goitein, P. L. (1941). “Aggressive stealing.” Journal of Criminal Psychopathology 3: 

200- 212 .

Gorsuch, R. L. (1974). Factor analysis. London, W. B. Saunders Company.

Graf, I. (1999). Perceived social support versus social embeddedness: Effects of 

employee and organizational outcomes.

Grasmick, H. G. and R. J. Bursik (1990). “Conscience, significant others, and 

rational choice: Extending the deterrence model.” Law and Society Review 

24(3): 837-861.

Grasmick, H. G., D. Jacobs and C. P. McCollom (1983). “Social class and social 

control: Aj i  application of deterrence theory.” Social Forces 62(2): 359-374.

Greenberg, J. (1990). “Employee theft as a reaction to underpayment inequity: The 

hidden cost of pay cuts.” Journal of Applied Psychology 75(5): 561-568.

Greenberg, J. (1993). “Stealing in the name of justice: Informational and 

interpersonal moderators of theft reactions to underpayment inequity.” 

Or^ani rational Behavior and Human Decision Processes 54(11: 81-103.

Greenberg, J. (1995). The Blackwell encyclopedic dictionary of organizational 

behavior. Blackwell, England, Oxford.

287



Greenberg, J. (1997). A social influence model of employee theft: Beyond the fraud 

triangle. Research on negotiation in organizations. R. J. Lewicki and R. J. 

Bies. Stamford, CT, US, JAI Press, Inc. 6: 29-51.

Greenberg, J. (1997). The steal motive: Managing the social determinants of 

employee theft. Antisocial behavior in organizations. R. A. G. Giacalone, 

Jerald. Thousand Oaks, CA, US, Sage Publications Inc.: 85-108.

Greenberg, J. (1998). The cognitive geometry of employee theft: Negotiating "the 

line" between taking and stealing. Dysfunctional behavior in organizations: 

Violent and deviant behavior. Monographs in organizational behavior and 

industrial relations. R. W. Griffin and A. Q'Leary-Kelly. Stamford, CT, US, 

JAI Press, Inc. 23, Parts A & B: 147-193.

Greenberg, J. and K. S. Scott (1996). Why do workers bite the hands that feed them? 

Employee theft as a social exchange process. Research in organizational 

behavior: An annual series of analytical essays and critical reviews. Barry M. 

Staw and L. L. Cummings. Stamford, CT, US: JAI Press, Inc. 18: 111-156.

Greenberg, L. and J. Barling (1996). Employee theft. Trends in organizational 

behavior. C. L. Cooper and D. M. Rousseau. New York, John Wiley & Sons. 

3: 49-64.

Greenberg, L. and J. Barling (1999). “Predicting employee aggression against co

workers, subordinates and supervisors: the roles of person behaviors and 

perceived workplace factors.” Journal of Organizational Behavior 20(6): 897- 

913.

Greene, A. S. PhD (1999). Honesty in organizations: perceptions of the corporate 

environment and their impact on individual behavior. The Heller School for 

Social Policy and Management. Waltham, MA. Brandeis University.

Greene, Jennifer C., Valerie J. Caracelli and Wendy F. Graham (1989). “Toward a 

conceptual framework for mixed-method evaluation design.” Educational 

Evaluation and Policy Analysis 11(3): 255-74.

Gross-Schaefer, A., J. Trigilio, J. Negus and C. S. Ro (2000). “Ethics education in 

the workplace: An effective tool to combat employee theft.” Journal of 

Business Ethics 26(2V. 89-100.

288



Gruys, M. L. PhD (2000). The dimensionality of deviant employee behavior in the 

workplace. Carlson School of Management. Minneapolis, University of 

Minnesota.

Gruys, M. L. and P. R. Sackett (2003). “Investigating the dimensionality of 

counterproductive work behavior.” International Journal of Selection and 

Assessment 11(1): 30-42.

Guastello, S. J. and M. L. Rieke (1991). “A review and critique of honesty test 

research.” Behavioral Sciences and the Law 9(4): 501-523.

Guest, D- E. (1997). “Human resource management and performance: a review and 

research agenda.” International Journal of Human Resource Management 

8.(3): 263-276.

Guy, S. M., G. M. Smith and P. M. Bentler (1994). “The influence of adolescent 

substance use and socialization on deviant behavior in young adulthood.” 

Criminal Justice and Behavior 21(2): 236-255.

Hannagan, T. (1998). Human resources management. Management: concepts & 

practices. T. Hannagan. London, Financial Times, Prentice Hall: 298-341.

Harris, L. C. and A. Crane (2002). “The greening of organizational culture - 

Management views on the depth, degree and diffusion of change.” Journal of 

Organizational Change Management 15(3): 214-234.

Hawkins, R. (1984). “Employee theft in the restaurant trade: Forms of ripping off by 

waiters at work.” Deviant Behavior 5(1-4): 47-69.

Hayashi, A. M. (2001). “When to trust your gut.” Harvard Business Review 79(2): 

59-69.

Helena, R. W. (2000). Steal me blind!: The complete guide to shoplifting and retail 

theft— and how to stop it without getting sued. Charleston, S.C., BlueLight.

Hendry, C. and A. Pettigrew (1990). “Human resource management: an agenda for 

the 1990s.” International Journal of Human Resource Management 1(1): 17- 

44.

Herndon, N. C., J. P. Fraedrich and Q. J. Yeh (2001). “An investigation of moral 

values and the ethical content of the corporate culture: Taiwanese versus US 

sales people.” Journal of Business Ethics 30(1): 73-85.

Hill, S. (2004). Setting Business Free from Crime: A Crime Against Business 

Survey. London, The British Chambers of Commerce.

289



%

Hofacre, S. K. PhD (1980). Employee theft in hospitals: an exploratory study of 

victimization and occupational crime. Riverside, University of California.

Hofstede, G., B. Neuijen, D. D. Ohayv and G. Sangers (1990). “Measuring 

Organizational Cultures: A Qualitative and Quantitative Study Across 

Twenty Cases.” Administrative Science Quarterly. 35: 286-316.

Hogan, J. and R. Hogan (1989). “How to measure employee reliability.” Journal of 

Applied Psychology 74(2): 273-279.

Hollinger, R. C. (1991). “Neutralizing in the workplace: An empirical analysis of 

property theft and production deviance.” Deviant Behavior 12(2): 169-202.

Hollinger, R. C. (2002). Retail Theft and Inventory Shrinkage: 2002 Retail Security 

Survey, University of Florida.

Hollinger, R. C. and J. P. Clark (1983a). “Deterrence in the workplace: Perceived 

certainty, perceived severity, and employee theft.” Social Forces 62(2): 398- 

418.

Hollinger, R. C. and J. P. Clark (1983b). Theft bv employees. Lexington, Mass., 

Lexington Books.

Hollinger, R. C. and J. L. Davis (2001). National retail security survey. Florida, 

University of Florida, Department of Sociology and the Center for Studies in 

Criminology and Law: 13.

Hollinger, R. C., K. B. Slora and W. Terris (1992). “Deviance in the Fast-Food 

Restaurant - Correlates of Employee Theft, Altruism, and Counter 

Productivity.” Deviant Behavior 13(2): 155-184.

Hollway, W. and T. Jefferson. (2000). Doing qualitative research differently: free 

association, narrative and the interview method. London, Sage Publications.

Holstein, J. A. and J. F. Gubrium (1995). The active interview. Thousand Oaks, 

Calif., Sage Publications.

Holt, J. (1998). Testing the relationship between organisational value structures and 

HRM system configuration: a replication study. Sydney, University of New 

South Wales.

Hornby, A. S. (1989). Oxford advanced learner's dictionary of current English. 

Oxford, OUP.

Homing, D. N. PhD (1963). Blue collar theft: A study of pilfering by industrial 

workers. Saint Paul, Indiana University.

290



Homing, D. N. M. (1968). The organization as victim: a study in blue collar crime. 

Annual meeting of ASA, Boston, Massachusetts.

Hotelling, H. (1933). “Analysis o f a Complex of Statistical Variables with Principal 

Components.” Journal of Educational Psychology 24: 498-520.

Howitt, D. and D. Cramer (2000). First steps in research and statistics: a practical 

workbook for psychology students. London, Routledge.

Hughes, M. and M. Comp (1978). Successful retail security: An anthology. Los 

Angeles, Security World Pub. Co.

Huiras, J., C. Uggen and B. McMorris (2000). “Career jobs, survival jobs, and 

employee deviance: A social investment model of workplace misconduct.” 

Sociological Quarterly 41(2): 245-263.

Inciardi, J. A. (1972). “Visibility, societal reaction, and criminal behavior.” 

Criminology: An Interdisciplinary Journal 10(2): 217-233.

Jackson, K. R. and S. G. Clark (1958). “Thefts among college students.” Personnel 

and Guidance Journal 36: 557-562.

Jick, T. D. (1983). Mixing qualitative and quantitative research methods: 

triangulation in action. Qualitative methodology. J. van Maanen. Beverley 

Hills, CA, Sage: 135-148.

Johnson, J. M. and J. D. Douglas (1978). Crime at the top: deviance in business and 

the professions. Philadelphia, Lippincott.

Johnstone, P. (1998). “Serious white collar fraud: historical and contemporary 

perspectives.” Crime Law and Social Change 30f21: 107-130.

Jones, C. (1991). Qualitative interviewing. Handbook for research students in the 

social sciences. G. Allan and C. skinner. London, The Falmer Press.

Jones, J. W., P. Ash, C. Soto and W.Terris (1991). Protecting job applicants' privacy 

rights when using preemployment honesty tests. Preemplovment honesty 

testing: Current research and future directions. J. W. Jones. New York, US, 

Quorum Books: 229-238.

Jones, J. W. and M. W. Boye (1994). “Job stress, predisposition to steal, and 

employee theft.” American Journal of Health Promotion 8(5): 331-333.

Jones, J. W. and W. Terris (1991). The organizational climate of honesty. Pre- 

employment honesty testing: Current research and future directions. J. W. 

Jones. New York, Quorum Books.: 133 -142.

291



Judy, B. and E. S. Nelson (2000). “Relationship between parents, peers, morality, 

and theft in an adolescent sample.” High School Journal 83(3): 31-42.

Kaiser, H. F. (1974). "An index of factorial simplicity." Psvchometrika 39: 31-36.

Kamp, J. and P. Brooks (1991). “Perceived organizational climate and employee 

counterproductivity.” Journal of Business and Psychology 5(4): 447-458.

Kane, E. (1985). Doing vour own research: basic descriptive research in the social 

sciences and humanities. London, Boyars.

Kanji, G. K. (1993). 100 Statistical tests. London, Sage Publications.

Kaplan, H. B. (1995). Drugs, crime, and other deviant adaptations: Longitudinal 

studies. New York, NY, US, Plenum Press.

Kearse, W. MA (1993). The relationship between the organizational climate and the 

level of theft in a department store chain. Atlanta, Georgia State University.

Keltikangas Jaervinen, L. and M. Lindeman (1997). “Evaluation of theft, lying, and 

fighting in adolescence.” Journal of Youth and Adolescence 26(4): 467-483.

Kim, J. (1978). Introduction to Factor Analysis: What Is It and How to Do It. 

Beverly, sage Publications.

Kim, J. and C. W. Mueller (1994). Introduction to factor analysis: What it is and how 

to do it. Factor analysis and related techniques. M. S. Lewis-Beck. London, 

Sage Publications, Toppan Publishing.

King, J. G. and C. Feldman (1992). “Employee Theft and Fraud: Are You Doing All 

You Can for Your Clients?” The Practical Accountant 25(2): 30-35.

King, N. (1994). The qualitative research interview. Qualitative methods in

nrpanirational research. C. Cassell and G. Symon. london, sage publications: 

14-36.

Kline, P. (1997). An easy guide to factor analysis. London, Routlege.

Knafl, K. A. and B. J. Breitmayer (1989). Triangulation in qualitative research:

issues of conceptual clarity and purpose. Qualitative nursing research: as

contemporary dialogue. J. M. Morse. Rockville, MD, Aspen: 226-239.

Kolman, A. S. and C. Wasserman (1991). “Theft groups for women: A cry for help.” 

Federal Probation 55(1): 48-54.

Kolz, A. R. (1999). “Personality Predictors of Retail Employee Theft and

Counterproductive Behavior.” Journal of professional services marketing 

19(2): 107.

292



Komelussen, M. M. PhD (1996). The relationship between moral development and 

corrective justice. Queens, New York, St. John's University.

Korosec Serfaty, P. and D. Bolitt (1986). “Dwelling and the experience of burglary.” 

Journal of Environmental Psychology 6(4): 329-344.

Krejcie, R. V. and D. W. Morgan (1970). “Determining sample size for research 

activities.” Educational and Psychological Measurements 30: 607-610.

Kumar, R. (1996). Research methodology: A sten-bv-step guide for beginners. 

London, Thousand Oaks, New Delhi, Sage Publications.

Lam, S. S. K., J. Schaubroeck and A. Samuel (2002). “Relationship between 

organizational justice and employee work outcomes: a cross-national study.” 

Journal of Organizational Behavior 23(1 L 1-18.

Lamertz, K. (2002). “The social construction of fairness: social influence and sense 

making in organizations.” Journal of Organizational Behavior 23(1): 19-37.

Layne, S. P. (1994). The Official Library Security Manual. Dillon, Colo., Layne 

Consultants International.

Lee, K. and N. J. Allen (2002). “Organizational citizenship behavior and workplace 

deviance: The role of affect and cognitions.” Journal of Applied Psychology 

87(1): 131-142.

Leother, H. J. and D. O. McTavish (1980). Descriptive and Inferental Statistics: An 

Introduction. Boston, Ally and Bacom INC.

Lester, B. Y. (1995). “Property Crime and Unemployment - a New Perspective.” 

Applied Economics Letters 2(51: 159-162.

Levine, E. M. and C. Kozak (1979). “Drug and alcohol use, delinquency, and 

vandalism among upper middle class pre- and post-adolescents.” Journal of 

Youth and Adolescence 8(1): 91-101.

Levine, S. Z. and C. J. Jackson (2002). "Aggregated Personality, Climate and 

Demographic Factors as Predictors of Departmental Shrinkage." Journal of 

Business and Psychology 17(2): 287-297.

Lewicki, R. J., R. J. Bies and P. H. Sheppard (1997). Dishonesty as deviance : 

Typology of workplace dishonesty and contributing factors. Research on 

negotiation in organizations. R. J. Lewicki and R. J. Bies. Stamford, CT, US, 

JAI Press, Inc. 6: 53-86.

293



Lim, B. (1995). “Examining the organizational culture and organizational 

performance link.” Leadership & Organizational Development Journal 16(5): 

16-21.

Loeber, R. and K. B. Schmaling (1985). “The utility of differentiating between 

mixed and pure forms of antisocial child behavior.” Journal of Abnormal 

Child Psychology 13(2): 315-335.

Loeber, R., W. Weissman and J. B. Reid (1983). “Family interactions of assaultive 

adolescents, stealers, and non-delinquents.” Journal of Abnormal Child 

Psychology 11(1): 1-14.

Loehlin, J. C. (1992). Latent variable models : an introduction to factor, path and 

structural analysis. London, Lawrence Erlbaum Associates.

Lott, J. R. (1992). “Do We Punish High-Income Criminals Too Heavily?” Economic 

Inquiry 30(4): 583-608.

Luengo, M. A., M. T. Carrillodelapena, J. M. Otero and E. Romero (1994). “A Short- 

Term Longitudinal-Study of Impulsivity and Antisocial- Behavior.” Journal 

of Personality and Social Psychology 66(3): 542-548.

Luther, N. J. PhD (2000). Understanding workplace deviance: An application of 

primary socialization theory. Psychology. Colorado, Colorado State 

University

Lynch, J. P. and D. Cantor (1992). “Ecological and behavioral influences on property 

victimization at home: Implications for opportunity theory.” Journal of 

Research in Crime and Delinquency 29(3): 335-362.

Maanen, J. V., J. M. Dabbs and R. R. Faulkner (1982). Varieties of Qualitative 

Research. Beverly Hills, Sage Publications.

Majchrzak, A. (1984). Methods for policy research. Beverly Hills. CA, Sage 

Publications.

Manson, P. (2000). Max Weber. Classical and modem social theory. H. Anderson 

and L. B. Kaspersen. Blackwell, Blackwell Publishers: 75-95.

Marascuilo, L. A. and M. McSweency (1985). Non-parametric and distribution free 

methods for the social sciences. Santa Barbara, California, Kinkos Publishing 

Group.

Margolis, J. D. (2001). “Responsibility in organizational context.” Business Ethics 

Quarterly 11(3): 431-454.

294



Mars, G. (1983). Cheats at work : an anthropology of workplace crime. London, 

Unwin Paperbacks.

Marsh, C. (1979). Opinion polls: social science or political manoeuvre? 

Demystifying social statistics. J. Irvine, I. Miles and J.Evans. London, Pluto 

Press.

Marshall, G. (1998). Oxford Dictionary of Sociology. Oxford, OUP.

Marshall, M., R. Sheaff, A. Rogers, S. Campbell, S. Halliwell, S. Pickard, B. Sibbald 

and M. Roland (2002). “A qualitative study of the cultural changes in primary 

care organisations needed to implement clinical governance.” British Journal 

of General Practice 52(481): 641-645.

Marshan, S. S. A. (1991). Spatial distribution of the crimes of theft in the city of 

Riyadh. Riyadh, King Saud University.

Martinko, M. J., M. J. Gundlach and Scott C. Douglas (2002). "Toward an 

Integrative Theory of Counterproductive Workplace Behavior: A Causal 

Reasoning Perspective." International Journal of Selection and Assessment 

10(1): 36.

Maslow, A. (1954). Motivation and Personality. New York, Harper & Row.

Mason, J. (2001). Qualitative researching. London, Sage Publications.

Mason, J. (2002). Qualitative Interviewing: asking, listening and interpreting. 

Qualitative research in action. T. May. London, Sage Publications: 225-241.

Maull, R., P. Brown and R. Cliffe (2001). “Organisational culture and quality 

improvement.” International Journal of Operations & Production 

Management 21(3): 302-326.

May, T. (2002). Qualitative research in action. London, Sage Publications.

McCaghy, C. H., P. C. Giordano and T. K. Henson (1977). “Auto theft: Offender and 

offense characteristics.” Criminology: An Interdisciplinary Journal 15(3): 

367-385.

McCarthy, B. (1995). “Not Just for the Thrill of It - an Instrumentalist Elaboration of 

Katzs Explanation of Sneaky Thrill Property Crimes.” Criminology 33(4): 

519-538.

McGonigle, T. P. (2000). Investigating the development of a global measure of 

orpaniza.tional justice. Blacksburg, Va., University Libraries Virginia 

Polytechnic Institute and State University.

295



McNees, M. and Patrick (1980). “An experimental analysis of a program to reduce 

retail theft.” American Journal of Community Psychology 8(3): 379-385.

Michel, R. (1937). “The crime of robbery.” Monatsschrift fuer Kriminalbiologie und 

Strafrechtsreform 28(65).

Mikulay, S., G. Neuman and L. Finkelstein (2001). “Counterproductive workplace 

behaviors.” Genetic Social and General Psychology Monographs 127(3): 

279-300.

Mikulay, S. M. (1999). Counterproductive behavior in the workplace: Person and 

situation influences.

Miller, D. C. and N. J. Salkind (2002). Handbook of research design & social 

measurement. London, Sage.

Miller, L. and J. Allen (2004). 2003 / 2004 Supermarket Store Shrink Survey. USA: 

Arizona, The National Supermarket Store Research Group.

Miller, L., J. Allen and A. Smith (2004). 2003 Convenience Store Shrink Survey. 

USA: Arizona, The National Convenience Store Research Group.

Minnaar-Van Veijeren, J. (1999). “South Africa: Proposals to Combat White-Collar 

Crime at National Level.” Journal of Financial Crime 7(3): 265-270.

Mirrlees-Black, C. and A. Ross (1994). Crime against retail and manufacturing 

premises: findings from the 1994 Commercial Victimisation Survey. A 

research and Planning Unit Report. London, Home Office, Research and 

Statistics Department.

Mitchell, T. R., D. Daniels, H. Hopper, J. Falvy and G. R. Ferris (1996). “Perceived 

correlates of illegal behavior in organizations.” Journal of Business Ethics 

15(4): 439-455.

Montmarquette, C. and M. Nerlove (1985). “Deterrence and delinquency: An 

analysis o f individual data.” Journal of Quantitative Criminology 1(1): 37-58.

Moser, C. and G. Kalton (1971). Survey methods in social investigation. London, 

Heinemann.

Mousa, H. (2002). Saudi Arabia Annual Exporter Guide. Riyadh, U.S. Embassy.

Mumford, M. D., M. S. Connelly, W. B. Helton, J. M. Strange and H. K. Osbum

(2001). “On the construct validity of integrity tests: Individual and situational 

factors as predictors of test performance.” International Journal of Selection 

and Assessment 9(3): 240-257.

296



Mumford, M. D., S. Connelly, W. B. Helton, J. R. Van Doom and H. K. Osbum

(2002). “Alternative approaches for measuring values: Direct and indirect 

assessments in performance prediction.” Journal of Vocational Behavior 

61(2): 348-373.

Murphy, K. R. (1993). Honesty in the workplace. Pacific Grove, CA, US, 

Brooks/Cole Publishing Co.

Nagin, D. S. and R. Paternoster (1993). “Enduring Individual-Differences and 

Rational Choice Theories of Crime.” Law & Society Review 27(3): 467-496.

Nakamura, M. (1985). “The cognition of juvenile delinquents to their situations of 

offenses.” Tohoku Psvchologica Folia 44(1-4): 92-100.

Nelken, D. (1997). White-Collar Crime. The Oxford Handbook of Criminology. R. 

M. Mike Maguire, and Robert Reiner. Oxford, Clarendon Press.

Nelson, D. and S. Perrone (2000). Understanding and Controlling Retail Theft: Trend 

and issues in crime and criminal justice. Canberra, Australia, Australian 

Institute of Criminology.

Neuman, W. L. and B. Weigand (1999). Criminal Justice Research Methods: 

qualitative and Quantitative Approaches. Boston, Allyn & Bacon.

Nickle, V. MA (1988). Motivations and rationales for employee theft. Macomb, 

Illinois, Western Illinois University.

Nicol, A. A. M. PhD (2000). A measure of workplace honesty. Ontario, Canada, 

University o f Western Ontario

Nicol, A. A. M. and S. V. Paunonen (2002). “Validity evidence for the different item 

styles of overt honesty measures.” Journal of Business and Psychology 16(3): 

431-445.

Niehoff, B. P. and R. J. Paul (2000). “Causes of employee theft and strategies that 

HR managers can use for prevention.” Human Resource Management 39(1): 

51-64.

Nisbet, J. (1997). Policy-oriented research. Educational research methodology and 

measurement: an international handbook. J. P. Keeves. London, Elsevier 

Science Ltd.

Novelli, S. (2001). Saudi Arabia. Bi-weeklv Bulletin. Manitoba, Canada, Agriculture 

and Agri-Food Canada. 14.

Nunnally, J. C. (1978). Psychometric theory. London., McGraw-Hill.

297



O'Hara, K., C. M. Johnson and T. A. Beehr (1985). “Organizational behavior 

management in the private sector: A review of empirical research and 

recommendations for further investigation.” Academy of Management 

Review 10(4): 848-864.

Oliphant, B. J. and G. C. Oliphant (2001). “Using a behavior-based method to 

identify and reduce employee theft.” International Journal of Retail & 

Distribution Management 29. no. 10 48(12): 442-451.

Ones, D. S. and C. Viswesvaran (2001). “Integrity tests and other criterion-focused 

occupational personality scales (COPS) used in personnel selection.” 

International Journal of Selection and Assessment 9(1-2): 31-39.

Oppenheim, A. N. (2000). Questionnaire Design. Interview and Attitude 

Measurement. London and New York., Continuum.

Oz, E., R. Glass and R. Behling (1999). “Electronic workplace monitoring: what 

employees think.” Omega-International Journal of Management Science 

27(2): 167-177.

Paajanen, G. E., PhD (1988). The Prediction of Counterproductive Behavior bv 

Individual and Organizational Variables. Minneapolis and St. Paul, 

University o f Minnesota.

Pagani, L., B. Boulerice, F. Vitaro and R. E. Tremblay (1999). “Effects of poverty on 

academic failure and delinquency in boys: A change and process model 

approach.” Journal of Child Psychology and Psychiatry and Allied 

Disciplines 40(81: 1209-1219.

Pallant, J. (2001). SPSS survival manual: a step-bv-step guide to data analysis using 

SPSS for Windows ("Version 101. Buckingham, Open University Press.

Pallone, N. J. and J. J. Hennessy (1992). Criminal behavior: A process psychology 

analysis. New Brunswick, NJ, US, Transaction Publishers.

Palys, T. (1997). Research decissions: quantitative and qualitative perspectives. 

Toronto, Canada, Harcourt Brace & Company.

Parilla, P. F. PhD (1982). Organizational control of employee theft : a test of 

deterrence control hypotheses. Management. Minneapolis and St. Paul, 

University of Minnesota: 218.

Pawar, M. S. (1985). “Behind the borstal lads.” Social Defence 20(80): 14-24.

298



Payne, B. M., J. F. Nielsen and K. L. Tyran (2002). “An investigation of cultural 

cohesion in a community bank.” International Journal of Human Resource 

Management 13(4): 677-696.

Payne, S. L., PhD (1981). Perceptions of Supervisory Response to Employee 

Pilferage and Theft. Management. Phoenix, Arizona State University.

Payne, S. L. (1989). Self-presentational tactics and employee theft. Impression 

management in the organization. R. A. Giacalone and P. Rosenfeld. Hillsdale, 

NJ, US, Lawrence Erlbaum Associates, Inc.: 397-410.

Pearson, K. (1901). “Principal Components Analysis.” The London. Edinburgh and 

Dublin Philosophical Magazine and Journal 6(2): 566.

Pedhazur, E. J. (1982). Multiple regression in behavioral research: explanation and 

prediction. London, Holt, Rinehart and Winston.

Penrod, S. (1987). “Covert facilitation: A necessary adjunct to overt facilitation?” 

Journal of Social Issues 43(3): 71-78.

Peterson, D. K. (2002). "Deviant Workplace Behavior and the Organization's Ethical 

Climate." Journal of Business and Psychology 17(1): 47-61.

Pettigrew, A. M. (1979). “On Studying Organizational Cultures.” Administrative 

Science Quarterly 24: 570-581.

Phillips, J. P. (1986). Report of the Working Group on Shop Theft. London, Home 

Office: 25.

Plotkin, R. (2001). Preventing internal theft: a bar owner's guide. Tucson, AZ, 

BarMedia.

Pogrebin, M. R., E. D. Poole and R. M. Regoli (1986). “Stealing money: An 

assessment of bank embezzlers.” Behavioral Sciences and the Law 4(4): 481- 

490.

Pole, C. J. and R. Lampard (2002). Practical social investigation: qualitative and 

quantitative methods in social research. London, Prentice Hall.

Procter, P. (1995). Cambridge international dictionary of English. Cambridge, 

Cambridge University Press.

Pruitt, C. R. and J. Q. Wilson (1983). “A longitudinal study of the effect of race on 

sentencing.” Law and Society Review 17(4): 613-635.

299



Pun, K. F. (2001). “Cultural influences on total quality management adoption in 

Chinese enterprises: An empirical study.” Total Quality Management 12(3): 

323-342.

Punch, K. F. (1998). Introduction to social research: Quantitative and qualitative 

approaches. London, Sage Publication.

Purpura, P. P. (1984). Security & loss prevention. Boston, Butterworth.

Purpura, P. P. (1991). Security and loss prevention: An introduction. Boston, 

Butterworth-Heinemann.

Purpura, P. P. (1998). Security and loss prevention: An introduction. Boston, MA, 

Butterworth-Heinemann.

Purpura, P. P. (2002). Security and loss prevention: An introduction. Boston, MA, 

Butterworth-Heinemann.

Pyle, D. J. and D. F. Deadman (1994). “Crime and the business cycle in post-war 

Britain.” British Journal of Criminology 34(3): 339-357.

Quick, J. C. (1992.). “Crafting an organizational culture: Herb's Hand in Southwest 

Airlines.” Organizational Dynamics 21,(2): 45-56.

Raghubir, P. and G. Menon (1996). “Asking sensitive questions: The effects of type 

of referent and frequency wording in counterbiasing methods.” Psychology 

and Marketing 13(7): 633-652.

Raine, A., P. Brennan, B. Mednick and S. A. Mednick (1996). “High rates of 

violence, crime, academic problems, and behavioral problems in males with 

both early neuromotor deficits and unstable family environments.” Archives 

of General Psychiatry 53(6): 544-549.

Reid London House (2002). Twelfth Annual Report on Supermarket Employees, 

Reid London House, the Food Marketing Institute, and the Retail Institute at 

Purdue University. West Lafayette, Indiana.

Riyadh Police (2001). Annual Statistical Book. Riyadh, Saudi Arabia, Riyadh Police 

(Arabic).

Rob, R. and P. Zemsky (2002). “Social capital, corporate culture, and incentive 

intensity.” Rand Journal of Economics 33(2): 243-257.

Robin, G. D. (1978). Employees as offenders: a sociological analysis of occupational 

crime.

300



Robinson, S. L. and R. J. Bennett (1997). Worklace Deviance. Research on 

negotiation in organizations. R. J. Lewicki, R. J. Bies and B. H. S . . Stamford, 

CT, US, JAI Press, Inc.: 53-86.

Robinson, S. L. and A. M. O'Leary-Kelly (1998). “Monkey see, monkey do: The 

influence of work groups on the antisocial behavior of employees.” Academy 

of Management Journal 41(6): 658-672.

Roebuck, J. B. and T. Barker (1974). “A typology of police corruption.” Social 

Problems 21(31: 423-437.

Rollin, J. E. PhD (1997). The social ecology of crime in Saginaw, Michigan. Ann 

Arbor, U of Michigan.

Rosse, J. G., R. C. Ringer and J. L. Miller (1996). “Personality and drug testing: An 

exploration of the perceived fairness of alternatives to urinalysis.” Journal of 

Business and Psychology 10(4): 459-475.

Rudestam, K. E. and R. R. Newton (2001). Surviving vour dissertation: a 

comprehensive guide to content and process. London, Sage Publications Inc.

Saltzman, L., R. Paternoster, G. P. Waldo and T. G. Chiricos (1982). “Deterrent and 

experiential effects: The problem of causal order in perceptual deterrence 

research.” Journal of Research in Crime and Delinquency 19(2): 172-189.

Samuel, W. and E. Moulds (1986). “The effect of crime severity on perceptions of 

fair punishment: A California case study.” Journal of Criminal Law and 

Criminology 77(3): 931-948.

Sarasalo, E., B. Bergman and J. Toth (1997). “Theft behaviour and its consequences 

among kleptomaniacs and shoplifters - A comparative study.” Forensic 

Science International 86(3): 193-205.

Saudi Ministry of Interior (2000). Statistical Book. Riyadh, Saudi Arabia, Ministry of 

Interior (Arabic).

Saudi Ministry of Interior (2001). Statistical Book. Riyadh, Saudi Arabia, Ministry of 

Interior (Arabic).

Schein, E. H. (1984). “Coming to a new awareness of orgaizational culture.” Sloan 

Management Review 11: 3-16.

Schein, E. H. (1997). Organizational culture and leadership. San Francisco, Jossey- 

Bass.

301



Schmidt, F. L. and J. E. Hunter (1998). “The validity and utility of selection methods 

in personnel psychology: Practical and theoretical implications of 85 years of 

research findings.” Psychological Bulletin 124(2): 262-274.

Schneider, B., H. W. Goldstein and D. B. Smith (1995). “The ASA framework: an 

update.” Personnel Psychology 48: 747-773.

Schneider, J. L. (2003). "Prolific Burglars and the Role of Shoplifting." Security 
Journal 16(2): 46-59.

Schneider, J. L. (2005). "The Link Between Shoplifting and Burglary." British

Journal of Criminology 45(31: 395-401.

Schroeder, L. D., D. L. Sjoquist and P. E. Stephan (1986). Understanding Regression 

analysis: An introductory guide. London, Sage Publications, Inc.

Selling, L. S. (1944). “Specific war crimes.” Journal of Criminal Law and 

Criminology 34: 303-310.

Sharp, J. A. and K. Howard (1996). The management of a student research project. 

Hants, England, Gower Publishing Limited.

Shotter, J. (1981). Telling and reporting: Prospective and retrospective uses of self

ascriptions. The psychology of ordinary explanations of social behaviour. 

London, Academic Press Inc. Ltd.

Sieh, E. W. (1987). “Garment workers: Perceptions of inequity and employee theft.” 

British Journal of Criminology 27(21:174-190.

Sieh, E. W., PhD (1985). Equity and Employee Theft: A Study of Fairness at Work.

Simmons, R. C. (1987). Relationship between moral reasoning and participation in 

and acceptance of library theft-behaviors among undergraduates in a large 

academic library.

Sinclair, A. (1993). “Approaches to Organizational Culture and Ethics.” Journal of 

Business Ethics 12(1): 63-73.

Slobodian, P. J. and K. D. Browne (2001). “A review of car crime in England and 

Wales.” British Journal of Social Work 31(3): 465-480.

Smith, R. G. (1997). Measuring the Extent of Fraud in Australia. Canberra, 

Australian Institute of Criminology.

Sommers, I., J. Fagan and D. Baskin (1993). “Socio-cultural influences on the 

explanation of delinquency for Puerto Rican youths.” Hispanic Journal of 

Behavioral Sciences 15(1): 36-62.

302



Spector, P. E. (1997). The role of frustration in antisocial behavior at work. 

Antisocial behavior in organizations. R. A. Giacalone and J. Greenberg. 

Thousand Oaks, CA, US, Sage Publications, Inc: 1-17.

Stack, S. (1995). “The effect of temporary residences on burglary: A test of criminal 

opportunity theory.” American Journal of Criminal Justice 19(2): 197-214.

Steffensmeier, D. and D. Haynie (2000). “Gender, structural disadvantage, and urban 

crime: Do macrosocial variables also explain female offending rates?” 

Criminology 38(2): 403-438.

Sullivan, M. (2005). Uses of qualitative research in identifying and measuring 

outcomes of responsible fathering fatherhood programs: innovation in an 

uncharted environment. Brunswick, New Jersey, Rutgers University, for 

National Center On Fathers and Families NCOFF. 

www.ncoff.gse.upenn.edu/briefs/sullivanbrief.pdf. 17/5/2005. 17/5/2005.

Sutherland, E. (1949). White collar crime. New York, Dryden Press.

Sutherland, E. H. (1940). “White-collar criminality.” American Sociological Review 

5: 1-12.

Sutherland, E. H. (1945). “Is "white collar crime" crime?” American Sociological 

Review 10: 132-139.

Tabachnick, B. G. and L. S. Fiedell (1996). Using multivariate statistics. New York, 

Harper Collins.

Taylor, R. R. (1986). “A positive guide to theft deterrence.” Personnel Journal 65(8): 

36-40.

Teevan, J. J. and H. B. Dryburgh (2000). “First person accounts and sociological 

explanations of delinquency.” Canadian Review of Sociology and 

Anthropology 37(1): 77-93.

Tepeci, M. PhD (2001). The effect of personal values, organizational culture, and 

person-organizational fit on individual outcomes in the restaurant industry. 

School of Hotels, Restaurant and Recreation Management. University Park, 

PA, The Pennsylvania State University.

Terman, C. L. MBA (1985). An inside job: the prevention of internal theft. Austin, 

University o f Texas.

Thompson, D. J. MA (1998). Work place theft as a function of opportunity. Scarman 

Centre. Leicester, University of Leicester.

303

http://www.ncoff.gse.upenn.edu/briefs/sullivanbrief.pdf


Thoms, P., P. Wolper, K. S. Scott and Dave Jones (2001). “The relationship between 

immediate turnover and employee theft in the restaurant industry.” Journal of 

Business and Psychology 15(4): 561-577.

Thurstone, L. L. (1931). “Multiple factor analysis.” Psvcological Review 38: 406- 

427.

Tillman, R., K. Calavita and H. Pontell (1997). “Criminalizing white-collar 

misconduct - Determinants of prosecution in savings and loan fraud cases.” 

Crime Law and Social Change 26(1): 53-76.

Tillman, R. and M. Indergaard (1999). “Field of schemes: Health insurance fraud in 

the small business sector.” Social Problems 46(4): 572-590.

Tonglet, M. and J. Bamfield (1997). “Controlling shop crime in Britain: costs and 

trends.” International Journal of Retail & Distribution Management 25(9): 

293-300.

Toulson, P. K., N. D. Campbell and J. Holt (1998). Testing the value-human 

resource management relationship in New Zealand organisations: findings of 

a cross-national replication study. Sydney, University of New South Wales 

School of Industrial Relations and Organisational Behaviour.

Tucker, J. (1989). “Employee theft as social control.” Deviant Behavior 10(4): 319- 

334.

Umbreit, M. S. (1989). “Crime victims seeking fairness, not revenge: Toward 

restorative justice.” Federal Probation 53(3): 52-57.

Van de Ven, A. H. and D. L. Ferry (1980). Measuring and assessing organizations. 

New York, Chichester, Wiley.

Van Muijen, J. J., P. Kopman, K. De Witte, G. De Cock, Z. Susanj, F. Lemoine, D. 

Bourantes, N. Papalexandris, I. Branyicski, E. Spaltro, J. Jesuino, J. 

Gonzalevs das Neves, H. Pitariu, E. Konrad, J. Peir, V. Gonzlez-Rom and D. 

Tumipseed (1999). “Organizational Culture: The FOCUS questionnaire.” 

European Journal of Work and Organziational Psychology 8: 551-568.

Vandenberghe, C. (1999). “Organizational culture, person-culture fit, and turnover: a 

replication in the health care industry.” Journal of Organizational Behavior 

20(2): 175-184.

304



Vandenberghe, C. and J. M. Peiro (1999). “Organizational and Individual Values: 

Their Main and Combined Effects on Work Attitudes and Perceptions.” 

European Journal of Work and Organizational Psychology 8(4): 569 — 581.

Vardi, Y. and Y. Wiener (1996). “Misbehavior in organizations: A motivational 

framework.” Organization Science 7(21: 151-165.

Viano, E. C. (1996). “Stereotyping and prejudice: Crime victims and the criminal 

justice system.” Studies on Crime and Crime Prevention 5(2): 182-202.

Volavka, J. (1984). “EEG and crime: Evidence from longitudinal prospective 

studies.” Advances in Biological Psychiatry 15: 97-101.

Vrij, A., K. Edward and R. Bull (2001). “Stereotypical verbal and nonverbal 

responses while deceiving others.” Personality and Social Psychology 

Bulletin 27(7): 899-909.

Wahrer, J. M. MS (1987). The Relationship between Characteristics of Job 

Applicants and Admissions of Employee Theft. E. Lansing, Michigan State 

University.

Waldo, G. P. and T. G. Chiricos (1972). “Perceived penal sanction and self-reported 

criminality: A neglected approach to deterrence research.” Social Problems 

19(4): 522-540.

Warr, M. (1988). “Rape, burglary, and opportunity.” Journal of Quantitative 

Criminology 4(3): 275-288.

Warwick, D. P. and L. Charless A. (1975). The Sample Survey: Theory and Practice. 

New York, McGraw-Hill Book Company.

Warwick, D. P. and S. Osherson. (1973). Comparative research methods. Englewood 

Cliffs, N.J., Prentice-Hall.

Waters, D. (1998). Quantitative methods for business. New York, Addison Wesley 

Longman Publishing Company.

Wattenberg, W. W. and J. Balistrieri (1952). “Automobile theft: a "favoured-group" 

delinquency.” American Journal of Sociology 57: 575-579.

Weiner, A. N. (1997). How to reduce business losses from employee theft and 

customer fraud. Vestal, N.Y., Almar Press.

Weisburd, D., E. Waring and E. Chayet (1995). “Specific Deterrence in a Sample of 

Offenders Convicted of White-Collar Crimes.” Criminology 33(4): 587-607.

305



Wheeler, S. (1993). “The Prospects for Large-Scale Collaborative Research - 

Revisiting the Yale White-Collar Crime Research Program.” Law and Social 

Inquiry-Journal of the American Bar Foundation 180 V 101-113.

Wheeler, S., D. Weisburd and N. Bode (1982). “Sentencing the white-collar 

offender: Rhetoric and reality.” American Sociological Review 47(5): 641- 

659.

White, G. L. (1995). “Employee Turnover: The Hidden Drain of Profits.” HR focus: 

American Management Association's human resources publication 72(1): 15.

Williams, E. Y. (1935). “Thieves and punishment.” Journal of Criminal Law and 

Criminology 26: 52-60.

Wimbush, J. C. and D. R. Dalton (1997). “Base rate for employee theft: Convergence 

of multiple methods.” Journal of Applied Psychology 82(5): 756-763.

Wright, D. B. (1997). Understanding statistics: an introduction for the social 

sciences. London, Sage publications.

Wright, S. (1994). Culture in anthropology and organizational studies. Anthropology 

of organizations. London, Routledge.

Yavas, U. (1994). “Deliberation in grocery shopping prospects for the adoption of 

retailing technology.” Marketing Intelligence & Planning 12(2): 32 - 37.

Yee, J. L. and D. Niemeier (1996). Advantages and Disadvantages: Longitudinal vs. 

Repeated Cross-Section Surveys. Project Battelle. University of California, 

Dept. Of Civil and Environmental Engineering, Division of Statistics.

Zammuto, R. F. and J. Y. Krakower (1991). “Quantitative and Qualitative Studies of 

Organizational Culture.” Research in Organizational Change and 

Development 5: 83-114.

Zetocha, D. F. and W. M. Leonard (1986). Internal theft: the silent crime against 

business. Fargo, N.D., Cooperative Extension Service North Dakota State 

University.

Ziegenfuss, D., E. (1996). “State and local government fraud survey for 1995.” 

Managerial Auditing Journal (9): 101.

306


