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Part 1- Spectroscopic Studies Of Coal Solvent Interaction 

Part 2 - Solvation Studies

Abstract of thesis submitted for the degree of Doctor Of Philosophy at the University Of Leicester
by

Benjamin WiUiam Taylor BSc(Leicester)
Department Of Chemistry 
University Of Leicester

An overview of coal from a geological context and a review of the use of ESR in coal research is 
presented. A series of ESR experiments conducted with a selection of coals are described. These 
include attempts to identify the environments in which iron (III), manganese (II) and vanadyl ions are 
bound within coal. It is concluded that the principle vanadyl environment is a porphyrin-like 
structure and that for iron (HI) is clay. No specific environment is proposed for manganese(II) but, a 
mineral environment is most likely. Extraction by organic solvents yields an extract apparently 
enriched in iron(IU). Possible interpretations of this result are discussed.

IR spectroscopy is used to study carbonyl groups carried by a range of organic solvents introduced 
into coals. It is concluded that die solvents are hydrogen-bonding to trapped water and carboxylic 
acid functional groups at the coal surface. Weaknesses in the exp>erimental techniques used are 
discussed and proposals for future experiments in the area are made.

The NMR chemical shifts of probe species in binary solvent systems are used in an investigation of 
the Covington model of preferential solvation. It is concluded that, while a useful treatment, the 
model is flawed in any system where solvent molecules outside the primary solvation shell exert an 
influence on solute chemical shift.

The IR spectra of the CN stretch of MeCN in methanol shows a transition from discrete bands to a 
merged band with increasing temperature. The lifetime of the bonded dimer is calculated from curve 
fitting data. The calculated lifetime, ca. 1 ps, agrees with values reported from molecular dynamics 
modelling.

Data from molecular dynamics simulations of the TIP4P model for water is used to analyse hydrogen 
bonding using geometric bonding criteria. Populations of free OH groups and lone pairs are 
presented for various geometric criteria. It is concluded that molecular dynamics simulations of water 
are not at variance with Symons' model for the structure of water.
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1. INTRODUCTION TO COAL STUDIES 

1.1. Introduction

Recent years have seen an Increased interest in coal chemistry.

The principle reason behind this is that coal is now viewed as 

something more than a source of thermal energy. Coal contains the 

degraded remains of a plethora of living organisms that have been 

exposed to high pressure amd tenperature during an often lengthy 

geological history. In this respect coal is similar to crude oil, 

the world's major energy source. With dwindling reserves and 

rising unit production costs of oil, coal may yet have to be a 

major chemical feedstock.

Unfortunately coal is not as convenient to use as oil. It is a 

solid, auid so harder to transport and store, it contains inorganic 

contaminants and its organic ccmponents have not been degraded to 

the same degree as oil. None of these problems are 

insurmountable. For example powdered coal mixed with air can be 

punped like a fluid^ and the organic components can be broken down 

to produce synthetic oil by pressure treatments. Only by further 

research into the properties of coal Ccui the groundwork be laid 

for the coal utilisation technology of the future.

1.2. The Nature Of Coal

Coal is a very complicated mixture of orgguiic and inorganic 

ccxiponents. Coals are described as having a specific 'rank'. The 

rank of a coal is tied to the degree of alteration frcrni the



precursors. It is normal to think of rank as a function of the 

carbon content of a coal (higher rank coals have higher content). 

Carbon content runs from around 70% in lignites up to the mid 90s

with anthracites. With increasing rank coal becomes more aromatic 

and loses volatiles (CO3, H2O, CH«, HzS) . A general sequence of 

coal types, in increasing remk, is shown below.

o Peat

o Lignite (Brown Coal)

o Sub Bituminous Coal

o High Volatile Bituminous Coal (HVB)

o Ifedium Volatile Bituminous Coal (MVB)

o Low Volatile Bituminous Coal (LVB)

o Semi-Anthracite

o Anthracite

o Meta-Anthracite

With increasing rank coals beccxne harder and more brittle. The 

energy released on combustion reaches a maximum between LVB coals 

and anthracites^. Beyond this point there is too much aromatic 

stcd>ilisation (cf. specific latent heat of benzene vs. 

cyclohexane) for the energy yield to increase.

With its highly heterogeneous nature it is not possible to think 

of coal as having a specific molecular structure. It is probably 

a retrograde step to attempt to do so as it is necessary to always 

bear in mind that the results obtained in amy investigation are



indicative merely of trends and averages. Only in a few cases are 

any results attributable to easily defined atomic arrangements.

Coals are heterogeneous in the macroscopic regime. Examining 

lumps of coal from the same seam some will be seen to be dull and 

powdery, others shinier with vitreous lustre. These differences 

reflect the different macérais that make up coal. Macérais are 

the organic geochemical equivalent of minerals; inorgamic rocks 

are composed of minerals where coals are ccmposed of macérais.

The macérais that make up coals cam be separated by density 

techniques. Research into them indicates different possible 

origins i.e. bark, leaves, wood, spores, driftwood, burnt wood 

etc. The chemical differences between them are generally minimal, 

their composition and nature being a function of their subsequent 

geological history rather than of their botanical precursors. 

Distinctions between macérais will not be considered further in 

this work, all samples used being crushed coals.

Most properties of coals are related to the structure of coals®. 

The structure of coals changes with ramk. X-ray diffraction 

studies identify structural trends^'®.

Low Rank An open structure of randomly oriented and

cross-linked aromatic regions.



Medium Rank A structure with fewer cross-links and

reduced porosity. A  moderate degree of ring 

orientation is evident between the larger 

euromatic areas.

High Ramk Larger aromatic layers with still greater

orientation. The pore systems become 

directional.

The high ramk structure might be viewed as ' contaminated 

graphite', the low ramk one as a condensed biochemical macro­

molecule. This view is furthered when it is remembered that 

plants are the precursor of coals. As coal ramk increases the 

hetero atoms aure ejected as volatiles by functional group 

elimination. Methame is also lost (cf. methane danger in mines) 

so that a high rank coal is a hydrocarbon that is becoming more 

hydrogen deficient under consideraüsle directed pressure. An 

ultimate conversion to graphite is quite reasonable to postulate.

1.3. Coal Geology

Conclusions drawn from chemical studies of coal camnot be made in 

isolation, such work must be interpreted within the framework of 

coal geology amd the particular geological history of the coal(s) 

under study. It is, therefore, worth looking at coal in its 

geological context.

When looking at geological history it becomes necessary to alter 

the perception of time. Of all geological processes only volcanic



eruptions and earthquakes occur fast enough to be visible to the 

human eye. In geology the standard time unit tends to be one 

million years (1 My) . The scale of events that can be looked at 

from this new time frsune include the splitting apart of 

continents, the building of mountain ranges from sea-floor 

sediments and the solid phase recrystallisation of millions of 

cubic metres of rock. In terms of the geological record the 

present day erosion of Bnglcuid by the sea represents an 

'instantaneous' marine transgression®.

With the exception of the Bovey Tracey lignite deposit in Devon 

all British coals date from the same geological period, the 

Carboniferous^. Their average age is around 300 My (or 9.4 X 

I0«s) .

1.3.1. The British Carboniferous

The Carboniferous system is the time period lasting from 

approximately 345 My to 280 Ity. It falls between the earlier 

Devonian and the later Permian. Both of these systems saw arid 

desert conditions in the British Isles emd this is reflected in 

the distinctive sediments deposited at the time. These include 

desert sandstones emd evaporite deposits (such as the Cheshire 

salt deposits). The Carboniferous represents the 65 ISy gap in 

between during which the climate was more humid and different 

sediments were deposited as the British Isles crossed the equator. 

These sediments include marine limestones, deltaic sandstones and 

the coal measures.



It should not be thought that coal forming conditions have only 

beccxne established once in the Earth's history. All stratigraphie 

periods from the Devonian onwards show the development of coals in 

some part of the world^. Earlier coals are not found simply 

because there were no advanced plants on land to become coal. It 

would likewise be in error to assume that coal formation is 

connmonplace. Excepting, once again, the Bovey Tracey lignite, 

coal forming conditions have only once been established in the 

area now known as the British Isles. What is remarkable a3oo\it the 

British coalfields is that they form part of a chain that 

developed at the same time running from Polsuid to the Great Lakes. 

To understand how this coalfield developed it is necessary to 

excunine the paleogeography of the Westphalian (315 ïtyr-290 My), the 

part of the Carboniferous that saw most coal development.

1.3.1.1. Westphalian Paleogeography

In simple terms when the Earth's tectonic plates collide mountain 

chains are formed along the margins. The classic example today is 

the Alpine - Himalayam chain. In this process the ocean that 

separated the continents is lost and the sediments on the shelf 

seas bordering the ocean are often subjected to severe deformation 

in an event called an orogeny.

One instance of this process came to a completion in the Late 

Silurian (430 Ityr to 395 My) in Britain*. The mountains formed by 

the closing of the lapetus ocean (There is no surviving remnant of 

the lapetus ocean. Its existence cam only be inferred from the



rocks of the continents that bordered it.) are known as the 

Caledonides. They stretch frcxn Norway through Scotland, 

Newfoundland, Nova Scotia and continue as part of the Appalacian 

mountains of the USA. At this time there was no Atlantic ocean, 

southern Greenland, Newfoundland and south-west Ireland lay within 

a few hundred miles of each other. To the south of this continent 

lay the Rheic ocean. The margins of the Rheic ocean lay through 

central Germany, France, Spain and the Atlantic seaboard of the 

USA. This paleogeography is illustrated in Figure 1.1.

By Westphalian times the deformation of this continental margin 

was well underway in the early stages of what would become the

Key

upland Areas [ \ |

Terrestrial Clastic Sedimentation 

Sctiematic Drainage Systems ■  ̂ | 1

Figure 1.1 Westphalian Paleogeography of 

NW Europe and NE America^
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Hercynian orogeny. Island arcs probably lay to the south of 

Britain in FrcUice and Germany. The area between the Caledonides 

in the north emd the developing Hercynides in the south was mostly 

covered by shallow seas. A few 'positive' areas would have been 

emergent. St. Georges Lemd, an island running from Wales through 

the London region into Belgium, is the most important example. 

Rivers carrying sediment eroded from the Caledonides flowed into 

this region. The Namurian (the period before the Westphalian) had 

seen the development of huge sandy deltas into the sea, seen today 

as the grits of the Pennines

1.3.1.2. Coal Measures Sedimentation

During the Westphalian the rate of sediment supply was lower and a 

different kind of sedimentation set in. For about 20 I9y during 

the Westphalian a balance between the sediment supply and. the sea 

was maintained. Most of the region seems to have been either 

shallow sea or low-lying delta. Each phase of delta sinking (or 

sea rising) would be matched by renewed delta development. The 

sediments developed appear to form cycles, with the depositional 

environment getting shallower, from marine muds to fossil soils 

and coals, within the cycle.

Each cycle represents the pushing out of a delta into the sea.

Some cycles are never completed, others can be seen to have been 

partially eroded before starting again. The study of the coal 

measures cyclic sedimentation auid its interpretation are enormous 

topics^®.
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The coals themselves represent the stage of delta development that 

correspond to the development of vegetation on the delta. 

Development of a plamt cover does not lead directly to coal. The 

plant material must be buried beyond the reach of oxygen before it 

can decompose too far. This inqplies that the coals represent the 

plemts growing in (or washed into) anaerobic swanps. Once plants 

died and sank into the debris beneath the water level no further 

oxidation could teüce place. To produce a worthwhile seam tens of 

metres of vegetation would have to accumulate, the degree of 

compaction from plant material to coal being 80%-90%. This 

required thickness is why the stability of the deltas is so 

important. If the deltas were not subsiding then they would silt 

up and become an oxygenated flood plain. If they were 

transgressed by the sea too often then the plant debris would be 

destroyed before enough could accumulate. The accumulation of 

plant material was clearly aided by the paleoclimate. The climate 

was hot and humid as the coal swamps developed in the equatorial 

rain belt. The evidence for this comes from the lack of seasonal 

growth rings in fossil plant cross-sections. Continental drift 

theories require the British Isles to have crossed the equator 

during the Carboniferous as the region was in the southern desert 

belt during the Devonian and the northern desert belt during the 

Permian.

The total volume of sediment deposited on the deltas is enormous. 

In the Lancashire coalfield the total thickness of the coal 

measures is 3 km. This is after conpaction has taken place.

12



1.3.2. Coalification

Coallficatlon is the process by which conqpacted plant debris is 

transformed into coal. In chemical terms it is an example of a 

reaction being driven by pressure. The equation in question is 

given below.

Low Grade Material = Volatiles + High Grade Material

The volatiles in question include water, carbon dioxide, hydrogen 

and methaoie. The lowest grade of material is unaltered plant 

debris, the highest is graphite. This picture is over simplistic 

as the chemical pathways from wood to graphite are not one 

continuous reaction. The geological evidence is for a two phase 

conversion with two controlling forces.

The first phase of coalification is driven by compression of the 

sediment. It represents the changes from peat to lignite (brown 

coal). The drop in volatile proportion is from about 80% to 

around 50%. The volume undergoes an 80% reduction. The pressure 

from additional sedimentary cover is sufficient to drive this 

c h a n g e .

The second phase of the conversion process takes the volatile 

ccxrponent down to around 10%. There is much less reduction in 

volume associated with this change. During this change extensive 

chemical restructuring takes place. Functional groups are 

eliminated and the degree of aromaticity (expressed as the

13



percentage of carbons shown by "C NMR to be aromatic) increases 

from less than 20% to over 90%^^.

Not surprisingly this transformation is heat driven. There are 

two principle sources of heat in the geological environment. 

Firstly there is the heat conducted up from the mantle and lower 

crust. Although dependent on the underlying geology the 

geothermal gradient averages 3-5 per 100m in depth. This would 

have produced possible temperatures of 200 in the British 

coalfields, assuming that at least 3 km of overlying sediment was 

present.

The second source of heat is that given off from magmas intruded 

within the crust. When magmas rise through the crust they will 

either reach the surface, resulting in a volcano, or they will 

solidify as am intrusion. Intrusions cam vary in size between the 

Comubian gramite batholith (all the gramites from the Scilly 

Isles to Dartmoor link up underground) and dykes only inches 

across that follow joints in the host rock.

During the late Carboniferous and Early Permiam there was 

consideraüDle intrusive activity in the British Isles. One example 

is the Whin Sill in the north of Englamd. The Whin Sill is a 

sheet of Dolerite (dolerite is am intrusive igneous rock, 

chemically related to basalt) that today forms the crags that 

Hadrian's Wall is built on to the east of Carlisle and which 

underlies much of the Northumbriam coal field. The cooling sill 

will have released a lot of heat into the overlying coal measures.

14



This may be a partial explanation as to why the Northumbriam coals 

are of higher grades than those in Yorkshire and further south.

Another example of am intrusion changing the grade of coal comes 

from Pennsylvamia where a coal seam changes from Bituminous coal 

to Anthracite and even graphite before being cut by a Basalt dyke. 

Beyond the dyke the sarnie changes are seen in reverse. This is an 

example of contact metamorphism, where a rock is metamorphosed by 

contact with a hot intrusion. Regional metamorphism is the term 

used for metamorphosis on a large scale where pressure and/or heat 

are applied to a large area. Medium and high grade regional 

metamorphism represent environments too extreme for coals to 

survive. Some graphite bands in schists (a kind of metamorphic 

rock produced by recrystallisation under elevated temperature and 

severe directed stress) have been interpreted as being the remains 

of coal deposits.

1.3.2.1. Geological Evidence

The evidence for this picture of coal development is geological. 

The first phase (loss of volatiles) represents a purely pressure 

effect. In parts of the Moscow area there are lignites dating 

from the Lower Carboniferous (i.e. older than British coals). They 

were put under pressure by more sediments deposited on top (now 

removed) but have never been deeply buried because the area has a 

very stable basement. Neither have they ever been exposed to any 

igneous or metamorphic episodes, again because of the stable 

basement. As a result they have experienced sufficient pressure

15



to remove the excess volatiles and produce lignites, but have 

never been in an environment where elimination of functionality 

and aromatisation could take place.

British coals have been exposed to higher thermal gradients as 

they were deposited in areas with underlying instabilities (the 

British Carboniferous contains a fair quamtity of volcanic rocks). 

At seme stage in their history there has been sufficient heat to 

activate the reactions necessary to convert lignites to coals.

It has been argued that coalification is a very long term process 

The evidence cited for this view is the lack of any true coals in 

Europe younger than 100 My, all younger deposits being lignites. 

However, these sediments have not been exposed to the conditions 

necessary to produce true coals from lignites. In Mexico and 

Venezuela there are true coals (admittedly of low grade) younger 

than 30 l^.

In geological terms the coalification process is fast. The 

evidence for this comes from South Wales. Here the coal measures 

are succeeded by the Pennant Group samdstones. They are coarse 

grained sandstones interpreted as having been deposited by rivers 

Fragments of bituminous coal have been discovered in the Pennamt 

group. These cam only have come from the coal measures, 

immediately beneath the sandstones, which must have already been 

buried, turned to coal, uplifted and eroded by the close of the 

Carboniferous.

16



A coal exposed to specific conditions for a prolonged period of 

time is likely to show an increasing coal ramk with the continued 

exposure. A limiting ramk likely to be attained under any given 

conditions must be envisaged. This would seem reasonable if the 

nature of the chemical changes required to enhance coal ramk is 

considered. The reactions will involve carbon -carbon bond 

cleavage amd aromatic ring formation in the solid phase. Such 

reactions will have sizaLble potential barriers that must be 

overcome with the ambient heat the only source of energy.

1.3.3. Conclusion

The worlds greatest coalfield, stretching from Polamd to the 

American mid-west is a legacy of the Hercynian orogeny. Crustal 

tensions behind the active continental margin caused a weakening 

and partial collapse of the earth's crust. Sediment flow into the 

resultant basin was frcm both the developing Hercynides (to the 

south) and the older Caledonides (to the north) . The sediment 

flow during the Westphalian just about balanced the rate of 

collapse and the area was covered with deltas supporting a lush 

tropical floral cover.

During the later phases of the orogeny tension turned to pressure 

and the sedimentary basins were buried by material eroded from the 

newly uplifted mountains. These pressures, in conjunction with 

the heat of the magmas intruded at the sarnie time, were sufficient 

to convert the compacted plant debris to bituminous coals and 

anthracites by very late Carboniferous or earliest Permian times.

17



1.4. Coal Solvent Interactions

Considerable evidence exists to support the view that coals are 

three dimensional, porous, cross linked structures, with an 

appreciable amount of low weight material (under 1000 amu) also 

p r e s e n t ^ I t  is thought that these smaller fragments will be 

chemically similar to the bulk. They are not part of the 

framework but are trapped by cross-links prohibiting escape and/or 

bound by hydrogen bonds or other weak methods of binding.

One of the principle forms of evidence for this picture ccxnes frcxn 

solvent absorption studies. Coals show a considersd>le propensity 

for swelling on the adsorbtion of certain solvents. Volume 

increases of over 50% are known. Pyridine can extract up to 25% 

of the mass of a coal sample. Clearly the pore structure of the 

coal is instrumental in this behaviour. The breaking up of coal 

by solvent adsorbtion taüces on both chemical amd physical aspects. 

That the most effective solvents are nucleophiles, such as 

pyridine and ethylenediamine, suggests a chemical approach^

Cross links between coal fragments may be broken by nucleophilic 

substitution reactions occurring on the bridges amd by the 

disrupting of hydrogen bonding. As the links break so the coal 

fragments can move apart, causing swelling and releasing small 

fragments into solution.

The physical approach can illustrated by the f o l l o w i n g ^ W h e n  

coal is exposed to a vapour, such as benzene, uptake continues 

without reaching equilibrium even after weeks of exposure.

18



Benzene vapour condenses in the pores. It then extracts material 

£r<xn the coal, the resulting solution has a lower vapour pressure 

than the pure benzene outside the coal. This drives even more 

benzene into the coal. The invading benzene sets up stresses that 

eventually cause the coal structure to re-adjust, with coal-coal 

bonds bresJcing where necessary.

The two pictures shown above are obviously both complementary and 

simplistic. They do not easily account for the observation that 

only around 50% of adsorbed toluene can be removed by exposure to 

high vacuum”*̂ . The re-adjusting coal framework may well trap 

pockets of solvent in some way. Coal is unique in showing 

entrafxnent to this degree.

Investigation into the way in which solvents may bind to coal gmd 

what material can be extracted by said solvents can be conducted 

in many ways. Infra-red spectrosccpy can follow the ad)sorptions 

of those functional groups in both coal and solvent that may be 

interacting, in this way the sites and strengths of bonds formed 

may be studied. Electron Spin Resonance (ESR) spectroscopy can 

study scxne of the more rare components of coal, the transition 

metals, emd see whether or not they are extracted into solution. 

Details of both of these types of experiment are presented in 

Chapters 2 (ESR) and 3 (IR).
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1.5. ESR Studies of Coal

1.5.1. Overview Of ESR

Electron spin resonance (ESR) is a spectroscopic technique that is 

similar in principle to the more familiar NMR (nuclear spin 

resonance) technique. In the ESR experiment microwave radiation 

is cQxsorbed by electrons in an applied magnetic field changing 

their spin states. As with NMR the observed absorption is the net 

absorption due to electrons moving to a higher energy state over 

and above those dropping back to the ground state amd emitting 

energy whilst so doing. Only unpaired electrons give ESR spectra, 

as pairs of electrons occupying a single orbital may not have the 

same spin cpiantum number. This restriction severely limits the 

applicability of the technique to organic radicals and transition 

metals with an odd number of d electrons. The nature of the ESR 

spectrum is dependent upon the type and magnetic environment of 

the orbital containing the excited electron. The parameters used 

to describe the spectrum are outlined below.

g-values

The g-value is the rate of divergence of the possible spin levels 

(usually +/- 1/2) in an applied magnetic field (of strength B), 

and is given by the equation

hu = g/fjgB

This value can be considered as analogous to the chemical shift in 

NMR. For those electrons coupled to other spins by spin-spin,

20



rather than spin-orbit interactions the value is close to 2 

(2.0023), such signals are termed 'free-spin'. With transition 

metal complexes g can be shifted up or down via. spin-orbit 

coupling because the d orbital levels are close together and 

coupled by a magnetic field.

Mhnganese(II) is a d^ high-spin complex so each d orbital contains 

one electron, giving an S-state radical. Agis therefore small cuid 

g is approximately 2 . With vanadium the strong V-0 bond splits 

the levels of the complex so g-values are shifted by spin-orbit 

coupling, but not very far.

Hyperfine Coupling

Hyperfine coupling represents the effect of electron-nuclear 

coupling with magnetic nuclei. As such it is analogous to nuclear 

spin-spin coupling in NMR. The electron experiences a variety of 

local magnetic field strengths depending on the state of nearby 

magnetic nuclei. In the case of ®^Mn, with I = 5/2, six lines 

are produced, one each for the six possible Mi values; +5/2, +3/2, 

+1/2, -1/2, -3/2 and -5/2. V has 1=7/2, giving eight lines. 

GTpe, the only magnetic iron nucleus, is in very low abundance and 

is not seen. Hyperfine coupling is a tensor quantity and will 

often be resolved into parallel smd perpendicular features for 

complexes with axial symmetry. The hyperfine structure of many 

spectra serve as useful fingerprints.
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Zero-Fleld Splitting

This occurs when the possible electron spin-states are not 

degenerate with a zero external magnetic field. This splitting 

may cause additional splitting of the observed spectrum. If 

small, as in the case of symmetrical octediedral complexes like 

mangguiese(II), then satellite lines are seen either side of the 

main lines. Where the zero field splitting gets large compared to 

the resonance field strength only some of the possible lines may 

appear. Others may be of very low intensity or shifted beyond the 

rauige of the spectrometer. This situation occurs with iron (III), 

where lines characteristic of square planar and rhombic splittings 

can readily be identified.

1.5.2. Introduction to ESR Studies of Coal

Coal has been studied by ESR since the earliest days of the 

technique, the first studies being published in 1 9 5 4 By the 

end of the 1950's ESR studies of coal had been reported frcxn 

around the world. The results of these early studies were 

reviewed by Tschamler suid De Ruiter in 1962^^. At this stage all 

work referred to a singlet close to free-spin, referred to 

subsequently as the free-spin signal. The effect of air, 

solvents, acétylation, chlorination, oxidation, reduction and even 

7 -irradiation on this signal have been reported. Correlations 

between coal composition and ESR spectra have also been 

extensively investigated.
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Work has continued to concentrate on the free-spin signal to the 

point where the origins and interpretation of this signal are 

quite well understood. ïfore recent work has been reviewed by 

Retcofsky^^.

A variety of other signals can be found in the ESR spectra of 

coals. These are of low intensity compared with the free-spin 

signal. As a result they will not usually be seen if room 

temperature spectra of the free-spin signal are being recorded.

At higher spectrometer gain settings and at low temperatures these 

additional features become visible. They are due to transition 

metals. Manganese(II), vanadium (IV) (as vamadyl) and various 

forms of iron(III) can all be identified.

The probable reason for the neglect of these features is that the 

study of trace exponents does not attract much interest from 

beyond the academic ccHnmunity. By comparison the behaviour of the 

bulk 'organic' component is of possible economic and environmental 

importance and so research is concentrated in this area, 

particularly in the USA where such workers as Retcofsky^^,

Petrakis and Grandy^^ have contributed to the understanding of 

coal combustion processes.

While this state of affairs is understandable on economic grounds, 

it is important to rememnber that other aspects of coal are 

potentially fruitful areas for ESR research.
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1.5.3. The 'Free-Spin* Signal

1.5.3.1. Introduction

In this section the accepted interpretation of the free-spin 

signal in the ESR spectrum of coals is discussed. This signal 

dominates the ESR spectrum, so much so that in most cases the 

signal must be allowed to overload in order to see anything else. 

This signal is due to the organic bulk of coal, all other signals 

are due to trace transition metals.

1.5.3.2. Intensities

The intensity of an ESR signal is proportional to the number of 

unpaired spins in the sanple^^, so it is possible to calculate the 

spin density in the sample from the intensity measurements. When 

plotted against carbon composition the spin densities show a near 

exponential growth up to around 94% carbon^®. The spin densities 

are in the region of 10^® to 10^® spins per gram. Beyond 94% 

carbon the spin density tails off sharply. The interpretation of 

this^° is that the size of the aromatic regions increases with 

increasing carbon content, slowly up to around 90% and rapidly 

cüDove. It would be expected that the degree of stabilisation of a 

radical would increase with the size of the aromatic systems. As 

a result the high carbon content coals contain a higher 

concentration of stabilised radicals. The reduction of the signal 

at very high carbon content is due to the increase in conducting 

graphitic regions and the linking of aromatic regions. Discrete
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radicals are then lost into conduction bands and large delocalised 

systems.

1.5.3.3. Line Widths

The linewidth of the free-spin signal in coal varies between aüaout 

0.6 G and 8.6 G. Measurements on a large number of coals, mostly 

American, show the line width to be a function of the hydrogen 

content^^. This leads to the hypothesis that the linewidth is due 

to unresolved hyperfine interactions between the unpaired 

electrons and hydrogen nuclei. However, certain anthracites and 

meta-anthracites with less than 1% hydrogen have much larger line 

widths (up to 63 G). This is thought to be due to the beginnings 

of graphitic behaviour.

Other mechanisms are also thought to contribute to the observed 

linewidth. These include electron exchange narrowing^^ and 

g-value anisotrcpy.

1.5.3.4. g-Values

The earliest systematic investigation of g-values from the free- 

spin signal was published in 1966^^. Studies show that the 

g -value is a function of the oxygen and sulphur contentai. The 

nitrogen content is seemingly not a factor. The implication of 

this is that the orgsmic radicals are stabilised by heteroaromatic 

systems containing oxygen and sulphur. Numerous studies have 

taken place of radical anions and cations based on these systems 

which give g-value in the range exhibited by coals. Extrapolation
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of the results to zero sulphur and oxygen content gives g-values 

around those seen in neutral aromatic hydrocarbon radical

1.5.3.5. Conclusions

The free-spin signal in the ESR spectrum of coals is due to 

radicals stabilised by heteroaromatic systems in coal. Models 

exist to explain the intensity, linewidth and g-value of this 

feature in terms of the composition of the coal. Work has now 

progressed to studying these parameters whilst the coal undergoes 

chemical and/or physical treatments.

1.5.4. Other Signals

Three transition metals can be identified in ESR spectra of -coals, 

vanadium (in the form of vanadyl), maingcLnese (II) and iron (III) .

The intensity of these signals is less than that of the free-spin 

signal by at least two orders of magnitude.

It is only in the 1980s that any workers have produced 

publications concentrating on ESR spectra of transition metals in 

minerals separated frcmi coals^^'^®. This work has the objective of 

identifying the location of the metals in coals by matching the 

spectra of coal derived mineral matter with the spectra of 

minerals or doped crystals. Progress with vamadyl and 

mangsmese ( II) signals has been made as accurate A  value 

measurements allow matching to be attempted. Iron (III) spectra do 

not lend themselves to such treatment and so the distribution of 

iron within coal is unclear, particularly with respect to the
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possibility of iron being held within the 'organic phase' rather 

than within mineral matter.

The importance of the mineral matter in coals as catalytic sites 

for pyrolysis has also been investigated®^. Related work on ESR 

spectra of metals in petroleum and tar sands®^ as well as on soil 

derived humic acid ccmplexes®®'®^ has also been published.

1.6. IR Studies

1.6.1. Introduction

Possibly the most widely known property of coal is its colour, 

typically black for bituminous and cinthracitic coals. This is 

held to be due to the sum of the myriad electronic absorption 

bands that merge into a nearly continuous absorption that 

decreases towards longer wavelengths. The furthest extension of 

this band reaches into the near-infrared region, a region widely 

used by chemists to elucidate the composition of organic 

compounds.

Coal, as an optically dense solid, is not ideal material for

infrared absorption spectroscopy. Severe surface scattering means

that scrnie form of sample preparation is required. Two principle

routes exist, either the particle size can be reduced and the

powder held in a suitôüsle medium, or smooth coal surfaces can be

prepared. Possible approaches were reviewed by van Krevelen®®.

The approaches considered there include:

Cut thin sections 
Nujol mulls
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Hexachlorbutadiene mulls 
Brcxnoform paste
Potassium bromide pressed disks

Other techniques subsequently used include pressed disks of pure 

coal^^ and reflectance spectroscopy of diamond cut surfaces®®.

All of these techniques have disadvantages. In the case of 

suspension techniques there is the problem of spectral obscuration 

by the suspending medium. Cut sections take time to prepare auid 

allow oxidation to take place. All techniques make it difficult 

to study the reactions of coals as the adsorbtion of most reagents 

leads to swelling, as discussed in Section 1.4. Modem advances 

in spectrometer design and computerised data processing have 

improved the quality of results achieved.

1.6.2. Results

Infrared studies have produce important positive and negative 

evidence about the chemical structure of coals. The information 

obtained ccmnes frcxn the presence, or cd)sence, of absorption bands 

characteristic of a specific bonds. A typical spectrum and the 

assignment of its major bands is presented in Chapter 3. The 

technic[ue can be used to follow reactions which alter specific 

bands. An example of this is presented in Chapter 3 which shows 

the absence of non hydrogen- bonded hydroxyl groups in a coal 

extract.

Infrared spectroscopy can be used to study the interaction between 

coal and solvents. Larsen®^ and Portwood^^ have reported studies 

of the breaking of intra-coal hydrogen bonds by adsorbed solvents.
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This approach is extended in Chapter 3 to include the study of the 

solvent molecule themselves after adsorption into the coal.
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2. ESR STUDIES OF COAL

2.1. introduction

As discussed in the previous chapter electron spin resonemce (ESR) 

can be a useful aid in investigating the detailed structure of 

coals. ESR requires unpaired electrons to be present for any 

signal to be seen. As a result the environments of any species 

with unpaired electrons present can be probed. Fortunately the 

organic bulk of coal only generates a single signal, representing 

those aromatic structures with am odd number of x-electrons. This 

signal is further discussed in Section 2.3.1 below. Those 

transition metal nuclei that are present cuid ESR active therefore 

dominate the ESR spectrum away from the single organic signal.

The purpose of this work is to use ESR to investigate the chemical 

environment of the three such nuclei, iron(III), manganese(II) and 

vanadium(IV) detectable in coal samples.

2.2. Experimental

Within the British coal industry coals are generally known by the 

name of the mine from which they were extracted. As mines 

frequently work several seams at different depths simultaneously 

it is impossible to give precise geological horizons for coal 

samples defined in this way. The following coals were provided 

for study by British Gas, all are from the Westphalieui except for 

Loyyan, for which no age was given.

o Snibston
o Hucknall
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o Manton
o Gedling
o Markhaun Main
o Manvers Swallow-Wood
o Nantgaxrw
o Loyyan

Ail of them are English bituminous coals from the East Midlands, 

except for Nantgarw, which is Welsh, and Loyyan, which is an 

American lignite.

All coal samples were stored in screw top jars as supplied by 

British Gas. Particle size varied from cüx>ut 10 mm to 1 mm. Coal 

samples were dried in an oven at 353 K for 24 hours before use.

At this time they were ground with a mortar and pestle to an even 

size. Samples prepared in this way are termed 'ground' .

The Loyyan coal was provided as a fine powder amd was kept in a 

zip-lock bag; it also was dried before use. The particle size of 

some samples was further reduced by use of grinding equipment in 

the Department Of Geology, Leicester University. These samples 

are fine powders with particles too small to visually distinguish. 

These samples are termed 'powdered'.

All ESR experiments conducted in this work, except where indicated 

otherwise, were conducted at 77 K with the sample immersed in 

liquid nitrogen. The sample was placed in a 4 mm quartz ESR tube 

which was itself immersed in a finger dewar of liquid nitrogen. 

After nitrogen boiling had reduced to a steady rate the finger 

dewar was located within the ESR spectrcxneter cavity, a stream of 

nitrogen gas was used to flush the cavity of excess moisture.
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Solvent extract experiments were carried out by adding a small 

quantity of coal to a sample tube of the selected solvent. The 

tube was shaken and left standing for a period of one week at rocxn 

tenperature. After this time a sample of the liquid was extracted 

with a pipette and filtered through cotton wool. ESR experiments 

on solvent extracts were conducted by dropping solution into a 

dish of liquid nitrogen to form beads. The beads were then 

transferred to a finger dewar of liquid nitrogen suitsüsle for use 

with the ESR spectrcxneter. Only Snibston coal was used for the 

solvent extract work.

2.3. Results

2.3.1. Line Shapes

Whilst conducting ESR experiments with coal looking for transition 

metal signals it became clear that some samples would give a clear 

spectrum whilst others would give indistinct 'bumps' in the 

expected region. Scxne coals tended to always give poor spectra. 

These may well contain a mixture of species that were giving 

overlapping features. Other coals, though, gave much better 

spectra when powdered, rather thaui ground.

Measured peak-peak line widths show no improvement but the lines 

appeared to the eye to be better resolved. The following results 

were obtained frcxn Snibston coal. In all cases the peak-peak line 

width of the ccxiponent of the manganese (II) sextet at the lowest 

field position was recorded.

34



Coal State Temperature Peak - Peak Linewidth

powdered 4 K 22 6
powdered 77 K 8 G - 20 6
grround 77 K 15 G - 20 G

Table 2.1 - Manganese (II) Unewidths from Snibston Coal

The cause of the apparent broadening may be a change in line shape 

rather than an actual linewidth change. Wertz and Bolton^ say 

that unsymmetrical line shapes may be seen with solid state 

spectra where local xnagnetic fields are uneven. This could easily 

be the case for the transition metals in coal if they are present 

in clusters or in mineral grains.

Magnetic minerals form with their magnetic fields aligned with the 

earth's magnetic field at the time of formation, indeed this 

phenomenon is often used in paleogeographic studies to identify 

the magnetic latitude at the time of deposition. Iron containing 

minerals in coal fragments will have a local magnetic field which 

will disrupt the spectrometer's applied field, giving rise to 

extra anisotropies in the spectrum. Reducing particle size will 

involve randomly orientating all the local magnetic fields within 

the sample, so negating their effect on the spectrum.

2.3.2. Organic Signals

It is not intended that the organic derived ESR signal of coals be 

widely discussed here. In the previous chapter it was shown how 

these signals have been identified by other workers as

35



representing the unpaired electrons in heterogeneous polyarcxnatic 

systems. It was also shown how the parameters describing the ESR 

spectra obtained can be related to the chemical prcperties of the 

coals concerned. In an effort to gain new information frcxn this 

spectrum experiments were conducted at 4 K (liquid helium 

temperature) .

2.3.2.1. Nature Of The Signal

In scxne cases two distinct signals have been seen superimposed in 

the orgcinic ESR spectrum of coal. This has only been seen in high 

grade coals and in some solvent modified coals, and consists of a 

narrow singlet superimposed on the usual broader singlet. The 

narrower line has been identified^'® as being due to line narrowing 

by exchange processes between radicals within coals. This 

behaviour increases with coal rank as the radical density 

increases, with a corresponding decrease in radical separation.

One possible way to get more detail from the organic ESR spectrum 

is to lower the temperature^. Signal amplitude is inversely 

related to the absolute temperature and Ti spin-lattice relaxation 

processes are minimised with decreasing temperature. By 

minimising thermal relaxation linewidths can be reduced, giving a 

better resolution.

No reference to coal ESR conducted at lic[uid helium temperatures 

(ca. 4 K) could be found in published literature. It was 

therefore decided to conduct experiments under these conditions to 

see if any fresh information could be gained.
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2.3.2.2. Results

Two spectra from this series are presented as Figures 2.1 and 2.2. 

Figure 2.1 shows the central singlet displayed under similar 

spectrcxneter settings to those previously used by Port wood® at 

room temperature. There is no sign of any additional detail in 

the spectrum. The saune is true of Figure 2.2 which shows a wider 

spectrum looking for more detail frcxn the transition metal 

signals. These spectra are essentially indistinguishable from 

those prcxhiced at the usual 77 K.

Measured linewidths for the organic signal at rcxxn temperature are 

typically between 4 G and 9 G®. The measured value frcxn Figure 

2.1 is 6.2 G.
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10G

3265G

Figure 2.1 - Free Spin Region Of Snibston Coal at 4K
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2.3 .2 .3 . Interpretation

Reducing the operating temperature of the E109 spectrcxneter from 

ca. 77 K to ca. 4 K does not seem to produce any benefits. The 

line widths obtained are not noticeably narrower than those 

obtained at higher tenperature. It must be concluded that thermal 

relaxation processes do not significantly contribute to the 

linewidth of the organic ESR spectrum of coal. Whatever variety 

of organic radicals does exist within coal, it is impossible by 

reduction of temperature to distinguish between any of them.

500G
2055G

Figure 2.2 ESR spectrum of Snibston Coal at 4K 

2.3.3. Iron (III)

Iron is a very important element in both biochemistry and 

geochemistry. Of the common oxidation states only iron (III) has
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the unpaired electrons necessary to produce an ESR signal. A  

Môssbauer study of iron containing minerals in coal was conducted 

by Montano® on West Virginian coals. He concluded that the iron 

containing minerals present were, in order of importance, pyrite, 

marcasite, clays (mainly illite), hydrated sulphates emd 

carbonates. The only minerals containing iron (III) were the 

clays, and even they were reported as having far less iron (III) 

in them than is usually the case for samples not derived from 

coal. Iron oxides were found only in weathered coals although 

magnetite (Fe304) has been identified elsewhere by ferromagnetic 

resonance in fresh coals^. These observations confirm that the 

coals were formed in a strongly reducing environment. The 

magnetic nature of magnetite has prevented it frcxn being detected

by normal ESR experiments® so it cannot be considered as a source

of any iron (III) ESR spectra.

2.3.3.1. Nature Of The Signal

Three separate iron (III) signals are seen in œ a l  ESR spectra. 

Each represents iron nuclei in a different environment. Two of 

the signals seen in this study (g = 6 amd g = 4.3) have been seen 

in studies of iron (III) in clays®.

The strongest iron signal is seen at around g = 4.3. It

represents iron (III) in an octahedral configuration^^ at the 

limits of rhombic distortion. It is a very common signal in 

g e o l o g i c a l ^ a n d biological samples^® and, as such, is not 

particularly informative. One significant point about this signal
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is that it represents, in both biochemistry and geochemistry,

'free' iron. Minerals containing a lot of iron (III) such as 

haematite (Fe203) only show this signal very weakly^ ̂ . This 

signal has been identified with the iron (III) in octahedral sites 

in clays®'^^.

Similarly the signal at around g = 6 represents square planar 

iron (III) This signal is less common in coal than the g = 4.3 

signal; it is also seen in clays®.

The third iron (III) signal occurs around g = 3.25. This is a 

much more unusual spectrum and has been assigned to 

superparamagnetic iron/oxygen c l u s t e r s ^ T h e s e  are discussed 

further below.

2.3.3.2. Results

Iron signals occurred in all of the coals studied. The g = 4.3 

signal was always present and had a consistent appearsmce. The 

g = 6 signal was much less intense than the g = 4.3 signal, and 

was not always present. The g = 3.25 signal is even less intense 

and appears mostly as a broad 'bump' in the baseline. All of 

these features are Icüselled in Figure 2.3.
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Organic and Vanadyl 
Features

g=4.3

g=3.25
g=6

1000G

3200G

Figure 2.3 - ESR spectrum of iron Features in Gedling Coal at 77K
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2.3.3.3. Interpretation

The g = 4.3 and g = 6 signals are widespread within different 

coals and always take the same form. They are, therefore, of no 

use as fingerprints for specific coals. It is not possible from 

the information derived from pure coals to determine whether the 

iron is located within mineral grains or within the organic 

component. Iron environments are discussed further in 

Section 2.4.

The g = 3.25 signal is of far more interest, although appearing in 

only a few samples. Such signals have been attributed to clusters 

of FeOOH when seen in iron transport proteins^^. The clusters 

have small enough masses to show superparamagpietic behaviour^ ®. 

This occurs where a group of nuclei form a magnetic microcrystal 

and the resultant magnetic field is weak enough to undergo rapid 

thermally induced fluctuations. Two possible interpretations 

exist for the occurrence of such clusters in coal.

Firstly it is possible that the source of the signals is the same 

biological source as already described. If this were that case 

then the iron cores of biological macromolecules have been 

preserved frcxn the original plant material.

The second possibility is that this is a sign of the development 

of secondary mineralisation since coal formation. The principle 

candidate must be goethite (essentially hydrous FeOOH). This 

would imply that the ground water passing through the coal has at
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some stage been oxidising. There must also have been a source of 

iron for reworking, which would most likely be pyrite (FeSa) , the 

most common iron containing mineral in coal^. It is also possible 

that oxidation has occurred since extraction from the coal face.

2.3.4. Manganese (II)

A  manganese (II) spectrum was only seen in Snibston coal. There 

was no sign of the vanadyl spectrum seen in all other coals 

studied. Manganese (II) occurs in many minerals, usually as a 

contaminant. ESR spectra of natural calcium salts such as 

calcite, aragonite (both polymorphs of CaCOs), and haematite 

(anhydrous Fe203), frequently show a manganese (II) ESR spectra. 

Clay group minerals can also show manganese (II) spectra. The 

detection of msmganese (II) is probsüsly of little significemce in 

itself, but its host mineral could be of significance as it has 

been suggested that calcium carbonate and/or calcium oxide may 

perform a significant catalytic role in coal pyrolysis^^.

2.3.4.1. Nature Of The Signal

Mangcinese (II) is a d® ion with a nuclear spin (®®Mq) of 5/2. This 

gives an easily recognised spectriun with six principle lines. 

Czrystal field splitting of the manganese d orbitals causes 

parallel and perpendicular satellites to be seen. Study of these 

features yields zero field splitting (D) values, which are more 

sensitive to the environment than the hyperfine coupling (A) 

values calculated from the principle lines.
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2.3.4.2. Results

The Snibston coal ESR spectrum is presented as Figure 2.5. The 

parêuneters calculated from the spectrum are presented below. In 

subsequent discussion D is taken as Dpan to preserve compatibility 

with other studies^^'^^ (the splitting from the last line of the 

principle sextet to the parallel feature is 2 Dparm, this value is 

halved to yield D ) .

Alao
Dpara
Dpaxp
Di>o

95 G 
185 G 
150 G
Dpara - Dpazp = 55 G

Isotropic Splitting

-5/2 -3/2 -1/2 4-1/2 4-3/2 4-5/2

Dperp

para

rj k A
\\i

250G .I--------- 1—

Field Centre = 3225G

Figure 2.4 - ESR Spectrum of Manganese (II) In Snibston Coal
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2.3.4.3. Interpretation

A study by Malhotra and Graham^® identified calcite as the source 

of the manganese (II) spectrum in Pittsburgh No. 8 coal. The ESR 

parameters from that study and others are reproduced below.

Sample Also D

Coal Derived Pyrite 95 G 60 G
Coal Derived Calcite^® 96 G 75 G
Pittsburgh No.8 Coal^* 96 G 77 G

Snibston Coal 95 G 185 G
Natural Calcite^® 96 G 80 G
Laboratory CaCOs^® 95 G 85 G

Dolomite^* 93 G 146 G
Modelling Clay^® 95 G 113 G

Table 2.2 - ESR Parameters for Manganese (II) Environments

Clearly the ESR spectra indicate that the manganese (II) spectrum 

from Snibston coal is not in calcite. The laboratory calcium (II) 

carbonate sairg)le gave a very similar spectra to those for natural 

and coal derived calcites presented in Reference 18. Further 

environments clearly need to be studied to identify the source of 

manganese (II) in Snibston coal.

2.3.5. Vanadium (IV)/Vanadyl

Vanadium (IV) in the form of the vanadyl ion, VD^+, has been 

identified by ESR in a variety of coal related environments.

These include porphyrins in asphaltene deposits^soils^^ and
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carboxylate conplexes in esturine sediments^^. The purpose of 

this work was to identify the vanadyl environment in coals.

2.3.5.1. Nature Of The Signal

The vanadyl ESR spectrum in the solid state has been described in 

basic terms by Me Bride^^. has a nuclear spin of 7/2 and so

an eight line spectrum is expected. In the solid state the axial 

anisotropy caused by the vanadyl oxygen causes the spectrum to 

appear as parallel and perpendicular features. The spectrum 

appears centred close to free-spin. It is, therefore, inpossible 

to measure g-values as this part of the spectrum is dominated by 

the organic radical signal. Measurements of the parallel and 

perpendicular hyperfine coupling constants, and were

made by measuring between the outermost ccxiponent lines of the 

spectra and dividing by seven.

2.3.5.2. Results

All coals studied, except for Snibston, yielded a vanadyl 

spectrum. A spectrum frcm Manvers Swallow Wood coal is presented 

as Figure 2.5. In scxne cases the perpendicular features are 

insufficiently resolved for an Apmxp value to be reported. Where 

both anisotropic A values are known it is possible to calculate 

the isotropic A value. Also, and the anisotropic interaction 

parameter, 2B. The values recorded amd the Also and 2B values 

calculated from them, are tabulated in Table 2.2.
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Figure 2.5 - Vanadyl Spectrum in Manvers Swallow-Wood Coal at 77K

Coal 1 Aparai 1 ̂ perp' 1 ̂ iso 1 |2B|

Manvers Swallow 
Wood

172G 62G 99G 73G

Manvers Swallow 
Wood

170G 67G lOlG 69G

Markhcun Main 180G - - -

Markham Main 170G - - -

Loyyan 180G 66G 104G 76G
Manton 175G 64G lOlG 74G
Manton 175G 58G 97G 78G
Hucknall 180G - - -

Table 2.3 - Vanadyl ESR Parameters from Coals
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Estimated experimental error on these values is ca. +/- 5 G. The 

main sources of error are the accuracy of measuring the width of 

the parallel feature, approximately 1200 G wide, and in defining 

the perpendicular features which are partly 'buried' by other 

lines. This means that the calculated values are within 

experimental limits of each other.

2.3.5.3. Interpretation

It is significant that the Loyyan sample gives a similar result to 

the others as it is an American lignite as opposed to a British 

bituminous coal. This would suggest that the environment of the 

vanadyl ion is not one that varies significantly with coal rank or 

geographical origin.

Other studies of vanadyl ions have produced a variety of results. 

Examples are presented it Tsüsle 2.3.

Sample l̂ isol |2B| Reference

Circle Cliffs 
Asphaltene

98G 74G 9

Boscan Asphaltene 97G 76G 14
Vanadyl

etiaporphyrin
97G 74G 14

vanadyl in humic 
acid

H O G 79G 21

vanadyl in humic 
acid

114G 77G 12

vanadyl/oxalate 106G 82G 12
penta-aqua vanadyl 12 OG 83G 12

coal average lOOG 74G This Work

Table 2.4 - Non-Coal Vanadyl ESR Parameters
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The environment of vanadyl in coal is clearly similar to the 

porphyrin environment found in asphaltenes. It is unlikely that 

porphyrin structures would form during the coalification process. 

This would suggest that the porphyrins were already present at the 

time of coal formation and that they are relics of some 

biochemical precursor. It is possible that the vanadyl group has 

displaced another ion from the porphyrin but vanadyl is known to 

occur in fungi^^ and similar primitive plants will have certainly 

lived in the coal swamps.

The important conclusion frcxn this work is that the vanadyl in 

coal is located within the organic 'phase' rather than being 

present as a trace element in a mineral.

2.4. Coal Extracts

2.4.1. Introduction

The ability of solvents to penetrate coals and extract material 

frcan them has been an area of study for many years^^'^®. Seme ESR 

work has been performed on solvent extraction, mostly at high 

temperatures and pressures. Most of these studies have 

concentrated on studying the organic ESR signal. It might be 

possible for ESR study of solvent extracts to help identify the 

location of metals within coal. Mineral grains should be highly 

insoluble in most organic solvents, whilst metal containing 

organic structures might be released frcrnn the coal into solution, 

and so be seen in the extract.
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Duber et ai® and Yokokawa®® both claimed that the organic ESR 

signal was a composite of two lines, one with a line width of 

ca. 6 G, the other about 2 G. The narrower line is identified 

with radicals in the coal macrcmolecule that are capcible of 

exchcinge interactions with each other whilst the broader line is 

due to radicals isolated from other radicals within the coal 

matrix. Duber et al® demonstrated that the apparent linewidth 

could be changed by preferential quenching of one or other of the 

radicals responsible. They found that the ESR spectrum of a 

pyridine extract contained none of the narrower feature, thereby 

apparently broadening. Seehra et al^?, however, using N-methyl 

pyrrolidone, found no radical quenching and therefore proposed 

that different extraction mechanisms must be considered.

2.4.2. Results

The extract spectra were found to contain the same features as the 

pure coal spectra. The changes were mostly in terms of different 

relative intensities of features. Sample spectra are presented as 

Figures 2.6 and 2.7. The results are presented in Table 2.5. The 

iron and organic peak heights refer to the peak heights of the 

g = 4.3 iron (III) signal and of the organic spectrum.

Spectrcmeter power and field modulation were kept at the same 

values throughout these spectra, so the peak heights and their 

ratio serve as a rough guide to allow comparison of the extracts. 

No height is given for the pyridine organic peak because the 

feature was very strong and was not resolved on the chart paper.
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500G

2053G

Figure 2.6 - ESR Spectrum of Benzene Extract of Snibston Coal
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500G

2053G

Figure 2.7 - ESR Spectrum of Acetone Extract of Snibston Coal

The procedures used to prepare these spectra were not intended to 

be quantitatively accurate. In qualitative terms the benzene 

results stands out as being significantly different. The most 

remarkable feature of these results is the enrichment in 

iron (III). This is shown by all samples, but particularly by 

benzene and, to a lesser extent, by pyridine. Only the benzene 

and pyridine extracts show any sign of other (non iron(III)) 

transition metal features centred on free-spin. In both cases the 

spectrum is insufficiently resolved to allow identification.
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Solvent Fe
peak

height

organic
peak

height

peak
height
ratio

recorder
gain

organic
peak

iinewidth

Untreated
Coal

38 24320 640 1.6*103 6 G

Benzene 122 77 0.63 1 .6*10* 12 G
Acetone 2 151 75.5 3.2*10* 8 G
DMSO 1.5 156 104 5.0*10* 5 G
DMF 6 182 30.3 2.5*10* 5 G
pyridine 60 n/a n/a 6.3*10* 12 G
trimethyl- 
benzene

0 36 n/a 6.3*10* 6 G

nitro­
benzene

0 89 n/a 5.0*10* 10 G

Table 2.5 - ESR Data For Solvent Extracts

2.4.3. Discussion

2.4.3.1. Iron (III) Content

There are three ways in which the iron (III) content of the 

extracts could be enhanced. Firstly oxidation could be taking 

place of iron (II) minerals within the coal whilst the extraction 

takes place. The oxidising agent would have to be atmospheric 

oxygen dissolved in the solvent which does not explain why the 

final extract composition is so solvent dependent.

A second possibility is that the iron (III) containing 

environments are being preferentially extracted by the solvents. 

Confirmation of this explanation would require knowledge of the 

precise iron (III) environments. If they are evenly distributed 

throughout the organic phase then it is difficult to understand 

how the extraction can be selective. It could be understood if
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the iron were localised, either in scxne form of iron rich cluster 

or in microcrystals, and those environments were preferentially 

extracted. It is recognised that coals can be modelled as two 

component systems^^. One component is an insoluble macromolecule 

and the other a lower weight 'mobile' ccmponent trapped within, or 

bound to, the first component. The apparent concentration of iron 

in extracts would suggest that the iron is preferentially located 

in the mobile ccmponent. Iron present as mineral grains would 

clearly be a part of this component. Perhaps iron transporting 

organic compounds might be sufficiently stable to 'resist' 

inclusion in the macromolecule during coal formation.

A third possibility is that the phenomenon identified is not a 

preferential extraction of iron (III), but a quenching of the 

radicals in the organic matrix. Duber et al^ claim a 30% loss of 

spin density whilst saturated with pyridine, which returns after 

washing with methanol and hydrochloric acid. This quenching 

process could certainly be operating but does not fully explain 

the observed results. Duber et al found that the radical 

quenching ability of a solvent was proportional to its ability to 

extract coal material. This was shown by Marzec et to be a

function of the DN-AN value for the solvent, where DN is the 

Gutmann donor number and AN the Gutmann acceptor number. This too 

does not explain the results given that benzene performs best and 

better electron donors and acceptors are present amongst the 

solvents used. The Gutmann values and the iron (III)/organic peak 

height ratio are presented in Table 2.5.
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Solvent DN AN DN-AN Peak Height 
Ratio

Benzene 0.1 8.2 -8.1 0.63
Acetone 17.0 12.5 +4.5 75.5
DMSO 29.8 19.3 +10.5 104
DMF 26.6 16.0 +10.6 30.3

Pyridine 33.1 14.2 +18.9 n/a

Table 2.7 - Gutmann Parameters For Solvents Used

Clearly the experimental results are difficult to explain and a 

more rigourous quantitative study is probably necessary to 

determine whether iron (II) is being oxidised during the 

extraction or if organic radical quenching is a significant 

mechanism.

2.5. Conclusions

ESR studies of transition metals in coal have produced few 

conclusive results. Certainly vanadyl is located within 

porphyrin-like structures in the organic phase. Iron (III) must 

be present in clays, is probably present as an oxidation product 

of iron (II) minerals, and its presence in the organic phase 

cannot be ruled out. Manganese (II) is present, but not in 

calcite where it has been found in Pittsburgh No.8 coal.

The brief solvent extract study seems to pose more questions than 

it answers. A rigourous study of extracts and residues may 

generate useful information, particularly if combined with studies 

of extracts with different analytical techniques. Room
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temperature ESR of liquid extracts may give liquid phase spectra 

if the complexes are small, or solid phase spectra if the metals 

are still trapped within the coal matrix.
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3. INFRA-RED STUDIES OF GOALS

3.1. Introduction

Infra-red éüssorption spectroscopy is used extensively to study the 

bonding in many kinds of compounds. Its basis is the excitation 

of the vibrational modes possessed by the sample. A non-linear 

polyatcxnic molecule has 3n-6 vibrational modes, where n is the 

number of atoms. Linear polyatomics have 3n-5 modes. All modes 

are in principle features of the whole molecule. Fortunately many 

modes predominantly feature one specific bond or group, examples 

being the stretching of a carbonyl group or one of the six 

possible modes of a group of the form A X 2. Vibrational modes 

featuring the same kind of deformation of the same chemical group 

will tend to aOxsorb at very similar frequencies. The exact 

frequency of the radiation absorbed is determined by the 

characteristics amd environment of the group in question.

Coals are heterogeneous mixtures and so few specific bonds can be 

identified by infra-red absorption. In most cases only the 

general types of bonds can be identified. Infra-red aüasorption 

spectroscopy can be used to study in detail the effect that coals 

have on other compounds in contact with coal. This chapter 

presents an investigation of the way in which the spectra of 

organic solvent molecules are changed after being adsorbed by 

coals. The aim of the work is to determine the nature of the 

functional groups accessible to solvents within coals and to see 

how such groups change with different coals.
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3.2. Experimental

Infra-red absorption spectroscopy faces mcuiy technical 

difficulties when performed on coals. Foremost is. the difficulty 

in obtaining spectra of an opaque solid. The coal itself must be 

carefully prepared as elevated temperatures and chemical 

treatments will cause chemical alteration. For experiments where 

solvents are required to interact with coals it is necessary to 

expose the coal to solvent in such a way that the coal sample does 

not disintegrate and the spectrum is not overwhelmed by excess 

unbound solvent. These issues are addressed in the following 

sections.

3.2.1. Coal Samples

Coal samples were provided either as powders or as raw coal stored 

under deoxygenated water. Neither form is suiteüble for IR 

absorption spectroscopy. Even if they could be mounted in the 

spectrometer then the optically opaque nature of coal, and the 

scattering ability of the powder, would make spectroscopy 

impossible. Coal solutions cannot be used as studies have shown 

that the extraction of coal by orgsuiic solvents is a selective 

process. Mulls are likewise unusable as exposure to solvents 

would be problematical and the mulling agent might obscure 

significant spectral features.

Other workers have reported the used of cut thin sections and 

reflectance spectroscopy as solutions to the problems1. These
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techniques are not available at Leicester and so new techniques 

had to be developed.

Portwood^ reported the use of pressed discs of ground coal. These 

gave very good transmission spectra but they are extremely fragile 

and would disintegrate when exposed to solvent vapours that cause 

swelling of the coal. A  better solution proved to be films of 

coal deposited from coal/water slurries.

3.2.1.1. Coal Slurry Preparation

All coal IR spectra presented in this work were recorded using 
films of coal deposited from a slurry, termed slides. Only water 

based slurries were used as most samples were supplied in water 

suid coals are naturally saturated with water when underground. 

Solvents that would react with coal clearly could not be used. 

Dichloromethane, which does not react with coal, a fact 

established by ESR studies^, was tried but it failed to form a 
slurry with coal.

Samples for preparation were ground with a mortar and pestle. The 

slurries were generated by grinding the coal with water in a 

McCrone Micronising mill fitted with agate elements.

Approximately 1 g of coal was used with 10 cm^ of water. The 

water was taken from the storage jars containing the coals as it 

should have been in chemical equilibrium with the coal, or de­

ionised water if using powders. Grinding periods of 1-24 hours 

were used and were not found to make a difference to the spectra
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obtained. Coal slurries were stored in sealed sample tubes until 

used. If kept for over a week slurries would start to settle out.

3.2.1.2. Coal Slide Preparation

Coal slides were prepared on 25 mm diameter calcium fluoride 

spectroscopic plates. Calcium fluoride was chosen because it does 

not have any absorption in the region selected for study, that of 

the stretching modes of carbonyl and hydroxyl groups. The 

preparation of slides from slurries require that the water is 

removed in such a way as to prevent cracking of the coal. Cracked 

slides may fall off the plate when held vertically and are likely 

to give a noisy spectrum if they do remain intact.

The most reliable way found to produce a film was as follows. The 

plate was heated in an oven at 85 **C. A  single drop of slurry 

frcxn a pipette was placed at the centre of the slide and spread

thinly over the plate. The heat of the plate then dried the

slurry within seconds. This usually produced an even slide that 

would not disintegrate. If the slide cracked then the plate was 

cleaned with acetone and returned to the oven. The fresh slides 

were allowed to stand for an hour before being returned to the 

oven, it having been found that a rapid return to the oven 

produced cracking of the film. Slides were left in the oven until 

required, the elevated temperature minimising the uptake of water 

by the coal.

The slide of a coal extract referred to in Section 3.3.2 was 

prepared in a similar way to those described above. The only
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difference being that as acetone was the solvent heating the slide 

was not necessary to ensure rapid evaporation.

3.2.2. Spectrometer

All spectra were recorded on a Perkin Elmer 681 twin beam infra­

red spectrometer used in absorption mode. Data capture and 

processing was performed in some cases on eui attached 

microcooputer. This provided facilities for curve smoothing, 

calculation of difference spectra, differentiation and peak 

finding. The loss of this roicroconputer facility forced a 

premature eüoandonment of this progrcun of work.

The spectrometer cavity was flushed with nitrogen that had been 

passed through a dreschler bottle of molecular sieve. Removal of 

atmospheric water in this way improved the resolution of the 

spectra by removing minor water features from the 1550 - 1750 cm’i- 

region being used to study carbonyl stretching frequencies. These 

features re-occurred at the same frequencies and had previously 

been interpreted as fine detail of the solvent carbonyl stretch 

band2.

3.2.3. Exposure To Solvents

Most of the exqperiments reported in this chapter involve the 

binding of a solvent to coal. It was found to be difficult to 

achieve solvent addition with the sample in the spectrcxneter as 

the sample was heated by the spectrometer beam. Change could be 

seen in the 3200 cm'i- region of the spectirum where hydrogen bonds

63



could be seen to be being lost as the spectrometer beam drove off 

solvent and/or water from the coal. It was decided to place the 

sample in the spectrcxneter only when the solvent adsorption had 

taken place. As a result the solvent lines produced represent the 

most tightly bound solvent molecules. Most of the unbound solvent 

is likely to have been removed by the nitrogen flow flushing the 

spectrcxneter or by heating by the infra-red beam. This side 

effect is in no way considered to be a disadvantage as the 

intention was to study coal-solvent bonding. Unbound solvent 

trapped in coal pores would serve only to obscure bound solvent.

Exposure to solvent was carried out in a desiccator. The coal 

slides were heated in a 85 *C oven for at least 24 hours before 

use. The spectra of the coal 'blamk' was recorded on the computer 

and the slide was transferred to the desiccator. The top of the 

slide was marked so that it could be placed in the spectrometer 

with the same orientation after solvent exposure, this being 

necessary for the recording of difference spectra. The desiccator 

contained coal slides, a beaker of the chosen solvent and a beaker 

of molecular sieve and/or silica gel. The desiccator was flushed 

with nitrogen before being sealed for a period of at least a week. 

After this period of time the slide was taken from the desiccator 

and a new spectrum recorded, with the slide in the same 

orientation as before.
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Figure 3.1 - IR Absorption Spectra Of Typical Coal

3.3. Pure Coals

An example infrared absorption spectrum of a coal slide is 

presented as Figure 3.1. Spectra achieved by other methods, such 

as thin sections*, pressed discs^, suspensions® or reflectance® 

show the same features except for the intense cd>sorption due to 

the calcium fluoride. This absorption makes the spectra unussü^le 

to study features below ed)out 1000 cm"^. Above this point several 

features can be discerned. These are assigned below.
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3.3.1. Assignment Of Features

The assignments of the bands within the IR spectrum were 

established during the 1940s and 1950s and were reviewed by 

vem Krevelen^.

3600 - 3700 cm"^ Unbound phenolic cuid carboxylic 0-H

3100 - 3600 cm"^ Hydrogen bonded 0-H and N-H

3000 cm’̂  Arcsnatic C-H stretch

2900 cm'^ Aliphatic C-H stretch

1600 - 1700 cm'^ C=0 stretch

1600 cm"^ Aromatic skeletal stretch

1400-1460 cm"^ CH2 scissors

CH3 deformation

Aromatic skeletal stretch

Portwood^ established that the coal spectrum does not differ 

significantly across a range of British bituminous coals, 

certainly not to the extent of individual coals having infra-red 

fingerprints.

3.3.2. Acetone Extract

A sample of coal was kept in a stoppered sample tube of acetone 

for a period of a month. After this time the solution was golden- 

brown in colour, a colouration which persisted after filtration.
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A slide was formed according to the procedure described in 

Section 3.2. The resulting spectrum is presented as Figure 3.2.

It shows identical features to Figure 3.1 across the complete 

spectrum, except for the sharp peaks above 3600 cm~^, which are no 

longer present. These peaks are assigned to unbound hydroxyl 

groups. These groups could not exist in the presence of water 

which is known to saturate coals, as they would for hydrogen bonds 

to water. They are assumed to be in areas closed to water, 

located around 'blind* cavities within the coal structure that do 

not connect to the pore network.

This result indicates one of two possibilities. Firstly, it is 

possible that prolonged e:q)Osure to acetone has resulted in the 

breakup of the coal structure, allowing solvent to reach areas 

within the coal not penetrated by water. This seems unlikely 

given that this would probably require the breaking of carbon- 

carbon bonds by acetone. The second, and more likely, possibility 

is that the extraction by acetone is selective, with only smaller 

fragments being removed from the coal. This argument for 

selective extraction is supported by the results of the ESR study 

presented in Chapter 2. It is also supported by the reduced 

height of the band around 1600 cm*^, which is assigned to the 

stretching modes of the aromatic skeleton. If would be expected 

that large polyaromatic systems would be the least soluble part of 

coals and the most resistauit to attack.
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Figure 3.2 - IR Absorption Spectra Of Acetone Extract

Of Coal

3.4. Solvent Addition

3.4.1. Introduction

Most models of coal assume that the hetero atcrnis present in the 

coal matrix are present either in hetero aromatic structures or in 

organic functional groups. These functional groups are the likely 

binding sites of any solvent molecules penetrating the coal pore 

network. The formation of new bonds will cause the loss or 

perturbation of existing bonds, both in the coal spectrum and in 

that of the solvent. Larsen^ has studied the change in the OH 

stretch region of coals after adsorption and suggests that
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hydrogen bonds are being lost from the coal. This must indicate 

that solvent molecules are breaking intra-coal hydrogen bonds and 

bonding to the former proton donating hydroxyl groups. In order 

to study the nature of these bonding sites it is easiest to study 

the changes to the IR spectra of single solvent molecules. Use of 

solvents as probe molecules in solvation studies at Leicester has 

led to the accumulation of a large body of data detailing the 

behaviour of key solvent chrcxnpphores, particularly the carbonyl 

group, in a variety of environments. Probes used include acetone^ 

and various amides^®'^^ By introducing the same solvents into coal 

it may be possible to deduce the nature of the bonding sites 

present in coal and something of the mechanism of solvent reaction 

with coal.

Three coals were selected for study, two bituminous coals and a 

lignite. The two bituminous coals, Hucknall and Gedling, both 

have 80% carbon. They were selected to see if there are 

significant differences in functional group chemistry between 

coals of a nominally similar bulk composition. The lignite, 

Loyyan, allows CŒnparison between the functional group behaviour 

of lignites and bituminous coals.

3.4.2. Experimental

The procedure used to e:q>ose the coal sangles to solvent vapour 

has been described in detail already in this chapter. Once the 

spectra had been recorded a difference spectra was calculated to 

remove the coal features present. A peeüc finding routine was then
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used on the second derivative of the difference spectrum to 

establish a wavenumber value of the centre of the peaks present.

3.4.3. Results

The experimental band positions for the selected solvents in the 

three coals are presented in Table 3.1. Where a solvent has two 

sets of data it is because that solvent shows two carbonyl 

stretching frequencies. An exanple difference spectrum and its 

second derivative is shown in Figure 3.3.

Solvent Hucknall Gedling Loyyan

acetone 1666 1665 1663
l-methyl-2- 
pyrolidinone

1687 1684 1663

2-pyrolidinone a 1695 1691 1974
2-pyrolidinone b 1667 1669 1658
cyclppentanone a 1727 1726 1723
cyclopentanone b 1660 1654 1656
formamide 1694 1693 1690
DMF 1672 1668 1663
pentan-3-one - 1666 1662

Table 3.1 Carbonyl Stretch (Wavenumbers) of Selected Solvents

Bound To Coal
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Second Derivative Of Difference

After Formamide
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Figure 3.3 - IR Absorption Difference Spectrum 

Showing Change on Addition of Formamide to Gedling 

Coal

The carbonyl stretching modes of different solvents vary. This is 

a feature of the electronic structure of the solvents themselves 

and is of no concern here. In order to eliminate the 

characteristics of the solvents, but to show the changes brought 

about by the coal the experimental band positions need to be 

normalised. This is achieved by ccxiparing the experimental 

results to the behaviour of the solvents in two control 

environments. The chosen environments are deuterium oxide (used to 

avoid water bending modes in the 1550 cm"^ - 1750 cm'^ region) and 

dichloromethane. These represent the solvent in environments
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where it is likely to be fully hydrogen bonded (deuterium oxide) 

and without hydrogen bonds (dichloromethane).

The band positions in coal can then be viewed as being in a 

specific position in relationship to two known standards, 

deuterium oxide ('h-bonded') and dichloromethcune ('free'). The 

coals can be considered to inqpart a shift to the carbonyl beuid, 

expressed as a percentage of the shift from the position in 

di chloromethème to the position in deuterium oxide. The band 

positions in the control environments and the shifts calculated 

are presented in Tcüsle 3.2.

Solvent H-Bonded Free Hucknall Gedling Loyyan

acetone 1697 1718 248 252 262
l-methyl-2- 
pyrol idinone

1649 1686 -3 5 62

2-pyrolidinone a 1650 1690 6 15 50
2 -pyrolidinone b 1660 1709 86 82 104
cyclc^>entanone a 1721 1750 79 83 93
cyclopentanone b 1727 1735 938 1013 988
formamide 1691 1707 81 88 106
DMF 1655 1674 11 32 58
pentan-3-one 1745 1798 - 249 257

Table 3.2 Coal Induced Carbonyl Shifts

It is inportant to remember that the experimental values quoted 

are the centres of quite broad bands, typical band half widths at 

half height are 20 cm~^. Many bands are also unsymmetrical, 

extending further to lower wavenumbers than to higher. Fonocunide 

in particular shows identifiable shoulders giving approximate 

shifts of 230 for Hucknall and 295 for Gedling. Since coals are

72



highly heterogeneous the solvents are interacting with a variety 

of functional groups. All that can be said to be shown here are 

the strengths of typical interactions.

The results in Table 3.2 have two important features. Firstly the 

effect of the coals on different solvents varies considerably; 

secondly for any one solvent bond the three coals generally 

produce a general trend in shifts, increasing from Hucknall to

Loyyan. This second trend indicates that the nature of the

functional groups accessible to solvents is a function of the 

individual coal.

In the previous chapter it was noted that the aüaility of a solvent

to extract material can be related to its acceptor/donor

properties as measured by the Gutmann acceptor and donor values, 

specifically the quantity DN-AN^^ (donor number - acceptor 

number). Some similar property could control the great variation 

in the strength of coal-solvent interactions revealed in 

Table 3.2. Figures 3.4 - 3.6 show plots of coal carbonyl shifts 

against the quantities DN, AN and DN-AN for those solvents for 

which data is available^^'^®. The values used are presented in 

Table 3.3.
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Carbonyl Shifts vs D onor N um ber
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Figure 3 .4  Carbonyl Shifts vs Solvent Donor Numbers
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Carbonyl Shift vs A cceptor N um ber
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Figure 3 .5  Carbonyl Shifts vs Solvent Acceptor Numbers
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Carbonyl Shifts vs DN-AN
Carbonyl Shift
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Figure 3 .6  - Carbonyl Shifts vs DN-AN
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Solvent DN AN DN-AN

acetone 17-0 12.5 4.5
formamide 24.0 39.8 -15.8

l-methyl-2- 
pyrolidinone

27.3 13.3 14.0

DMF 26.6 16.0 10.6

Table 3.3 - Acceptor/Donor Properties Of Solvents 

3.4.4. Discussion

Figures 3.4-3.6 do not show the e:q)ected pattern. The work in the 

previous chapter indicated that the (quantity DN-AN (plotted 

against carbonyl shift in Figure 3.6) seemed to control extraction 

by solvents. Neither this plot or that of AN (plotted against 

carbonyl shift in Figure 3.5) show any kind of trend. Figure 3.4 

(a plot of DN against carbonyl shift) shows an excellent linear 

trend. The plot suggests that the weaker electron donors form the 

strongest interaction with coal. This is in complete 

contradiction to Larsen's work on the cüDility of solvents to 'mop 

up' coal hydrogen bonds, which showed that amides were more 

effective than acetone, the reverse of the trend suggested by 

Figure 3.4.

Only the ketones eunong the solvents used produce shifts over 100 

with bituminous coals. Lower values indicate that the solvents 

are in an environment offering no stronger binding sites than 

water. It is a distinct possibility that these solvents are not
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interacting with the coal itself at all. They may have formed 

condensed droplets of solvent within the pores, or be interacting 

with water not removed by the sample drying process.

The different sizes of the solvent molecules can help to explain 

the spread of the results. If the solvents are divided into three 

groups, pyrolidinones, ketones and amides then within each group 

the smaller molecules have higher shifts (if the cyclopentanone-b 

bcuid is ignored), although the trend is slight This suggests that 

a higher proportion of the smaller solvent molecules reach strong 

binding sites. This is supported by the general trend for Loyyan 

to induce larger shifts than the two bituminous coals. Lower 

grade coals would be expected to show a more open structure, with 

a larger pore size and less cross-linking, thus allowing better 

access to solvents. It then follows that as Gedling shifts are 

generally higher than Hucknall shifts then these two coals of 

similar carbon content have different pore structures and/or 

functional group ccm^ositions.

3.5. Exposure To Air

3.5.1. Introduction

In the previous section the nature of the interaction between 

certain solvents and coals was investigated. It was established 

that the strength of the interaction in many cases seemed very 

weak, certainly not of the strength expected if solvent molecules 

were interacting with the acidic hydroxyl groups known to be 

present (see Section 3.3.1). One possible cause of the apparent
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low average strength of interaction is that the samples used were 

saturated with condensed solvent. In order to investigate this 

possibility a sample was left in the open air for a week so that 

water could return and excess solvent evaporate.

3.5.2. Results

The sample chosen for exposure to air was Gedling that had been 

exposed it formamide. It had already been noted that the 

difference spectrum of this combination showed a distinct shoulder 

at around 1660 cm~^. The difference spectra before emd after 

exposure to the air are shown in Figure 3.7
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Second Derivative Of Difference After Air

16581688

After Exposure To Air
After Formamide 

, Blank
Difference After Formamide 
Difference After Air j, /

1750 Energy (wavenumbers) 1550

Figure 3.7 - IR Absorption Difference Spectrum 

Showing Change on Loss of Formamide From Gedling 

Coal

Figure 3.7 clearly indicates two important results. Firstly there 

is a major loss in the intensity of the formamide carbonyl band. 

The second is the significant shift of the band to lower 

wavenumbers.

3.5.3. Discussion

The behaviour of the formamide band after exposure to the air 

indicates that the bulk of the formsunide in the Scuiple after the 

period of exposure is weakly bound, if at all, to the coal. Once 

removed from the formamide rich atmosphere most formamide within
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the coal escapes. There is no sign of significant amounts of 

formamide remaining with a shift of around 100, indicating bonding 

to water. This would be expected if formamide were being 

displaced by water from coal sites and ending up interacting with 

the returning water. That it does not singly demonstrates that 

water is unable to displace formamide bound to coal.

The position of the centre of the residual band is at 1658 cm~^, 

the approximate position of the shoulder seen in the original 

difference spectrum. This gives a shift of 194. This is 

ccmparcüsle to the values originally obtained for acetone.

It may therefore be that the shift values presented in Table 3.2 

are determined by solvent volatility. The more volatile the 

solvent the higher the contribution to the carbonyl band from 

tightly bound solvent. As volatility decreases so more unbound 

solvent remains within the coal pore system, driving the shift to 

lower values.

3.6. Interactions Between Acetone and Aromatic 
Hydroxyl Groups

3.6.1. Introduction

In this section the term 'aromatic hydroxyl’ is tciken to apply to 

hydroxyl groups that are part of an aromatic molecule. Such 

groups are the likely binding sites of solvents within coals. 

Section 3.5 demonstrated that the strength of the interaction 

between coal and solvents was similar for both acetone and
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formamide, indicating a ccxnmon bonding mechanism to the same 

sites. If a molecule cam be found that is ad)le to reproduce the 

carbonyl stretching frequencies of solvents bound to coal then 

this molecule can be used as a model for typical functional groups 

in coal.

3.6.2. Experimental

Dilute solutions were prepared of selected compounds in 

dichloromethane. Infra-red absorption spectra were recorded 

between 1550 cm'^ and 1750 cm’̂ . Acetone was then added to the 

solutions and a new spectrum recorded. In each case the positions 

of new bcuids, or shoulders, appearing were recorded. It was found 

to be important to keep the solutions at very low concentration, 

otherwise the acids tended to dimerize preventing interaction with 

acetone.

3.6.3. Results

The results obtained are tabulated below in Table 3.4. In most 

cases the carbonyl band was clearly a composite band indicating 

the presence of different acetone environments. The feature that 

gave the largest shift (which would be that representing the 

strongest bonding) was taken as the result. The known positions 

of acetone in Gedling coal, dichloromethane cuid water are also 

tcd)ulated for reference.
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Reagent Acetone Carbonyl 
Band Position (cm

Carbonyl Shift

Dichloromethane 1718 0
Deuterium Oxide 1697 100
Gedling Coal 1665 252
Salicylic Acid 1680 181

Phenol 1690 133
para-Fluorophenol 1691 129

Benzoic Acid 1692 124

Table 3.4 - Interaction Between Acetone and Aromatic Hydroxyl

Compounds

other reagents were used, including 2,6-di-tertiarybutyl phenol 

cUid 2,4,6,-trimethyl phenol. Neither of these delivered a shift 

above 100, which indicates a failure to detect acetone interacting 

with them.

3.6.4. Conclusions

The shifts produced by the aromatic hydroxyl compounds do not 

match the shifts produced by coals. It is possible that the 

dimérisation problems have not been overcome and that Table 3.4 

does not accurately represent the interactions between acetone and 

the selected reagents. Evidence for this comes from work by 

Larsen et which suggests that the hydroxyl groups in coal

typically behave like para-fluorcphenol. Tcüsle 3.4 would not 

support the idea of para-fluorophenol being a model for coal 

hydroxyl groups.

A second possibility is that the coal pore environment Ccumot be 

re-created in solution. The sites that are available to solvents
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are the functional groups pointing into the spaces of the pore 

system. Figure 3.1 shows that only a few of the hydroxyl groups 

within coal are 'free', the majority are interacting with some 

other group within the coal or with the water that saturates the 

pore system. Solvent molecules must break the existing bonds and 

either displace water molecules or insert themselves along the 

sixes of existing bonds. Straight chain ketones and simple amides, 

such as formamide, could certainly be able to form this second 

kind of bond, bonds which would not be easy to reproduce in 

solution.

3.7. Conclusions

This work has been unsuccessful in develcping a model for the 

behaviour of solvents binding to coals. The reasons for this are 

principally failures of experimental technique. Without removing 

all water from the coals it is impossible to allow solvents 

unhindered access to the pore system. Similarly removal of all 

unbound solvent is a pre-requisite for being able to study the 

bound solvents. Using higher temperatures to remove more water 

does, however, heighten the risk of structural alteration.

Thermal alteration processes effecting carboxylic acid groups have 

been shown by Gethner^® to be significant at 100°C, and the aim of 

the work has always been to study the properties of coal in its 

natural state, rather than to study altered or processed coals.

The ideal experimental arrangement would be to have the coal 

slides mounted in a gas cell attached to a vacuum line. This

84



would allow for removal of water and solvent by vacuum and the 

recording of spectra without having to expose the sample to the 

atmosphere.

The most reliable result produced by this work is the trend in the 

carbonyl shifts shown in Table 3.2. The result shows that Loyyan 

coal produces a larger shift in the carbonyl stretching band than 

the bituminous coals, of which Gedling produces a larger shift 

than Hucknall in most cases. Lignites, such as Loyyan, have a 

more open pore structure than higher grade coals (30% porosity for 

lignites, 1% for coals 87-90%C^®) . As such they will allow easier 

access to solvents, both entering and leaving the coal. This 

means that solvents will have an easier task in reaching the 

available functional groups, which will be in less constricted 

environments. It also means that unbound, or loosely bound, 

solvents can more easily escape and not contribute to the 

subsequent spectra.

This result is in agreement with the theory that coal hydroxyl

groups are the binding sites for solvents. NMR studies

clearly show that lower grade coals have a higher ratio of

aliphatic to aromatic carbon atoms^^'^®. This implies that the

proportion of functional groups on aliphatic side chains will be

higher. Since aliphatic carboxylic acids tend to be stronger than

their aromatic analogues then the carboxylic acid groups in

lignites should be better electron acceptors than those in higher

grades of coal, producing a greater influence on the carbonyl

groups of neighbouring solvents. Typical carboxylic acid and

phenol Ka values are presented in Table 3.5, with halogenated
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forms present to illustrate the degree of induction derived 

strengthening possible^®.

Compound Ka

ethanoic acid 1.75 X 10-5
trichloroethanoic acid 23.2
benzoic acid 6.5 X 10-5
para-chlorobenzoic 
acid

10.3 X 10-5

phenol 1.1 X 10‘̂ °
para-fluorophenol 1.1

Table 3.5 - Kg Values of OH Bearing 

Compounds

Alcohols, on the other hand, are much weaker acids than phenols. 

If alcoholic hydroxyl groups were the principle binding sites for 

solvents then lignites would interact less strongly tham 

bituminous coals. This is clearly not the case so aliphatic 

carboxylic acid groups must dominate the bonding between solvents 

and lignites. In bituminous coals the predominamce of arcxnatic 

structures leads to less acidic carboxylic acids and weaker 

interactions with solvents.

In summary, the evidence of this work points to carboxylic acid 

groups as being the most important functional groups for bonding 

to solvents. This is in agreement with the work of Larsen® and 

Portwood^, which showed that basic solvents removed wesücly 

hydrogen bonded hydroxyl groups from the infra-red absorption 

spectra of coals. The only way in which lignites could bond more
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strongly than bituminous coals would be if carboxylic acid groups 

were the source of the hydroxyl groups, as aliphatic carboxylic 

acids are typically stronger than their aromatic analogues and 

aliphatic structures decrease in abundance with rank. Carboxylic 

acid groups are well known to be present in coals cuid in such 

precursors as peat. However, to date no model compound has been 

found which emulates in solution the perturbation of the solvent 

carbonyl groups produced by coals.
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4. BINARY SOLVENT SYSTEMS

4.1. Introduction

The binary solvent systems studied in this work all have three 

components; two are solvents and the third a solute in low 

concentration. In such systems the interactions between the 

solute ouid the solvents may cause the composition of the liquid in 

the vicinity of the solute to be different from the 'bulk* 

composition of the solution. This is termed 'preferential 

solvation' and its study is important in understanding the 

interactions between species in the liquid phase.

In I960 Grunwald et al^ described a thermodynamic treatment of 

solvation. Subsequently, in a series of papers, Covington et 

aj2,3,4,5,6 related a similar thermodynamic treatment to 

spectroscopic techniques, notably NMR, allowing details of 

preferential solvation to be extracted from spectroscopic work.

The principles behind this treatment are presented in Section 4.3. 

The model has subsequently been widely accepted and cited in 

subsequent years^'®'®» . The model has not been without

criticism^ ̂ on theoretical grounds and at least one alternative 

treatment has been proposed^®» The original papers contained a 

mathematical error which was corrected by Engberts^®. The 

corrected treatment is used throughout the work described in this 

Chapter.

90



This work is an attempt to test the model proposed by Covington 

for the behaviour of probe species in binary solvent systems. The 

objective is to test the assumptions of Covington's model by 

finding how closely Covington's model follows experimental results 

and how it compares to an alternative model that lacks many of its 

assumptions. The work has been carried out by using a series of 

ccxiputer programs to calculate equilibrium constants and to derive 

solvation numbers for probe species. The programs use, as inputs, 

experimental nmr chemical shifts of probe molecules in binary 

systems.

The equilibrium constants thus calculated are compared to 

equilibrium constants estimated from infra red studies of the same

systems. It is hoped to show a correlation between the results of

the two spectroscopic techniques.

4.2. Definition of Terms

Included here are the principal terms referred to in this work. 

Free Fit : Any reference to free fit means that no

relationship is assumed between the 

equilibrium constsuits in a given system. The

data fitting software treats all equilibrium

constants as independent varicüsles.
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Fixed Fit : Any reference to a Fixed Fit or Covington fit 

meauis that the equilibrium constants in a 

given system are mathematically related. The 

data fitting software treats the equilibrium 

constants as a series of values with a 

defined relationship between members.

Solvation Number The number of solvent molecules specifically 

associated with the probe molecule. This is 

generally referred to as n.

Probe Molecule A molecule present in low concentration 

relative to that of the solvents in the 

system. It must have an active chrcxnophore 

to allow its environment to be probed.

Most probe molecules, and some solvents, used are referred to by 

cüDbreviations. These include :

TEPO : Triethylphosphine oxide

DMA N, N-Dimethylacetamide

NMA N - ̂  thy lace t amide

DMSO : Dimethylsulphoxide

THF Tetrahydrofuran

MeCN : Cyancxne thane
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As an aid to understanding the symbols used in this work are the 

same as used by Covington in his papers®'®'̂ '®'®. Unfortunately the 

letter K is used in several guises and this can cause confusion. 

These uses are as follows :
kj : The equilibrium constsuits of all reactions considered are

denoted by a k. The subscript refers to which step of 

the overall reaction sequence this specific value refers 
to, thus k2 is the equilibrium for the second stage in

the sequence.

Ki/n . This is one of the Covington fitting parameters. It

describes the overall degree of preferential solvation 

shown in the system. If 1 then there is no preferential 

solvation, the composition of the solvent close to the 

solute molecules is the same as the bulk composition of 

the solvent.

k : This is the other Covington fitting parameter. It

describes the way in which the degree of preferential

solvation changes with solvent mole fractions. This

represents the degree by which it gets easier (or harder) 

to remove successive molecules of a specific solvent from 

the solute.

4.3. Covington's Theory

The kind of system that is under investigation is one where a

probe molecule, X, is in a mixture of two solvents, W  and P. The
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probe molecule has a fixed solvation number, n, and cam be in any 

one of n+1 solvation states.

XW„ , XW„.iP , XW„.2P2 XWP„_i , XPn

Initially Covington proposed® that all the steps along the 

sequence had an equal energy change associated with them. From 

this a model was proposed that allowed the equilibrium constcuits 

for the chauiges along the chain to be calculated from the values 

of n and the overall equilibrium constamt K (ie. the equilibrium 

constant controlling the change from XWn to XPn) .

In order to check the validity of this model am equation was 

presented that allowed the prediction of NMR chemical shifts from 
the equilibrium constamts kj to kp. The ejqperimental results used

were the chemical shifts of a suitad)le nucleus of the probe 

molecule. Where TEPO is the probe then ^^P NMR was used and for 

amides the NMR signal of the carbonyl carbon was used. The 

assumption that allows this calculation is that the chemical shift 

of a species is proportional to its position between the two end 

members of the sequence ie. that the chemical shift of XW2P2 is 

half way between those of XW 4 and X P 4. This takes advantage of 

the fact that the lifetime of the solvation states is very short 

compared to the lifetime of the excited nuclear spin state. The 

observed chemical shift thus represents a probe molecule in a 

weighted average solvation state.

This model was modified by making the energy change vary with each 

successive step® ie. removing the first W  molecule makes it
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easier to remove the second, the removal of which makes it easier 

to remove the third, and so on. It was proposed that this change 

should be a factor of RT In k, where k is a constant that gives the 

magnitude and direction of change in the energy change involved in 

exchanging solvent molecules. This gives a new equation for 

deriving the chemical shift of the probe in a solution of a given 

mole fraction of solvent

. y  (Ki/"Y)i(i) ki(f) fl(n+1-j)/i
vJ . .  j = 1i=1

1 + ^  (K'/"Y) i (i) ki(f) /](n + 1-j)/j
i = 1  j -**

where d is the chemical shift relative to XW n, dp is the chemical

shift of XPn relative to XWn and Y is the ratio of the mole
X[P]fractions of the solvents ie.^ -̂ÿ^, where X[P] is the mole fraction 

of P and X[W) the mole fraction of W .

4.4. Experimental

Except where noted below all experimental results where taken frcxn 

work by Eaton^®, who studied the NMR shifts of selected probe 

molecules in a range of binary solvent systems. The experimental 

chemical shifts for TEPO in H20/MeCN were determined in 

conjunction with Mr. G. Archer.

The starting point for this work was a program written by 

K. Remerie of the University of Groningen^5,17 This was written 

in FORTRAN to run on a CDC CYBER computer. The program required
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the mole fraction ratios and chemical shifts for the experimental 

points and the solvation number to produce values for and k by 

a least squares fit. A version of this program running on 

Leicester University's VAX computer was named BNMRl. It proved 

impossible to modify BNMRl so that the equilibrium constants could 

vary freely.

To this end a completely new program was written from scratch in a 

mixture of PASCAL and MODULA 2. This program was called SHIFTER. 

It was noticed that the program was occasionally producing 

'nonsense' solutions. Plotting of the calculated data showed a 

good fit to the experimental data but the equilibrium constants 

were sometimes either negative or increased in the sequence kl to 
kn. Equilibrium constants are expected to decrease in the 

sequence ki to kn, for the following reason:

The equilibrium expression for any equilibrium constant ki is

[XPiWn.i)[W]
ki = [XPMWn.,M)][P]

When the two probe states are in equal concentrations they 

cancel from the expression which beccxnes :

This gives the composition of the solution when the probe 
states are in equal concentration. The larger the value of i 
the larger must be IP] at this 'cross-over' point in the 
concentrations of the probe states. If IP] is increasing then
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[W] is decreasing and so k, becomes smaller with increasing 

values of i.

The program seemed to produce 'nonsense' solutions at high 

solvation numbers. The program was modified to start at a 

solvation number of one and to run repeatedly until a maximum 

number was reached or a 'nonsense' solution was detected. In most 

cases it was found that this produced the solvation number of the 

probe determined by other techniques. This version of the program 

was called MSHIFTER (the 'M' stemding for 'multiple').

The final version allows the user to compare the results frcxa a 

free fit run with the results of the fixed fit model. The program 

runs as MSHIFTER to determine the solvation number and the free 

fit results and then calculates the Covington parameters for this 

solvation number. This version is called CSHIFTER.

The results of these computer runs were compared to those from 

infrared work carried out on the same systems^ It has already 

been noted that when two probe states are in equal concentration 

the equilibrium constant for their conversion can be calculated 

frcxn the mole fractions of the two solvents. These points where 

two probe states are in equal concentration, 'cross-over points', 

can be estimated from plots of infrared band area against solvent 

composition. Clearly this assumes that the extinction constants 

for all probe states are equal.

Frcsn the plots of species concentration against solvent 

conposition, points could be estimated where the concentrations of
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two probe states were equivalent. These points are presented 

alongside the equivalent points calculated from the equilibrium 

constants frcm the ccmputer for ccmparison.

4.5. Results and Discussion

4.5.1. Equilibrium Constants

Free Fit Fixed Fit «

SYSTEM n i ki Cross-
Over

kj Cross-
Over

Cross-
Over

TEPO in 3 1 3.63 22% 3.67 21% 13%
H2O/DMSO 2 1.18 46% 1.16 46% 49%

3 0.36 74% 0.55 65% 87%
TEPO in 3 1 2.73 27% 2.59 28% 17%
H20/THF 2 0.23 81% 0.29 78% 77%

3 0.086 92% 0.024 98% 96%
TEPO in 3 1 2.56 28% 2.22 31% 19%
BbO/MeCN 2 0.21 83% 0.32 76% 90%

3 0.078 93% 0.025 98% 95%
DMA in 2 1 1.12 47% 1.12 47% 71%
EbO/MeCN 2 0.11 90% 0.11 90% 94%

Percentages refer to the percentage of the second solvent named in the 
solution (mol fraction x 100) at the indicated cross-over point.

Table 4.1 - CSHIFTER results

The results of running CSHIFTER are tabulated in Teüole 4.1. Plots 

of the e^qperimental and con^uter generated data for these systems 

are included in Figures 4.1, 4.2, 4.3 and 4.4.
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Figure 4.1 - CSHIFTER plots for TEPO in HgO/THF
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Figure 4 .2  - CSHIFTER plots for TEPO In H2O/DMSO
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Figure 4 .3  - CSHIFTER plots for TEPO In H^O/IVIeCN
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Figure 4 .4  - CSHIFTER plots for DMA in HgO/MeCN
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It should be noted that any situation where n=2 is going to cause 

the free fit and fixed fit models to produce the same answer.

This is because in each case there are two degrees of freedom in 

the least squares fit. In the case of the fixed fit model ki is a 

variable amd its relation to k2 is a second variaJsle. In the free 

fit case ki and k2 are both independent variables. As a result 

both models can and will optimize to the same solution.

In general it can be seen frcxn the equilibrium constants above 

that both models have produced similar results that are in 

approximate agreement with the IR results. In the case of the 

water/DMSO system agreement is good. In the case of the other 

systems agreement is not so good. It is important to note that 

the more extreme the degree of preferential behaviour (the more 

curved the experimental plots) the worse the agreement. A more 

exaggerated shape will require more degrees of freedom to match 

accurately if it is not following a single equation. This is an 

indication that there are either errors present in the 

experimental data, or that both models break down when a high 

degree of preferential solvation occurs.

4.5.2. Trends

In all cases where n has a value of three the free fit model has 

three degrees of freedcan whilst the fixed fit model has two (see 

explanation above of the n=2 case). Examining the results from 

those systems where n = 3 a pattern can be seen. The ki values run 

in the order DMSO > THF > MeCN. This is the same order as the
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base strengths. This is reasonable as it means that stronger 

bases compete more effectively with water. In terms of k2 values 

the same pattern is maintained by the free-fit model but not by 

the fixed-fit. With k3 two fixed-fit values are the Scune (THF and 

MeCN), otherwise the pattern holds.

It can be seen that the strengths of the bases used are reflected 

in their ability to ccxipete against water for TEPO. The cross­

over points do not conpare well with those predicted frcan the 

infra-red work. Agreement is not good in any of the systems. It 

is especially noteworthy that the ki values are consistently 

higher than those from the infra-red work. This is considered 

further below.

4.5.3. Covington Parameters

In addition to the equilibrium constants shown in Table 4.1 the 

program also produces two additional parameters of use, these are 

as follows:

This is calculated from the free fit equilibrium 

constants. It essentially shows which solvent the 

probe shows a preference for. If the value is 

greater than 1 then preference is shown to the 

solvent being added progressively by ki to kn. If 

the value is less than 1 then preference is shown 

to the starting solvent. A value of 1 shows that 

there is no preferential solvation.
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This parameter indicates the nature of the change 

in energy change between successive equilibria. A 

value of k less than 1 indicates increasing 

preference for the added solvent. A  value of 1 

would indicate that there was no change in the 

energy chamge between steps. A  value greater than 

1 indicates increasing preference for the solvent 

being removed (This interpretation is not obvious 

but study of Figure 1 of Reference 5 shows it to be 

true.).

SYSTEM Kl/n k

DMA in H20/MeCN 0.352 0.392
TEPO in H20/MeCN 0.346 0.432
TEPO in H20/THF 0.377 0.344
TEPO in H20/DMS0 1.16 0.948

Table 4.2 - and k Values 

Calculated By CSHIFTER

The values of these parameters gained fr<xa these runs are 

tabulated in Table 4.2. The results for show that in all 

systems except for TEPO in H2O/DMSO preference is shown for water 

as the value is less than one. DMSO is the preferred solvent in 

the TEPO in H2O/DMSO system. This can be seen from the results in 

Table 4.1 by looking at the k2 results of those systems where n=3.
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Where k2 is less than 1 the cross-over concentration is over 50% 

ie. more than half of the bulk solvent must be replaced before 50% 

of the solvation sphere is replaced. In the case of TEPO in 

H2O/DMSO k2 is just greater than 1 and the cross-over point is 

close to, but less than, 50% indicating preference for DMSO. The 

values of k produced are all less than one. This indicates that 

preference for the non-aqueous component of the system increases 

in all cases. This would seem to be just a feature of those 

systems studied as Covington reports^ systems where k>l.

Interpretation of k values must involve the concept of weakening 

the binding between the probe amd the less favoured solvent with 

the presence of more of the favoured solvent. When two probes 

have been used in the same solvent (as with H20/MeCN) the 

parameters obtained differ. This shows that preferential 

solvation behaviour is a function of the solute. This would be 

esqpected as different types of molecule in terms of 

polarizability, charge, geometry etc. are going to have different 

affinities for the saune solvents. However, the influence of the 

interactions between the two solvents are not explicitly 

considered in the model, and they are likely to be significant. 

This point is further developed later.

4.5.4. Accuracy of Fits

The computer also produces two indications as to the quality of 

the fit achieved. These are the sum of the squares of the 

deviations between the conqputer generated and experimental curves
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and the IFAIL flag that indicates the confidence in the quality of 

the fit. All results had either an IFAIL value of 0 indicating 

ccxiplete confidence in the solution or a value of 5 indicating 

high confidence but the result is not proven to minimize the 

difference between calculated amd e^q>erimental data. The least 

squares results show a consistent, if marginal, advantage to the 

free-fit result. This is doubtless a reflection of the additional 

degree of freedom allowed in the TEPO cases as has already been 

discussed. The results are tabulated in Taüole 4.3.

SYSTEM

DMA in H20/MeCN

Free Fit

0.0262

Fixed Fit

0.0262
TEPO in H20/MeCN 0.603 1.26
TEPO in H20/THF 0.147 0.166
TEPO in H20/DMS0 0.0828 0.0831

Table 4.3 - Residual Sum Of Squares for Computer Fits

If the Covington model is assumed to be correct then any deviation 

between the fixed fit and experimental curves in the plots 

represents experimental error. The free fit curve then represents 

only the limitation of the experimental error by introducing an 

unwarranted degree of freedcxn into the model. It the Covington 

model is assumed to be flawed in its assumptions then the 

difference between the free fit and experimental curves represent 

experimental errors whilst the difference between the fixed fit 

and free fit curves shows the degree of error introduced by
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Covington's assumptions. It should be noted that the value of the

residual least squares value depends heavily on the exact number

of data points in use. As a result these values should be used to 

compare the results of the two models on a particular data set, 

rather that to ccmpare between the accuracy achieved with 

different systems.

4.5.5. N-methylacetamide in water/cyanomethane

One experiment that did not generate good results was NMA in 

water/cyanomethane. This molecule poses a problem because the 

probe is the carbon atom of the carbonyl group and solvation may 

occur at the amide proton (1 potential bond) as well as at the

oxygen (2 potential bonds). These two forms of bonding create a

problem because of the assumption that all the different solvated 

states form a sequence. With two different sorts of solvent bond 

being formed ( solvent - oxygen and solvent - amide proton) the fixed- 

fit model cannot ccpe. The free fit model does not assume that 

the energy changes in swapping solvent molecules form a regular 

sec[uence (Changing by RT In k each time), so it should be able to 

cope with a situation like this.

The results do not bear this out, the free fit model producing a 

value of n=2. When forced to produce a solution with n=3 it 

turned out that k2 and k3 were very close in value, the additional 

degree of freedom not yielding a viable solution. It must be 

assumed that the strength with which cheuiges at the nitrogen atcan 

are reflected in the NMR spectrum of the carbonyl carbon is
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weak compared to the effect of binding to oxygen, which will be 

tramsmitted to the carbon by polarization of the carbonyl v - 

system. In conclusion the NMA experiment shows that NMR 

spectroscopy of amides is insensitive to solvation at the amide 

nitrogen. As such the Covington model cannot cope with amides (as 

probes) that do solvate at the amide proton. The results for this 

system are in Table 4.4 and the plots in Figures 4.5 and 4.6.

Free Fit Fixed Fit

SYSTEM n i ki Cross- iq Cross- Sum of
Over Over Squares

NMA in 1 2 1 1.26 44% 1.26 44% 0.041
H20/MeCN 2 0.14 88% 0.14 88%

3 1 2.57 40% 0.0089
2 0.22 82%
3 0.23 81%

Table 4.3 - CSHIFTER Results for NMA in Hydrogen Peroxide
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Figure 4.5 - CSHIFTER plot for NMA in water/cyanomethane:

n = 2
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Figure 4.6 - CSHIFTER plot for NMA in water/cyanomethane:

n = 3
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4.6. Comparison with Infra-Red Studies

The NMR experiments amd infra-red studies of the systems studied 

above have been published by Symons and Eaton^®'^®.. In these 

publications are the diagrams from which the infra-red values in 

Table 4.1 were taken.

It was demonstrated in Section 4.4 that it is possible to extract 

the solvent conposition that will lead two probe states to be in 

equal concentration. From the resultant mole fractions of the 

solvents an approximate value for the equilibrium constant can be 

calculated. This has been carried out for all the systems for 

which data is available. The corrected Covington equation, 

presented in Section 4.3, relates chemical shifts to equilibrium 

constants and concentrations. It has been used in reverse to 

predict chemical shifts from the equilibrium constants calculated 

frcsn the infrared data. Plots of these predicted chemical shifts 

are included as Figures 4.7 to 4.10.

These plots were generated using the same equations used in 

CSHIFTER. If these equations, and, by implication Covington's 

model, are accurate these curves should reproduce the experimental 

NMR data. The IR results are considered to be reliable as they 

have been shown elsewhere^® to correlate with the NMR data used in 

this Chapter.

112



- X  Experimental
_0 Synthesised From IR

TEPO in H2Q/THF
18 -

Chem
ic
QI
S
h

I

Mole Fraction THF

Figure 4 .7  - Chemical Shift Curve Reconstructed from IR results

TEPO in HjO/THF.
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Figure 4.8 - Chemical Shift Curve Reconstructed from IR results

TEPO in HjG/DMSG
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Figure 4 .9  - Chemical Shift Curve Reconstructed from IR results

TEPO in H^O/MeCN.
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Figure 4.10 - Chemical Shift Curve constructed from IR results

DMA in HjO/MeCN
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It Is clear that these synthesized plots do not agree with the 

experimental NMR results shown. In each case the synthesized 

plots show a more exaggerated curvature than the experimental 

data. There are two possible causes :

o Cross-overs do not generate correct equilibrium

constants. This would be the case if the systems cannot 

be approximated to ideal behaviour, as concentrations are 

being used rather than chemical potentials.

o It is impossible to describe the behaviour of these 

systems purely in terms of a series of equilibrium 

constants.

In one diagram, reproduced as Figure 4.11, it cam be see that the 

IR pecücs due to the different probe molecule states do not have 

constant wavenumber positions. Each of the states generates a 

peak that moves slowly with changing solvent composition. This is 

attributed to the inductive suid/or copperativity effects of 

secondary solvating solvent molecules. Changing the position of 

an infra-red band inplies changing the distribution of electrons 

along the bond. This in turn must change the chemical shift of a 

nucleus at one end of the bond.
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the postu lated  num ber o f  w ater molecules.

Figure 4.11 - infrared spectra for dilute solutions of TEPO in 

water/MeCN systems.

Covington's model assumes that each probe state has a constant 

chemical shift. In reality it would seem that these chemical 

shifts are, in fact, functions of solvent composition. This 

undermines the basis of both fixed-fit and free-fit models.

It is noticeable that the behaviour of all of the TEPO in 

water/base systems the behaviour at high water mole fraction is 

the same in terms of absolute chemical shifts (linear to 3 ppm at 

0.2 mole fraction). This would imply that behaviour in this 

region is determined by properties of the water and that the 

nature of the base is unimportant. This brings a return to the 

idea, mentioned earlier, that solvent-solvent interactions and not
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solvent-probe interactions are determining the behaviour of these 

systems. This behaviour is not seen with methanol/base systems^®. 

The explanation for this observation is as follows.

Water forms a three dimensional hydrogen - bonded structure in the 

liquid phase. When water dominates the solvent composition it 

will tend to dominate the binding sites on the probe. As water- 

water interactions are stronger than water-cosolvent interactions 

a zone of pure water will form a ' shell ' around the probe binding 

sites which the cosolvent Ccumot easily penetrate. The only way 

for the cosolvent to remove a water molecule from the primary 

solvation shell is for the water structure to break up. The 

proposed mechanism for this is the generation of broken hydrogen 

bonds within the water ' shell ', in other words OHfree and LPfree 

groups must form within the shell^^. This may allow the base 

access to the primary solvation shell where it cam remove a 

solvating water molecule.

This mechanism is independent of the properties of a basic 

cosolvent, provided that water-water interactions are stronger 

than water-base interactions. In the methanol-base systems this 

behaviour is not seen. Methanol forms a chain structure in the 

liquid phase. Base molecules are not, therefore, denied access to 

the primary solvation shell by stearic blocking in the way that 

the three dimensional water structure can. They may 'unhook' the 

methanol chains from the probe molecule, and their ability so to 

do will be a function of the nature of the base.
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This mechanism explains the nature of the esqperimental results.

It also happens to have nothing to do with the model of solvation 

behaviour proposed by Covington and would, therefore, further 

invalidate his model, at least in systems where one component is 

water.

4.7. Conclusions

The Covington model is capgûsle of fitting the selected NMR data 

quite accurately. Certainly the added freedom of the free-fit 

model, where no assunption is made as to the relationship between 

the equilibrium constants, does not significantly improve the 

quality of the fits.

Covington's model is nonetheless flawed because it ignores the 

effects of all solvent species outside the primary solvation 

shell. It does remain a viable model as the fits to esq>erimental 

data are generally good and the equilibrium constants generated 

shows the expected trends due to base strength.

It must also be remembered that all of the systems studied here 

have water as a component. Water is a unique solvent in its 

behaviour^® and Covington's approach may well be valid with 

solvents that do not show such a well developed three dimensional 

structure. In order to produce a better model it would be 

necessary to calculate the effect of all the solvent molecules 

beyond the primary shell on the primary shell members and to then 

calculate the effect on the probe. Presumably it is possible to
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develop a statistical treatment that could produce the required 

result.

The attempt to correlate the experimental chemical.shifts to those 

predicted from infra-red work clearly failed. The binary solvent 

systems are not behaving in an ideal manner and the assumed 

relationship between probe concentrations amd equilibrium 

constants would seem not to hold. The differences between the 

experimental chemical shifts amd those predicted from infra-red 

are significant.

It must also be noted that the limitations of computer 

applications in auiy field where experimental data is used as raw 

data are shown up here. A least squares fitting routine, no 

matter how elegamt and well designed, cannot maüce intelligent 

interpretations of results. If any one experimental point is 

wrong it will be considered an equal of points that are accurate. 

The routine has one objective - to produce parameters that 

minimize the difference between e3q>erimental points amd the points 

generated by the equation used as a model. If the experimental 

points are only slightly in error then the equilibrium constants 

obtained may have no bearing on the true equilibrium constants, 

they just show the best mathematical solution to the problem.
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5. FAST EXCHANGE IN INFRARED SPECTROSCOPY

5.1. Introduction

It is possible that if a reaction results in a balanced 

equilibrium, rather than a one way conversion, then it can proceed 

so fast that spectroscc^ic studies of the equilibrium system can 

show features/characteristics determined by the reaction rate. In 

the case of NMR work this will happen if the lifetime of the 

reacting species is similar to, or shorter than, the relaxation 

time of the nuclear spin state. This generates two regimes for 

spectroscopy, fast exchange and slow exchange. In the fast 

exchcuige regime the spectrum seen is the average of those of the 

product and of the reagent. This happens because the chemical 

environment of the nucleus changes during the lifetime of the spin 

state. In the slow exchange regime the chemical environment does 

not change during the lifetime of the spin state and so two 

distinct chemical environments are seen. There is inevitably a 

transitional regime between fast and slow exchange. The sharp 

lines of the slow exchange system broaden and merge before 

sharpening up again as a fast exchange spectrum. The lifetime of 

the excited spin state in most proton NMR work needs to be of the 

order of lO'i-lO^ seconds in order to be within the slow exchange 

regime^.

In infrared absorption spectroscopy the critical event is the 

vibration of the chemical bond. This is a very much faster event 

than nuclear spin relaocation, in the region of seconds.
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It is generally considered that infrared spectra are always within 

the slow exchange regime. This study shows that in at least one 

system infrared spectra seem to show behaviour usually associated 

with NMR spectra moving between fast and slow exchange regimes.

5.1.1. Background

The use of infrared and Raman band shape analysis to study fast 

dynamic processes in licpiids is well established^. Work has been 

attempted on other processes such as ionisation reactions^, 4,5,6,7 

hydrogen bonding reactions®, methyl group rotations® and donor- 

acceptor complex formation”'®. Theoretical approaches to the 

interpretation of such work have only recently been 

investigated^ ̂ Such interpretations when applied to data:

generated by work such as that contained in this Chapter may 

reveal useful information about hydrogen bonding in solution.

5.1.2. Cyanomethane and Methanol System

In solvation studies at Leicester much use is made of probe 

molecules. A probe is a molecule added to a solution that has a 

bond or nucleus sensitive to the way in which the species is 

solvated. Infrared or NMR techniques can then be used to examine 

the behaviour of the solution. Cyanomethane is heavily used as a 

solvation probe.

It has been shown in the course of such work^® that when dissolved 

in methemol it assumes one of two states. These are termed 'free' 

where there are no hydrogen bonds between probe and solvent, and
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'bound' where a single hydrogen bond is formed between a 

cyanomethcuie nitrogen and an alcoholic proton.

A study has been made of the way in which the proportions of the 

two species changed with tenperature. The fundamental infrared 

absorption bands due to the CN triple bonds of cyanomethane in 

the two solvation states were studied at different temperatures. 

This study revealed that not only were the bauids changing in 

relative intensity, as expected, but that they were moving 

relative to each other as well.

5.2. Experimental

The spectrometer used in this work is a Perkin Elmer 580 infrared 

spectrophotometer. Temperature control was maintained by a 

Specac 20.00 variable temperature unit attached to a Beckman 

demountable cell holder. The sample was prepared as a thin film 

between calcium fluoride plates in Beckman RIIC FH-Ol cells. 

Spectra were recorded at various temperatures between 203K and 

343K. Below 203K the solution froze, above 343K it boiled. This 

is, therefore, the maximum temperature range possible without the 

introduction of pressure control equipment. In order to obtain 

the most reliable temperatures the readings below room temperature 

were made by cooling the sample to below the desired temperature 

amd then letting it warm up to the correct temperature. The 

spectra were recorded between 2280 cm*^ amd 2240 cm~^. The 

solutions used were of 0.06 ml cyanomethane in 1 ml of methanol.

125



Both reagents came from samples stored over drying agents (calcium 

hydride for cyancxnethane amd molecular sieve for methanol).

5.3. Data Handling

The spectra from the Perkin Elmer 580 were transferred to 

Leicester University's VAX cluster using a Calconp digitiser. A 

program was written to convert files from the digitiser into 

usaOale digitised spectra. The digitiser created too many data 

points for the available spectral simulation programs to handle. 

The conversion program therefore used interpolation routines to 

produce a smooth curve through the available data. This caused 

some problems as spurious points were created by the 

interpolation, these had to be removed from the files 'by hamd' to 

leave smooth curves. The conversion program also performed an 

automatic baseline subtraction. The baseline line subtracted was 

the straight line with the largest gradient that passed through 

the first data point and went below, or through, ever other point. 

A second conversion program was written to convert the digitised 

spectra into the correct file format for the simulation program 

VIDCA. This program, written by N. Pay^^ at Leicester, was used 

to perform a simulation of the digitised spectra. VIDCA requires 

the user to specify a height, width, position and gaussian 

percentage for each band of the simulation. The bands so 

described, their sum and the experimental spectrum are plotted on 

the terminal screen (Pericom MX2000). There is no conputer 

assistance in refining the simulation, all modifications are made 

interactively by the user.
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Using VIDCA, simulations were made of all the spectra generated.

In each case two bands only were used. Scxne problems were 

encountered fitting a curve to the experimental data in the wings 

of each spectrum. It is assumed that this is due to errors caused 

by the autcxnatic baseline subtraction. Subtraction of a 

quadratic, rather than linear, baseline may have inproved matters. 

Once simulations were completed plots were made of line width, 

band shape (percentage gaussian) and band position against 

temperature. A plot was also made of the difference in band 

position against temperature.

5.4. Results

All the Spectra consist of two bands. Those at lower temperature 

are quite distinct, whilst those at higher temperature appear as a 

single asymmetric band. These bands are assigned^® to the free 

and mono-bound states of cyanomethéme. The higher energy band is 

assigned to the bound species, as hydrogen bonding to the nitrogen 

strengthens the carbon-nitrogen bond in cyanides^®, stronger bonds requiring 

more energy to excite. This assignment is supported by the observation 

that addition of dimethylformamide (acting as a non-hydrogen 

bonding diluent) leads to a decrease in the high energy band and 

an increase in the low energy bcind. This shows that the low 

energy band is due to a non-hydrogen bonded species.
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Dashed line represents the synthesized envelope produced by the two component 

bands. Bold line represents the experimental spectrum

Figure 5.1 - CN stretch of MeCN in Methanol at 203K
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Dashed line represents the synthesized envelope produced by the two component 

bands. Bold line represents the experimental spectrum

Figure 5 .2  - CN stretch of MeCN in Methanol at 223K
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Dashed line represents the synthesized envelope produced by the two component 

bands. Bold line represents the experimental spectrum

Figure 5.3 - CN stretch of MeCN in Methanol at 248K
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Dashed line represents the synthesized envelope produced by the two component 

bands. Bold line represents the experimental spectrum

Figure 5 .4  - CN stretch of MeCN in Methanol at 273K
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Dashed line represents the synthesized envelope produced by the two component 

bands. Bold line represents the experimental spectrum

Figure 5.5 - CN stretch of MeCN in Methanol at 298K
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Dashed line represents the synthesized envelope produced by the two component 

bands. Bold line represents the experimental spectrum

Figure 5.6 - CN stretch of MeCN in Methanol at 323K
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Dashed line represents the synthesized envelope produced by the two component 

bands. Bold line represents the experimental spectrum

Figure 5.7 > CN stretch of MeCN in Methanol at 333K
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bands. Bold line represents the experimental spectrum

Figure 5 .8  - CN stretch of MeCN in Methanol at 343K
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Simulations were successfully made of all the digitised spectra 

(Figures 5.1 to 5.8). It proved inqpossible to perform all the 

simulations with bands that were in the same position for each 

spectrum. This demonstrates that the observed change in the 

experimental envelop cannot be attributed to single thermal 

broadening of the aüssorption bands, which would have allowed 

fitting of all spectra with changes to linewidth and possibly line 

shape.

The simulation shown in Figure 5.1 could not be performed using 

bands of the same width and shape. It is therefore proposed that 

these bands are taken as representative of the slow-exchange 

regime, with no significamt contribution from fast exchange 

phenomena. The simulations shown in Figures 5.7 and 5.8 have 

insufficient intensity in the wings, suggesting that a single 

Lorentzian band could have fitted better than the two highly 

Gaussian components used. This would indicate that Figures 5.7 

and 5.8 represent systems fully in the fast exchange regime. If 

this is the case then the reported fitting parauneters for these 

two cases are meaningless.

Details of the line shape, linewidth and position parameters for 

the simulations are taüaulated in Tad)les 5.1, 5.3 and 5.4 amd 

plotted in Figures 5.9, 5.11 and 5.12. In all cases band 1 is 

assigned to the 'free' CN group and band 2 to the 'bound' group.
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5.4.1. Errors

All of the above data show inconsistencies and, as a result 

Figures 5.9, 5.11 and 5.12 do not show smooth shapes. This is 

almost certainly as much due to the pitfalls of interactive curve 

fitting as to any esqperimental errors. The simulations are always 

capable of further refinement amd accuracy is derived as much from 

patience or intuition as from skill. It is also possible to 

introduce errors by trying to 'force' a fit to a pre-conceived 

pattern. To avoid this kind of contaunination no reworking of the 

simulations was attempted after the first graphs of the results 

had been drawn.

The curves in Figures 5.9 - 5.12 were drawn by esqxDnential 

regression functions that form a part of the drawing package used 

to prepare the graphs (Lotus Freelance 3.0). The curve in 

Figure 5.13 was drawn by the author.

Errors in the data could be introduced by the spectrometer, by 

condensation in the cell or by errors in the digitisation (the 

digitiser cursor is moved by hand). The errors introduced by 

computer processing have already been alluded to. It is accepted 

that the data set is quite sparse given the temperature range 

covered, further data would improve confidence in the plots made.

5.4.2. Line Widths

The linewidths generated for the two bands are tabulated in 

Table 5.1 and plotted in Figure 5.9. The bands gradually broaden
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Temperature (K)

Half Width at Half Height 
(wavenumbers)

Free 
Band 1

Bound
Band 2

203 3.50 4.20
223 3.75 3.75
248 4.80 5.10
273 4.60 4.30
298 4.40 4.40
323 5.10 5.10
333 5.50 5.50
343 5.50 5.10

Table 5.1 - CN Stretch Half Linewidths (wavenumbers)

with increasing temperature. At lower temperatures any 

differences between the bands will be due to the maintenance- of 

the slow-exchange regime preserving the different inherent line 

widths of the two bands. At higher temperatures there is less 

reason why the two bands should show different line widths so 

those occasions where they are different are probably due either 

to experimental error or to errors in the simulation.

Figure 5.9 shows that the two bands appear to have increasingly 

similar linewidths, merging at around 310K-320K thus supporting 

the suggestion that the 333K and 343K (Figures 5.7 and 5.8) cases 

represent a single merged band.
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Figure 5.9 - CN stretch linewidths of MeCN in Methanol
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If a band is lifetime broadened and a width for the unbroadened 

line is available then it is possible to calculate the lifetime of 

the short lived species. Clearly this is only a valid approach 

where a line width is availad>le for a band which has no lifetime 

contribution to its width. In practise this does not occur, it is 

assumed here that the broadening of the lowest tenperature (203K) 

bemds in this work have negligible lifetime broadening.

This approach can be applied to the equilibrium between hydrogen 

bonded and free cyanomethane using the data from this work. The 

band width of the bound species at 203K will be taken as the 

unbroadened width. The approximate equation for this relation
is16 :

h

where Ô E is the increase in linewidth (full width at half-height) 

and 7 the halflife. When converted to wavenumbers and with 

lifetime as the subject it beccsnes :

5 X 10-12
r =•

where 6 u is the increased linewidth in wavenumbers. The 

lifetimes for the cyanomethane - methemol hydrogen bond have been 

calculated using linewidths for the bound species taUcen from 

Figure 5.9. They are displayed in Table 5.2 and plotted as Figure 

5.10.
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Temperature (K) Line Width 
Increase (cm i)

Half Life (s)

220 0.33 1.5 X lO'i-̂
248 0.78 6.4 X 10-12
273 1.21 4.1 X 10-12
309 1.88 2.7 X 10-12
323 2.20 2.3 X 10-12

Table 5.2 - Lifetimes of cyanomethane - methanol hydrogen bonds

This result is in very good agreement with results from recent 

molecular dynamics calculations on the same system which give a 

value of lO'^^s at 298
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Lifetimes of Methanol/Cyanomethane Bonds 
Half Life (s)
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Figure 5 .10 - Lifetimes of cyanomethane - methanol h-bonds
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5.4.3. Line Shapes

The bands generated by the ccxnputer are a combination of two 

lineshape functions, one lorentzian and one gaussian. The user 

specifies a percentage contribution for the gaussian, the 

COTqplement is a lorentzian contribution. The line shape data is 

presented in Table 5.3 and plotted against tenperature in 

Figure 5.11.

The simulations show an increasing gaussian character to the bands 

as temperature increases. As temperature increases the rate of 

collisions will increase. This would, in most circumstances, lead 

to an increased degree of kinetic control on the vibrational 

relaxation function. In other words the curve should beccaae more 

lorentzian in n a t u r e ^ ® ' I n  the case of this work it would seem 

that the lines become less lorentzian with an increase of 

tenperature. This tends to suggest that fewer collisions are 

occurring and that the vibrational relaxation function is more 

controlled by gas-phase like relaxation processes such as 

translational diffusion.

This can be explained if it is remembered that the reaction 

studied here is proceeding very fast. It is significant that the 

calculated lifetimes of the h-bonds in this work is of the same 

order of magnitude as the theoretically predicted cut-off between 

Gaussian and Lorentzian domains, 0.5 x 10'^^ s^̂ . This would make 

a significant change of lineshape in this system quite plausible
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Temperature (K)

Line Shape (% Gaussian)

Free 
Band 1

Bound
Band 2

203 17.5 18.5
223 25.0 25.0
248 30.0 30.0
273 27.0 27.0
298 30.0 35.0
323 55.0 55.0
333 62.0 62.0
343 70.0 70.0

Percentage of line shape function contributed by gaussian function

Table 5.3 - CN Stretch Line Shape

if the hydrogen bond lifetime is changing significantly around the 
0.5 X 10'^^ region.

Rotational correlation times for cyanomethane in water /

1-propanol mixtures have been calculated from both theory and from 

NMR derived transverse relaxation times^®. These values vary 

between 1.58 x 10'̂  ̂s and 4.5x10'^^s with cotposition of the 
solution. In pure 1-propanol the values calculated were 

4.41 X 10"̂  ̂s (theoretical) and 4.3 x 10'̂  ̂s (e3q>erimental) . As 

noted already above these values are very close to the bond 

lifetimes and coupling between processes may well be occurrinçr^^.
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Figure 5.11 - CN stretch Hneshapes of MeCN in Methanol
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5 .4 .4 . Band Position

The band positions are tabulated in Table 5.4 and plotted against 

tennperature in Figure 5.13. Figure 5.14 is a plot of the 

separation between the two bands against temperature.

There is a clear moving together of bemds with increasing 

temperature in these results. This last trend can be seen more 

clearly in Figure 5.13 where the separation between the two peaks 

(in wavenumbers) is plotted. The plot suggests that the 

separation between the peaks is a linear function of temperature. 

The only mechanism available for this phenomenon is the time- 

averaging mentioned in the introduction. Changing temperature 

could change the strength of the hydrogen bond of the 

cyancxnethane/methanol dimer and hence the position of band 2.

This would have no effect on band 1 assigned to the 'free' CN 

stretch.
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Band Position (wavenumbers)

Temperature (K) Free
Band 1

Bound
Band 2

203 2253.80 2263.73
223 2254.30 2263.60
248 2254.00 2262.30
273 2254.90 2262.10
298 2255.80 2262.30
323 2256.00 2261.25
333 2257.80 2261.25
343 2258.85 2261.70

Table 5.4 - CN Band Position

5.5. Conclusions

The lifetime of the hydrogen bonded methanol/cyancmethane dimer 

has been calculated from the linewidth of the infrared absorption 

band for the carbon-nitrogen triple bond. The lifetime shows a 

steady decrease with rising temperature. This suggests that the 

hydrogen bond breaks more readily in a hotter system, which would 

be expected.
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CN Stretch Band Positions 
Position (Wavenumbers)
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Figure 5 .12  - CN stretch band positions of MeCN in Methanol
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CN Stretch Band Separations 
Band Separation (wavenumbers)
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Figure 5.13 - Separation between CN stretch bands of 

Free and Bound MeCN in Methanol
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The lifetime ranges from 1.3 x lO'^^s at 203K to 9 x lO'^^s at 

343K. The molecular dyncunics work^^ on cyanomethane in methanol 

studied the length of time that a solvent molecule remained bound 

to the cyanomethane. The result from that work gave a lifetime of 

1 X lO'^^s at 298K. In view of the remarkably good agreement 

between experimental and theoretical results it seems that the 

lifetime of hydrogen bonded species Ccui be investigated with 

infrared spectroscopy. This should prove to be of considerable 

use to those who study the structure and dynamics of hydrogen 

bonded systems. Many systems should exist which are suitable for 

study in this way. They are probably not recognised as such as 

variable temperature studies are not commonly undertaken.

5.6. Addendum

The approach outlined in the previous section is a simplistic one 

that relies upon a fundcunental assumption aü^out the behaviour of 

the observed IR bands; that exchange processes are the only 

possible cause of the observed changes in the spectra with 

temperature. This is not necessarily the case as the principal 

variables describing IR bands; position, intensity, width and 

shape function are all themselves functions of temperature.

Position The mean oscillator frequency depends upon

the nature of the surrounding dipoles, this 

will change with temperature

Intensity The polarisability of the oscillators is a

function of temperature
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Width Width is determined in part by both Ti amd Tz

relaxation processes, both of which will 

change with temperature.

Shape The balance between Ti and Tz effects on

relcLxation will change with temperature, so 

altering the band shape function

The curve fitting is further explicated by another bamd^^, 

v̂ , itself a potentially temperature sensitive feature, which lies 

close to the observed band. Although this 'hot' beuid has a much 

lower intensity than the main free and bound bands, so much so 

that there is no apparent third band in any of the experimental 

results reported in this work, it would contribute to the overall 

EÛDSorption profile.

Addition of a third band would not make a major quantitative 

change in the peak position parameters. In all but the two 

highest temperatures clearly defined peak positions can be seen in 

the experimental spectra. The other parameters derived from the 

curve analysis could be altered by adding the 'hot' band.

Using a three band curve analysis Besnard, Cabaco and Yarwood^^ 

have produced a series of fits to RAMAN spectra of the same 

system. These have been used to generate equilibrium constants 

for the equilibria between a series of solvated species. This 

treatment has required the invocation of a series of polymeric 

methanol species for which there is no supporting experimental

151



evidence. The justification offered for these species is that 

they provide a frêunework that fits a model for the deconvolution 

of the experimental RAMAN curves.

The experimental spectra of the system are clearly open to 

interpretation in different ways. The treatment presented in this 

Chapter assumes that only exchange processes can cause the 

apparent band positions to converge. As a result a simple 

relationship is assumed between lifetimes and line broadening.

This is clearly an oversimplification since Besnard et have

demonstrated a model that reproduces the experimental results 

without requiring exchange process to cause the observed line 

broadening. Further study of the system using a hybrid of 

exchange and non-exchange mechanisms may yet lead to a better 

interpretation of the observed data.
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6. LIQUID PHASE WATER STRUCTURE 

6.1. Introduction

In spite of the fact that water is of the greatest importamce to 

man, easy to handle, abundant and inexpensive, there is still no 

general consensus as to its precise structure in the liquid phase. 

An examination of the water molecule shows that it is 

approximately tetrahedral in geometry with two lone pairs emd two 

slightly acidic protons. These properties give water a bi­

bifunctionality and hence it's süzility to form a three dimensional 

hydrogen bonded structure, unlike alcohols which can only form 

chain-like hydrogen bonded structures^.

In general two major classifications of water models have emerged; 

one (continuum models) in which water is described as being 

essentially completely hydrogen bonded with a broad range of bond 

energies and geometries, smd emother (mixture models) where a 

mixture of distinct types of water molecule environments are 

envisaged.

6.1.1. The Continuum Model

Pople^ proposed a model for the structure of water based on a 

picture of ice melting. As ice melts the hydrogen bonding becomes 

more flexible. Changes in temperature would then cause hydrogen 

bonds to distort rather than breëüc. The major consequence of this 

being that any regular structure water has can only extend a few 

molecular diameters from any given molecule.
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6.1.2. The Mixture Models

Many models for the structure of water ccxne under this 

classification. The idea that water may be described as a mixture 

of at least two molecular species dates from the nineteenth 

century and has appeared in many guises since.

As with the continuum model, the early mixture models were 

developed by examining, and then relaxing the structure of ice, so 

giving a structure for the liquid phase. Samilov^ suggested that 

water can be thought of as a distorted version of ice in which the 

increased treuislational mobility of water causes water molecules 

to move from their 'ice-like' equilibrium positions and into 

interstitial spaces.

Pauling^ proposed a model for water based upon water polyhedra 

similar to those observed in gas hydrates such as methane hydrate. 

It was envisaged that water consists of a mixture of two units, 

the pentagonal dodecahedron and the tetrakaidecohedron. These 

structures have cavities with diameters of 0.52nm amd 0.59nm 

respectively, which would contain 'free' water molecules.

One concept which has gained widespread acceptance is the 

'flickering clusters' model of Frank and Wen®. This describes 

water as consisting of groups of water molecules which are 

essentially fully hydrogen bonded, interspersed with monxieric 

water molecules. At the surface of these clusters water molecules 

have either one, two or three hydrogen bonds. These clusters are 

continuously, and cooperatively, being broken and reformed with a
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timescale of ca. 10"^^ s. The average size of the clusters, and 

the concentration of monomers, varies with temperature.

More recently Watterson®'^ postulated a 'wave' model for water 

structure. The model suggests that the clusters of water 

molecules are formed in the condensed phase. These clusters, 

however, do not simply flicker on and off, rather they advance 

like a wave through the liquid. Watterson goes on to suggest that 

these clusters are cubic with edges about 3.3 nm long and contain 

approximately 1000 molecules. Watterson's view is that "... this 

basic domain size corresponds to that of the basic unit in water 

structure."

6.1.3. Arguments And Evidence

The very fact that this section is included implies that the 

debate over which model is most appropriate is a continuing one. 

The continuum model has been successfully used by various groups 

of workers to reproduce the observed properties of water such as 

dielectric constant®, radial distribution functions and density 

changes®.

Experimental support for the continuum model has ccxne from Falk et 

al^°, who observed no asymmetry in the fundamental stretching 

bands of HOD and concluded that the results were incxpatible 
with the idea of water molecules having different extents of 

hydrogen bonding. Another study of H20/D20^^ showed symmetrical 

stretching bands and that the CD stretch could be represented by
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either a single Gaussian band or 10 to 15 Lorentziam bands, 

representing a continuous distribution of oscillator environments.

Using the same technique Senior and Verrai came to the opposite 

conclusion, that a mixture model was more appropriate. Their 

reasoning for this was based on the observation of temperature 

dependent asymmetry in the differentiated spectra, suggesting that 

relative populations of two species were changing.

The use of fundamental IR spectroscopy in trying to determine 

whether or not water bands are made up of more than one component 

suffers frxi the dependence of intensity on oscillator 

polarisation?. Polarisation of the 0-H / 0-D bonds increases when 
they form hydrogen bonds, so making them absorb more strongly. As 

a result, if hydrogen bonded species are present in large 

concentrations they will dominate the spectrum cuid make it very 

difficult to see any free (or weakly bound) oscillators.

In the overtone regions the relative intensity of bands is 

reversed? with free or weakly bound oscillators having greater 

extinction coefficients than those more strongly bound. The 

overtone region has another advantage over fundamental IR 

spectroscopy, the separation between bands is almost double that 

of the fundamental region. The use of the overtone region to 

study water is complicated by the possibility of combination tones 

contributing to the observed bauids. This problem is almost 

entirely eliminated by the use of HOD in D2O rather than H2O.
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The 2v ô /ipier/xx orperxyi spectrum of H O D  in D 2O  shows a narrow feature 

at 7050 cm”̂  which is the same energy seen for the 2v O H  stretch 

of monxier H O D  in inert solvents. This feature has been assigned 

to the stretching of free O H  oscillators (OHfree) Raising

the temperature increases the intensity of this feature. Some 

have suggested that this feature and its temperature dependency is 

proof of the existence of OHfree groups in water, others maintain 

that the feature is due to very weakly bound O H  groups?®.

Sceats and Besley? ® showed that the observed temperature dependent 

changes could be simulated without any chemge in the band at 

7050 cm'^, they found that a decrease in intensity around 6800 cm’̂  

brought about the same observed effect.

Further evidence against the 'flickering cluster' model has come 

from molecular dynamics experiments performed by Rahman and 

Stillinger?^ who concluded that liquid water shows no marked 

tendency to orgeuiize the beginnings of ice structures.

Stevenson?® estimated, using ultraviolet spectrophotometry, that 

at 25 °C water has, at most, a concentration of 0.15% moncaner. As 

monomers form an integral part of the 'flickering cluster' model 

their presence in such small concentrations must be seen as an 

obstacle to the acceptance of that model. Other estimates of the 

concentration of monomers in water, derived from both experimental 

and computer simulation, suggest cui upper limit of between 5% and 

10%.
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6.1.4. The Free Lone-Pair and OH Groups Concept

This concept was first proposed by Symons in 1972?, although the 

idea of non-hydrogen bonded O H  groups had been discussed earlier 

by Luck and Ditter?®. Symons suggested that instead of observing 

the properties of liquid water and then devel<ping models which 

reproduce them, it was better to examine the electronic structure 

of the monomer and its chemical properties, and then to develop a 

description based on those properties.

Water is bi-bifunctional and tends to form hydrogen bonds with 

approximately tetrahedral geometry. It will as a result attempt 

to form four hydrogen bonds resulting in a rigid polymeric 

structure. However hydrogen bonds are continually being broken 

and reformed at ambient temperatures emd pressures. This leads to 

the observed fluidity in water. Whenever a hydrogen bond is 

broken two units will be formed, OHfree and LPfree. OHfree is an 

O H  group where the proton is not participating in any hydrogen 

bonding to other molecules. A LPfree group is a lone pair on 

oxygen that is not participating in any hydrogen bonding. These 

two structures are illustrated in Figure 6.1.
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Figure 6.1 - Structure of OHfree and LPfree in water

The importance of these units ccwnes fr<%n their unsatisfied 

hydrogen bonding capability, which make them relatively reactive 

compared to fully hydrogen bonded water molecules. The mobility 

of these groups is expected to be very high. They can be viewed 

as defects in the water lattice propagated through bifurcated 

intermediates in much the same way as hydroxyl and hydroxonium 

ions. Indeed, this mechanism for propagation of lattice defects 

has recently been proposed as an explanation for the high mobility 

of water molecules in the liquid phase^®. Symons suggests that, 

since OHfree and LPfree must be far more abundant in water than 

hydroxyl or hydroxonium ions, they must be at least as significant 

in determining the properties of water.

Using this model the law of mass action successfully predicts the 

spectral changes observed in the overtone studies of the O H
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stretch of H O D  in D 2O. It also explains the initial downf ield 

shift in the hydroxyl protons chemical shift seen when a base is 

added to water^®, but not when a base is added to methanol^^. 

Methanol has an excess of LPfree and so very few OHfree are 

present. In water this is not the case and bases initially 

scavenge the OHfree groups present.

Criticism of this model has come from advocates of the continuum 

model who point out that studies show that the energy needed to 

break the hydrogen bond in the dimer (4-6 kcal mol"^) is not 

available from thermal fluctuations. It is however debataû)le 

whether the situation which they envisage, that of molecules 

moving from equilibrium bonding positions to infinite separation, 

is relevant to the liquid phase.

6.2. Molecular Dynamics Studies

6.2.1. Introduction To Molecular Dynamics

Molecular dynamics (MD) studies are widely used to study the 

orientations of assemblages of molecules. The technique requires 

considerable computational power and as such developments in its 

use are restrained by the cost emd availability of the most 

powerful computer hardware.

In molecular c^amics molecules are represented by potential 

models which consist of masses and charges fixed in their relative 

positions to one another. These masses and charges represent the 

atcms and charge distribution within the species modelled. The
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interactions between the molecules are modelled by equations 

covering mass-mass interactions (usually modelled as Lennard-Jones 

type interactions) and electrostatic interactions. The resultant 

forces are used to determine the velocity vectors for each 

molecule. The motion of the molecules is integrated over 

successive time steps (typically around lO'^^s) . The coordinates 

of all atoms can be recorded for later smalysis.

The only representation of temperature in MD simulations is the 

total kinetic energy of all molecules present. Periodically the 

total kinetic energy in the system is calculated and velocities 

scaled up or down as required to re-establish the required total 

kinetic energy.

The density of the system is usually fixed by restraining the 

molecules to be within a specific sized 'box'. Restraining a 

relatively small number of molecules to remain within a volume 

causes problems with the interactions (or lack of them) between 

the molecules and the surrounding 'walls'. With no interactions 

beyond the 'walls' there would be a tendency for all molecules to 

clump together in the centre of the box, or else to spread 

themselves over the box walls. If there is no wall then the 

density of the system is uncontrolled and molecules can 'escape' 

the system. The boundary problems are overcome by applying 

periodic boundary conditions. This procedure surrounds the box 

with 26 images of the same assemblage of molecules (9 in a plane 

above, 9 in a plane below and 8 in a ring in the same plane as the 

primary box) . A molecule near the edge of the box ' sees ' images
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of molecules at the far side of its box through the box wall. The 

molecule is free to leave the box, but as it does so it is 

replaced by an image of itself entering from the opposite side.

To prevent a molecule from interacting with two (or more) images 

of the same molecule (or even itself) the maximum permitted rsmge 

for interaction forces can be no more than half the length of a 

box side. This puts am upper limit on the range of interaction 

that cam be studied, or conversely sets a minimum size on the box 

and the number of molecules required for the simulation. Periodic 

boundary conditions add to the computational ccmplexity of the 

simulation but provide an environment without edges, which is a 

necessity for the study of any liquid phase structures.

6.2.2. Molecular Dynamics Simulations Of Water

Water is both extremely important and yet a relatively sinple 

molecule. As a result it has been studied extensively by 

molecular dynamics simulations. The first molecular dynamics study 

of water was published by Rahman and Stillinger in 1971^^. They 

used a potential previously developed by Ben-Naim and 

Stillinger^, subsequently termed the BNS potential. The BNS 

potential was a perfect tetrahedron with four charges of 0.19562e 

at the apices of a tetrahedron. The charges (two positive and two 

negative) were placed 1Â frcxn the oxygen atom. They took the 

unusual step of producing stereoscopic pairs of slides and used 

them to study three-dimensional images of the water assemblages. 

From these images they noted the following points about the 

structure of liquid water:
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o Most molecules adopt approximately tetrahedral

orientations.

o No large clusters of anomalous (low or high) density were

observed.

o No polyhedral structures recognisable from studies of

ices and clathrates were observed (these had been 

predicted by Pauling^).

o 'Dangling' OH bonds exist, which are not included in
hydrogen bonds. These entities persist longer than water 

molecule vibrational periods.

o There is no obvious division of water molecules into

'network' and 'interstitial' sites.

The BNS potential was updated to the ST2 potential to yield a 

better agreement with thermoc^mamic data^^. The ST2 potential had 

the magnitude of the charges increased to 0.2357e and the distance 

of the lone-pair charges from the oxygen reduced to 0.8Â.

A great number of potential models have since been used for water 

MD studies. These vary mostly on the magnitude of the charges and 

the geometry of the negative charge distribution. All have just 

one mass, at the oxygen and three or four charge centres. Two 

routes have been taken to represent the lone pair charges; four 

charge and three charge models. Earlier models, such as ST2, were 

four charge potentials which placed charges representing the lone
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pairs above and below the plane of the molecule. Jorgensen et 

al.^^ reviewed a selection of potentials and ccmpared the results 

with radial pair correlation functions derived from diffraction 

studies. They demonstrated that three charge potentials, with a 

single negative charge on the molecular plane on the bisector of 

the H O H  angle, give results as good as the four charge models but 

with a reduced computational load.

Most recently simulations using the ST2 potential have been used^® 

to investigate the translational and rotational freedcxns of water 

molecules, so demonstrating that molecular dynamics can be used to 

study dynamic as well as static properties of water.

6.3. Hydrogen Bonds in TIP4P

6.3.1. Introduction

A great deal of research into the properties of liquid water is 

carried out by techniques such as molecular dynamics, as outlined 

in the previous section. Scrnie study of the hydrogen bond network 

has been made using a purely energetic definition of hydrogen 

bonding. The existence of a hydrogen bond clearly depends on the 

definition used. If the combined coulcxnbic cuid Lennard-Jones 

interaction between two molecules is the sole factor in 

determining the existence of a hydrogen bond then the geometry of 

the bond is not considered. If hydrogen bonds are considered to 

be characterised by molecular orbital overlap then geometry 

becomes very significant if directional orbitals are involved.
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Since the molecular dynamics models use interaction energies to 

evaluate the interaction between two molecules, the data to define 

hydrogen bonds in energetic terms is already available. Hydrogen 

bond analysis has taken place and the mean number of bonds formed 

per molecule for different potentials has been summarised by 

Jorgensen et

What follows is an analysis of data from a TIP4P molecular 

dynamics experiment using entirely geometric criteria for hydrogen 

bonding. If significant numbers of both OHfree and LPfree can be 

identified by their geometry alone then arguments that the 'free' 

groups are simply weaUcly bound will have been countered. If there 

is no accessible bonding partner present for a lone pair or 

hydrogen, strongly or weakly interacting, then there cam be no 

bond, and the group must be 'free'.

6.3.2. The TIP4P Model

The TIP4P model for water was developed at Purdue University by 

Jorgensen et al^^ and was considered to be the better model frcrni a 

series of potential models (TIPS2, TIP3P, SPC, BP, ST2). Although 

they found that SPC, ST2, TIPS2 and TIP4P all gave reasonable 

structural and thermodynamic descriptions of water, TIP4P, TIPS2 

and SPC were significantly easier to use as they were 

computationally simpler thcui ST2.
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The TIP4P water molecule is illustrated in Figure 6.2. The 

parameters used for the TIP4P potential are detailed below:

r(OH) 0.9572 A
HOH 104.52 deg
A 600000 kcal A /mol
C 610 kcal A^/mol
q(0) 0.0 e
q(H) 0.52 e
q(M) -1.04 e
r(OM) 0.15 A

M is the point on the bisector of the HOH angle where the negative 

charge is placed. The interaction strength between two molecules 

a and b with 0-0 separation r is given by:

t
i;j = l

The geometric data used in this study was generated from a 

molecular dynamics simulation of TIP4P water. The data was 

provided by Dr. I.R. McDonald of Cambridge University, whose 

assistance is gratefully acknowledged. The simulation at 

Cambridge was run with the following parameters : 

box length 15.6554 Â

Temperature 289.2 K

Time Step 0.0065 ps

Number of Molecules 128 (giving density of 0.9980 g cm"^)

The configuration of the system, in the form of the coordinates of 

the three atoms of each molecule, was provided for 2000 instances.
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6.3.3. Bonding Criteria

The purpose of this study was to apply purely geometric criteria

to hydrogen bonding in liquid water as modelled by the TIP4P

potential. Three data items were used to control hydrogen bonds: 

distance A maximum separation (0-0) was set at 4.0 A. This 
enccmpasses the entire first peak of the oxygen - 

oxygen radial distribution function as calculated 

from neutron scattering data^®.

B This cuigle is the allowed 'bend' on the hydrogen

bond at the hydrogen. An entirely linear bond has 

B = 0. The maximum pemitted value of B in any 

analysis is Bmax.

<f> This angle is the allowed deviation from

tetrahedral geometry at the lone pair donating 

oxygen. Since lone pair sites are not represented 

as specific sites in the TIP4P model the two angles 

between the intramolecular O H  bonds and the 

potential hydrogen bond are calculated. If the 

angles were both 109. 5^ then the molecule would be 

perfectly tetrahedral. <l> is taken as 109.5-HOHb, 

where Hb is the hydrogen bonding proton.

An alternative way to visualise 4> is to consider 

an 'exclusion cone' aligned with each 

intramolecular O H  bond in which hydrogen bonds may
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Figure 6.2 - Water Hydrogen Bonding Geometry

not form. The surfaces of such a cone form an 

angle of 109.5- ̂  to the OH bond axis.

The maximum permitted value of <f> in any analysis 

is max.

6.3.4. Analytical Methods

A computer program was written in PASCAL running on Leicester 

University’s VAX cluster to process the water configurations, 

henceforth termed ’frames'. The program was first developed to 

read the MD data files provided and to then check that the data 

had been read correctly by ensuring that OH separations were
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consistent at 0.9572 Â. This was successfully achieved and the 

program was then extended to analyse the relative positions in 

space of the molecules. Analysis was undertaken frame by frame 

with statistics covering all data studied calculated at the end of 

the run. The results presented in this Chapter were produced 

using the same program modified to run on an IBM/AT compatible 

personal computer.

Insufficient storage space was available to keep all of the data 

available for processing. The data was divided into blocks of 250 

freunes. Early runs performed with these reduced data sets showed 

very little variation. In order to reduce computation time during 

development of the analysis programmes these 250 frame files were 

further reduced to 50 frames. The variation between the number of 

OHfree groups identified in any one file of data was found to be 

at most ±5%. The final analysis, presented below, was performed 

on a composite selection of 70 frames taken from four disjoint 

sections of the total time span covered by the available data.

This data was selected as a reasonable ccmprcmiise between the need 

to use independent data and the limited processing power 

available.

The programme uses the following outline algorithm for each 

ccxnbination of ^max and ftnax required (the maximum allowed 

deviations from tetrahedral form and linearity respectively) : 

o The programme sorts a list of neighbouring molecules 

within the 4Â limit for each molecule in turn.

171



It then evaluates possible bonds between the currently 

selected water molecule and each molecule in the list of 

near neighbours in turn, closest neighbours first. This 

process stops when the list of near neighbours has been 

traversed.

Statistics on the number of bonds formed by oxygen and 

hydrogen atoms are updated.

If when the list of neighbours within 4Â has been 

exhausted there is still unsatisfied bonding capaibilities 

then the number of free groups found is increased. For a 

LPfree to exist then there must be only one proton 

accepting hydrogen bond formed by a molecule (if there 

are none then there are two LPfree) . For an O H  free to 

exist then one of the molecule's two hydrogens must be 

unable to form a proton donating hydrogen bond, if this 

is true for both then two OHfree groups are present.

As well as counting the total number of free groups 

identified a separate count is maintained of the number 

of molecules bearing one or more free groups. The 

distribution of the number of neighbours within 4Â is 

also recorded, as is the number of neighbours for each of 

the molecules bearing one or more free groups.
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Number Of Neighbours Frequency Percentage

3 14 0.16
4 67 0.75
5 419 4.7
6 995 11
7 2073 23
8 2295 26
9 1687 19
10 1033 12
11 315 3.5
12 54 0.60
13 8 0.089

Table 6.1 : Distribution Of Number of Water Molecules

Within 4Â

6.3.5. Neighbour Density

The number of neighbour molecules within 4Â of each water is 

tabulated in Table 6.1. Liquid water with a density of 1.0 g cm"^ 

would be expected to have 7.96 neighbours within 4Â. The meem 

number of neighbours from the data in Table 6.1 is 7.92 giving a 

density of 0.99 g cm”̂ . The density of the system is therefore 

accurate which suggests that the programme is successfully 

evaluating the list of neighbours within 4Â.

Ice has a density of 0.9168 g cm"^ at 0®C, giving 6.30 neighbours 

within 4Â. It is significant that a little over 16% of TIP4P 

water from this study exists in an environment at or below the 

density of ice. This can not be reconciled with any model that 

views water as containing significant ice-like regions.
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6 .3 .6 . OHfree Population

The two angles Anaxand ^max, defined in Section 6.3.3, were stepped 

through 10° intervals from 5° to 95°. The population of OHfree was 

evaluated for each combination of Anax and m̂ax. The results are 

presented in Table 6.2 and plotted in Figure 6.3.

^max
5® 15® 25® 35® 45®

^max
55 65® 75® 85® 95®

50 98 97 96 96 96 96 96 96 95 95
15° 89 80 73 70 69 68 68 68 68 68
250 79 62 48 71 38 38 38 38 38 38
35® 72 50 31 22 18 17 17 16 16 16
45® 69 44 23 12 7.6 6.4 6.0 6.0 5.9 5.9
55® 67 40 19 7.1 3.3 2.3 2.1 2.1 2.1 2.1
65® 64 36 14 4.3 1.3 0.82 0.78 0.75 0.74 0.74
75® 61 32 11 2.5 0.59 0.32 0.31 0.27 0.26 0.26
85® 58 29 8.7 1.6 0.30 0.15 0.15 0.14 0.13 0.13
95® 56 26 7.3 1.2 0.21 0.12 0.11 0.11 0.10 0.10

Table 6.2 - Percentage OHfree For Different Hydrogen Bond Criteria

The most interesting feature of the above results can be seen with 

the effect of loosening the tf> restraint. The number of free 

groups rapidly falls away until ^max » 35°, at which point the 

population becomes almost insensitive to ^max. Changing Anax, in 

contrast, produces a smooth and continuous fall in the OHfree 

population.
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Figure 6.3 - Percentage OHfree For Different Hydrogen Bond Criteria

In order to extract a population level for OHfree from the data 

presented in Figure 6.3 it is necessary to make scxne assumptions 

about Anax and <̂ max. It has been noted that ^max has little effect 

above « 35°. It is proposed that this marks the boundary between 

'real' hydrogen bonds in water and those bonds that are model 

artifacts caused by setting too lenient a constraint on <f>. The 4> 

limit for a hydrogen bond in water will therefore be taken to be 

35°.

Other studies of TIP4P at 298K, using energetic bonding criteria, 

have produced values for the mean number of bonds formed by water 

molecules in the region of 3.57^® to 3.59^^* This gives around
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10.5% of bonds missing, so the predicted population of OHfree 

should be around 10-11%.

Using the assumed limit of ^max = 35° and the requirement to have 

an OHfree population around 10-11% it is possible to find a value 

for Anax in Table 6.2. This value is 45° (11.7% OHfree); given the 

assumptions made about ^max and the limited extent of the data set 

it is not justifiable to claim any more accuracy. The values used 

here, 10.5%-11.7%, agree with the predictions made by Symons for 

the OHfree Concentration^^ made from overtone spectra of H O D  of 

approximately 10% under ambient conditions.

It has been shown that it can be argued that the hydrogen bonds in 

liquid water have a limit of 35° deviation from a tetrahedral 

structure aüaout oxygen, alternatively that hydrogen bonds never 

form within — 74° of an intramolecular O H  bond (109°-35°) . This 

limit on behaviour prevents hydrogen bonds forming in the space 

between the intreunolecular O H  bonds, proton-proton repulsion 

over-riding the attraction of the negative charge (which, it must 

be remembered, is not centred on oxygen - see Figure 6.2). This 

restriction is not sufficiently severe to prevent three coordinate 

structures with three hydrogens in a plane eüx>ut oxygen. If this 

structure were favoured a large number of hydrogen/lone pair/lone 

pair three centre bonds would occur. This structure would be 

recorded as a LPfree group if the lone pairs had no alternative 

bonding partners.
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6.3.7. LPfree Population

It should be re-stated that these results come from the same 

programme as the OHfree population, running with the same data.

The only difference is that it is checking possible hydrogen bonds 

from the perspective of the oxygen atoms, rather than from that of 

the hydrogen atoms. The data is presented in Table 6.3 and 

plotted in Figure 6.4.

^max
5® 15® 25® 35® 45®

^max
55® 65® 75® 85® 95®

5® 98 97 96 96 95 95 95 95 95 95
15® 89 80 73 69 68 68 68 68 68 68
25® 79 61 48 41 39 39 38 38 38 38
35® 72 50 32 23 20 20 20 20 19 19
45® 69 44 24 14 11 11 11 10 10 10
55® 66 39 19 8.9 6.3 5.5 5.1 4.9 4.8 4.7
65® 63 34 14 4.9 2.7 1.9 1.7 1.4 1.3 1.3
75® 59 29 9.3 2.2 0.73 0.41 0.27 0.21 0.19 0.19
85® 56 26 7.2 1.2 0.30 0.13 0.08 0.08 0.07 0.07
95® 54 23 5.9 0.75 0.13 0.07 0.06 0.05 0.03 0.03

Table 6.3 - Percentage LPfree For Different Hydrogen Bond Criteria
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Rgure 6.4 - Percentage LPfree For Different Hydrogen Bond Criteria

It is clear that the results for the LPfree population follow much 

the same pattern as those for the OHfree population.

In the previous section the combination of ^max = 35° and Anax = 45° 

was taken as representing a case where the proportion of OHfree 

groups equalled the proportion of missing bonds calculated by 

energetic bonding criteria. If this case is examined for LPfree 

then a population of 14.1% is recorded, 2.4% higher than the 

OHfree population.

This ancxnaly can be explained by considering the possibility that 

scxne OHfree groups are being scavenged by oxygen atoms forming 

three, or more, hydrogen bonds. This would result in an OHfree
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population lower than the LPfree population. While the free groups 

must be created in pairs there is no requirement that their 

populations remain exactly equal. The total number of bonds being 

formed by each atom is addressed in the following section.

6.3.8. Number Of Bonds Formed

As already mentioned the analytical programme used to study TIP4P 

water evaluates the possibility of hydrogen bonds forming between 

each water molecule and all neighbouring molecules within 4Â. The 

total number of hydrogen bonds formed within the geometrical 

constraints applied is recorded for each combination of ^max and 

Anax studied. In the previous sections it has been estaüslished 

that the criteria ^ = 35° and B = 45° give a hydrogen bond 

structure with similar characteristics to those calculated on 

energetic criteria. The distributions of bonds formed for this 

case are presented in Table 6.3

Number Of 
Bonds

Hydrogens
(%)

Oxygens
(%)

0 11.7 1.1
1 86.3 25.9
2 2.0 63.7
3 0.02 8.9
4 0 0.35
5 0 0

Table 6.3 - Number Of Hydrogen Bonds Formed Per Atom

The majority of atoms form the expected number of hydrogen bonds, 

two for oxygen and one for hydrogen. The LPfree population is
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almost entirely based on oxygens forming just one hydrogen bond. 

25.9% of oxygens have one LPfree whilst 1.1% have two LPfree (ie. 

form no hydrogen bonds through lone pairs).

Just over 9% of oxygen atoms form three or more hydrogen bonds 

while only 2% of hydrogens form more than one. This effectively 

means that oxygen atoms are scavenging OHfree more effectively 

than hydrogens are scavenging LPfree. This is reflected in the 

mean number of bonds formed per molecule by lone pairs (1.814) and 

hydrogens (1.807). The presence of lone pairs bonding to two 

hydrogens in a three centre bond, effectively removing OHfree 

groups from the system, and of hydrogens forming bonds to two lone 

pairs, effectively removing LPfree from the system, allow the 

discrepancy to be explained.

8.9% of oxygens have lone pairs that are behaving in this way, 

whilst 2% of hydrogens form the equivalent bonds to two lone 

pairs. Allowing for the fact that twice as many hydrogens are 

present as oxygens an excess of 8.9% - 4% = 4.9% of oxygens 

remains forming one extra bond. 4.9% of the oxygens behaving in 

this way would account for a further 2.45% of hydrogens being 

bonded, almost exactly the difference between the observed OHfree 

and LPfree populations (14.1% to 11.7%).

6.3.9. Correlation Between Free Groups and Density

Another statistic that is calculated by the programme is the 

number of neighbour molecules within 4Â of each molecule bearing a
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LPfree group. Once again confining attention to the ^max = 35° and 

Anax = 45° case the data in Table 6.4 is obtained.

Number Of 
Neighbours 

(4Â)

Frequency
(%)

Molecules
Bearing

LPfree
(%)

3 0.2 43.9
4 0.8 23.9
5 4.7 12.2
6 11-1 23.1
7 23-1 25.5
8 25-6 26.5
9 18.8 26.3
10 11-5 31.5
11 3.5 40.6
12 0.6 33.3
13 0.1 0

Table 6.4 - Distribution of LPfree with water Density

The data in Tëüsle 6.4 initially appears to suggest far too many 

LPfree groups, but it must be stressed that these values are the 

proportions of molecules possessing a LPfree group. It has already 

been shown that the vast majority of such molecules have only one 

LPfree group, and so most of the molecules counted in Table 6.4 are 

also forming a hydrogen bond through a second lone pair.

The results show a marked increase in the likelihood of a LPfree 

group being located on a molecule that is in an area of high local 

density. The average number of neighbours within 4Â in liquid 

water is around eight, so the areas in which free groups are over 

concentrated are roughly 25% more dense than water in the expected
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tetrahedral arrangement. This could be accounted for by the 

insertion of an extra water molecule into the first coordination 

shell. In a study using ST2 water Stanley et al^®. found that 

water molecules possessing a fifth water in their first 

coordination shell possessed enhanced translational and rotational 

mobility. Their argument was that by forming bifurcated hydrogen 

bonds the move from one tetreihedral configuration to cuiother was 

catalysed. The presence of increased numbers of 'free' groups in 

areas of high density may represent the 'wreckage' of former bonds 

disrupted by the translational and rotational movements of water 

molecules adjusting to new bonding configurations.

6.4. Conclusion

These results demonstrate that it is plausible to look at hydrogen 

bonding in water in terms of geometric criteria. The bonding 

behaviour of water hydrogens calculated on purely energetic 

criteria can be reproduced by a gecxnetrical argument; that 

hydrogen bonds are within 45° of linear emd do not form an angle 

of less than 74.5° to an intramolecular OH bond. These two values 

are arbitrary constants that allow the same number of bonds to be 

present as have been predicted elsewhere^®. The use of 

interaction energies calculated for various geometries of dimer 

may allow these values to be refined.

The trends revealed in Figures 6.3 and 6.4 certainly suggest that 

the value of ^max = 35° has some significance. Higher values have 

almost no effect on the number of hydrogen bonds present. It
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would seem reasonable to conclude that in TIP4P water hydrogen 

bonds do indeed form within 35° of tetradiedral configurations.

The value of Anax is much more of an arbitrary value, increasing 

values produce more bonds but the effect is smooth over the range 

of angles considered.

It is also clear that it is inpossible to deny the existence of 

non-bonding lone pairs in water if the concept of the non-bonding 

proton is accepted. The two entities go hand in hand as can be 

seen by the very great similarities between Figures 6.3 and 6.4. 

Any discrepancies between the two population levels can be 

accounted for by the presence of small percentages of atoms that 

form more than their notional number of hydrogen bonds. The data 

studied suggests that lone pairs cure slightly better scavengers of 

OHfree than hydrogens are of LPfree.

The values produced by this work can only be considered as 

approximate as the number of configurations studied is only 70.

The smooth shape of the plots in Figures 6.3 and 6.4 does suggest 

that the trends identified are real and not experimental noise. 

Further studies using the same techniques in conjunction with a 

larger data set should be capable of producing results with a very 

much higher level of confidence.

The most inportant conclusion frcxn this work is that the 'free' 

groups predicted to be present in water by Symons^ can be 

identified in a TIP4P molecular dynamics simulation. It is 

particularly significant because the OHfree / LPfree concept
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contains no energetic criteria and molecular dynamics simulations 

contain no geometric definitions of bonds. That a geometric 

argument for bonding can be applied to molecular dynamics data and 

produce such good results should be taken as vindicating both the 

OHfree / LPfree hypothesis and the TIP4P potential model.
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