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Abstract

The survival of Lake Baikal’s unique flora and fauna, of over 1500 endemic species, depends 
on water circulation carrying oxygen to all depths. However, the mechanisms by which this takes 
place are not well understood. A three-dimensional model of the lake has been developed, which is 
the first to be discussed in the open literature. The model, in conjunction with satellite data, is 
demonstrated to be particularly useful for investigating mixing processes occurring in the upper 
layer when the lake surface is frozen. Model generated temperature-depth profiles show that 
mixing extends to a depth of 40 m under regions of snow-free ice, compared to 15 m under snow- 
covered ice (after a period of 8 days). The model can, therefore, provide an indication of diatom 
populations (a vital part of the food chain), as these are larger in regions where convective mixing 
is most active.

Satellite data are analysed to assess the spatial and temporal distribution of snow and ice cover, 
in order to study density driven currents caused by non-uniform solar heating through the ice and 
snow. Incorporating these into the model generates current speeds of about 5 x 1 0 3 m s '1, an order 
of magnitude smaller than those observed in the lake. This suggests that current tlow in the real 
lake may not be purely density driven, as was previously thought.

Other features observed in satellite images include thermal bars and gyres, both possible 
mechanisms for deep circulation of water. Thermal bars occur primarily along the south coast of 
the Central Basin, during June. Numerical modelling experiments suggest that gyi’e formation is 
due to the combination of a north-west wind, the Coriolis effect, and the presence of (lie steep 
Academician Ridge separating the Central and North Basins.

Finally, as regards the ice-free lake, it has been suggested that deep water ventilation might 
occur if internal waves are able to displace the thermocline downwards to a depth sufficient to 
cause ‘Ihermobaric instability’. Model results show that wind speeds greater than 40 m s '1 must be 
uniformly applied to the surface of the lake for 1 to 2 days for the depth criterion to be met. It 
therefore seems unlikely that deep water ventilation is due to wind-induced internal waves.
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/. Introduction

1. Introduction

1.1 Overview

Lake Baikal is unique in many ways and has been the subject of much scientific study 

(Kozhov, 1963; Shimaraev el a l., 1994). The aim of the research described in this thesis is to 

explore the physical processes that occur in the lake. A number of techniques are required in order 

to study the lake system: in situ data forms an important basis but is sparse and not easily 

obtainable; satellite data provide good spatial and temporal coverage but only of the surface; 

therefore, a numerical model, into which both in situ and satellite data can be integrated, is used to 

investigate the hydrodynamics o f the lake.

In this introductory chapter, section 1.2 provides an introduction to Lake Baikal, and a 

discussion of the problems under consideration. These include circulation in the upper few 

hundred metres of the lake and the mechanisms by wliich surface water can be transported to great 

depths. Satellite data are used to determine the surface conditions of the lake during the period of 

ice-cover, which has a great influence on the development of the tem perature structure and 

circulation patterns. Therefore, section 1.3 gives a brief introduction to the technique of thermal 

rem ote sensing from satellites. Finally, numerical modelling, and its application in this work, is 

described in section 1.4.

Chapter 2 presents the results of using satellite data to observe physical processes. Among 

the features observed are thermal bars, gyres, coastal upwelling and suspended sediment plumes. 

Particular emphasis is placed on the detection of thermal bars, as these arc thought to be one of 

the mechanisms which cause deep water ventilation events.

Chapter 3 discusses the use of satellite data to detect snow and ice cover. The aim of this is 

to obtain classification ‘maps’ of the lake surface, showing particular types of ice or snow, at a 

number o f times throughout the ice-covered period. By assigning albedo and extinction 

coefficients to each classification type, these maps can be integrated into the numerical model as a 

means of determining the amount of light (and hence heat) which penetrates beneath the ice.

A single layer barotropic model is described in Chapter 4. Gyres, observed in satellite data 

of the lake (Chapter 2), could be another mechanism involved in the ventilation of deep water. 

The model is, therefore, used to determine the factors that influence their formation.

Chapter 5 introduces the multi-layer baroclinic model, developed in order to study 

hydrodynamic processes in the lake. A description of the model and the paramctcrisations used is 

followed by results from model runs investigating under-ice current flow, convective mixing

9



/. Introduction

processes and the generation of internal waves as a means of causing deep water ventilation 

events.

Finally, Chapter 6 draws together the conclusions, and suggestions are made for further 

work.

1.2 Lake Baikal

Lake Baikal contains about 20% of the world’s liquid fresh water. It is the deepest and also 

the oldest lake on Earth, having an estimated age of 30 million years (Kozhov, 1963; Logatchev, 

1993; Callender and Granina, 1997). Baikal is a rift lake in south-eastern Siberia, composed of 

three distinct basins, as can be seen in Figure 1.1. The Selenga Delta region, a vast accumulation 

of sediment formed over many millennia, separates the South and Central basins. The 

Academician Ridge separates the Central and North basins, the peak of the ridge lying 300-400 m 

below the surface. The deepest part of the lake lies at 1,638 m, on the south side of the steep 

ridge. All three basins are sleep-sided, significantly more so along the north-west coast. Baikal 

annually receives up to 60 km 3of water from river inlets (Granina, 1997), 70% of this is from just 

three rivers; the Selenga, Barguzin and Upper Angara (Kozhov, 1963). Around three hundred 

others contribute the rest. The only outlet is the Lower Angara in the south, the considerable 

power of which has been harnessed by a chain of hydroelectric power stations (Kozhov, 1963). 

The climate in the Lake Baikal region is continental: the winters arc long, cold and dry; the 

summers are short and relatively warm. The lake has a significant influence on the coastal 

climate; winter temperatures along the coast tend to be up to 10°C warmer than those inland, and 

summer temperatures cooler by around 7°C (Kozhov, 1963). The duration of ice cover is 

typically four to live months each year, with a maximum ice thickness of around one metre.

One of the features of this ancient lake is its high biodiversity, including over a thousand 

endemic species. In other comparably deep lakes, such as Malawi (706 m) and Tanganyika (1435 

m) in Africa, the waters are anaerobic below about 300 m. In Lake Baikal, however, the water 

contains sufficient oxygen to support species even at a depth of 1600 m. Baikal has the unique 

ability of being able to circulate water and, therefore, oxygen, down to its greatest depths. It is 

not, however, fully understood how this circulation takes place (Shimaraev et a l ,  1994). Section

1.2.2 describes this problem in more detail.

At the base of the food chain are many species of phytoplankton, including diatoms. Since 

planktonic diatoms are non-motile, the vertical and horizontal circulation of water within the 

upper layer (the top few hundred metres of the lake in which the majority o f mixing occurs) is 

vital to their survival. However, they can vary their sinking rate (Moore and Villareal, 1996). 

Due to the major role the diatoms have in the lake ecosystem, it is important to understand how 

water circulates within the lake and, hence, the distribution of properties such as dissolved 

oxygen, nutrients, pollutants and the diatoms themselves. The dynamics of the upper layer of the 

lake, and how it relates to diatom motions, is discussed in Section 1.2.1 below.

10
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Figure 1.1: Bathymetry of Lake Baikal, with contour intervals of 200 m, showing the important locations such as 

the Selenga Delta, Academician Ridge and the major rivers.

1.2.1 U pper layer dynam ics and diatom  m otions

Many different species of diatoms live in Lake Baikal, some of which occur nowhere else in 

the world. The abundance of these plankton means that they are a major part of the food chain. 

They are either single cells or filaments, formed by cells remaining attached alter division. They 

have no means of propelling themselves and, therefore, will sink at a rale of aboul I m day'1, bul 

in Baikal the large cells have been reported to sink at up to 3 m day 1 (Votinsev and Popovskaya, 

1964). It can be seen that in order to maintain a population near the surface of (he lake (in the 

zone of light penetration), some other means of re-suspension is required. This is necessary not 

only on a daily basis, but also on an annual basis, particularly in the case of (he endemic species
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which cannot be re-populated lroin an outside source (e.g. rivers). Some species, which occur 

mainly in the shallower coastal regions, can be re-suspended from the bottom by wind induced 

mixing. Those that populate the open water will sink to the bottom, unless they are re-suspended 

by some mechanism, such as density driven mixing. Only a small percentage need to remain in 

the top few hundred metres in order for the population to recover in the spring.

Ice cover is an important factor in the diatom life cycle. During March, when the ice is at its 

thickest, the diatoms begin to reproduce (Skabilchcvsky, 1929). This occurs partly due to 

increasing daylength but is also modified by snow on the surface of the ice which melts or is 

driven away by winds, allowing solar radiation to penetrate beneath the ice to the upper layer of 

the water. Decreases in the solar radiation levels, caused either by snow cover or simply by 

nightfall (diurnal variation) have a considerable effect on the variation of diatom depth 

distribution over 24 hours. Lower light levels result in a ‘drop-out’ of diatoms, most likely due to 

the absence of the heat required to generate the convection needed to keep the particles suspended 

in the surface layers. This is illustrated well in Figure 1.2 (Jewson, personal correspondence), 

which shows diatom concentrations and temperature profiles for mid-March 1994. The 

concentrations beneath snow-covered ice are of the order of ten times lower than for a snow-free 

ice region. The temperature profile in Figure 1.2a is much more stratified than in Figure 1.2b, 

which has a mixed region indicated by an isotropic temperature profile (0 - 40 m depth). On a 

longer timescale, it has been observed that in certain years the lake has remained snow-covered 

for longer periods, resulting in a reduction in overall diatom population, compared to years with 

more typical snow cover (Jewson, personal correspondence). Determining the factors that 

influence the diatom suspension is important if we are to be able to predict and understand 

changes in their population levels.

In addition to vertical mixing, the horizontal movement of diatoms is also an important 

consideration. Strong under-ice currents (up to 0.1 m s '1) can occur, and arc thought to be driven 

by density gradients due to differential heating between regions of snow-covered and snow-lice 

ice. Residual currents due to river inflow die away after a few weeks o f total ice-cover and, 

therefore, are not thought to contribute significantly to the under-ice currents (Granin, personal 

correspondence).

The hydrodynamics of the upper 200-300 m of the lake are investigated here, using a 

combination of satellite data and numerical modelling. These techniques are described brielly in 

sections 1.3 and 1.4 below.

12
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Figure 1.2: Diatom concentrations for March 1994 a) under snow-covered ice (10 cm), b) under snow-free ice.

The highest concentrations occur under snow-free ice, where the temperature is uniform with 

depth. (Jewson and Granin, personal correspondence)

1.2.2 Deep water processes

Fresh water at atmospheric pressure reaches its maximum density at a temperature of 4°C 

(Tmd). Temperate lakes with a depth less than about 300 111 experience a ‘turnover’ twice yearly as 

the surface temperature passes through Tmd. For example, in autumn as the surface water cools to 

4°C, the density becomes greater than that of the water below and convection occurs, displacing 

bottom waters. This deep water formation by convective processes cannot occur in Lake Baikal, 

however, due to its great depth and low temperature, as explained below.

Direct heating occurs in the top few tens o f metres only, due to the absorption of solar 

radiation (Goldman el a l., 1983). In Lake Baikal, convection and wind stresses have only enough 

energy to be able to mix this water down to a depth of 200-300 m forming the upper, or mixed, 

layer. The deep layer remains at about 3.3°C throughout the year. As stated above, water at 

atmospheric pressure reaches its maximum density at a temperature of 4°C (Twd) (Eklund, 1963). 

However, Tmd depends on pressure, such that it decreases by -0.021 °C b a r 1 (a decrease of about 

0.021 °C every 10 m) (Chen and Millero, 1986; Eklund, 1965). At around 200 m there persists a 

so-called mesothermal temperature maximum (Tmm) of 3.5°C (Shimaraev el a /., 1993), 

corresponding to the tem perature of maximum density at that depth. In autumn, the upper layer is 

cooled by wind mixing and heat loss to below 4°C. Figure 1.4a is an example of a typical 

temperature profile, showing a cool upper layer overlying a slightly warmer and denser deep 

layer, with a region at Tmm between. Figure 1.4b is an example of a temperature profile for 

summer, showing a warm upper layer above a denser deep layer. Both situations are stably 

stratified; free convection cannot take place between (he upper and lower layers due to the

13
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inesothermal maximum region lying at Tmd (Shimaraev et al., 1994). Surface water is unable to 

convect freely to the deep layer; hence the concentration of oxygen at great depths would be 

expected to be very low, as in Lake Malawi for example. Measurements of oxygen levels in Lake 

Baikal (Weiss el al., 1991), using CFCs as tracers, show that this is not (he case. Oxygen and 

tem perature profiles indicate an injection of slightly cooler, oxygenated water into the bottom few 

tens of metres of (he lake. From the description of the lake stratification above it can be seen that, 

to account for the relatively high oxygen concentration, there must be a process at work in 

addition to free convection.

- 2 0 0

- 4 0 0
E

- 6 0 0JZ

- 8 0 0

- 1 0 0 0

- 1 2 0 0
74 53 6

- 2 0 0

- 4 0 0

E

- 6 0 0sz
CL
<DQ

- 8 0 0 md

- 1 0 0 0

- 1 2 0 0
4320

Tem perature (°C) T em perature (°C)
(a) (b)

Figure 1.3: Typical temperature profiles for Lake Baikal in a) March and b) July. The mesothermal 

temperature maximum (Tmm) can be seen as a ‘knee’ in the profile, occurring at a depth of about 

200 m, where the temperature crosses the line of maximum density (7'mrf) at about 3.5°C (Shimaraev 

eta l., 1994).

Weiss et al. (1991) describe a process which they refer to as a ‘thermobaric instability’ - that 

is, one which occurs due to the interdependence of temperature and pressure. Consider the 

sim plified situation depicted in Figure 1.6, of a stable, reversely stratified lake (pi < p 2). Tmd 

decreases with depth (pressure) as described above. Therefore, if the interlace is depressed (by 

some external mechanism) to a depth (sometimes referred to as the compensation depth, Hr) such 

that pi and p 2 are equidistant from pnmx, the situation becomes neutrally stable. If the interface 

deepens further, until Ti lies on the Tmd curve, water at the base of the upper layer will be able to 

displace deeper water, which now lies further from the Tmj  curve. In effect, a plume of cold water 

develops between the base of the mixed layer and the bottom (or at some other depth if the plume 

encounters water nearer the Tmd curve). Shimaraev el al. (1993) observed the formation of such a 

je t in the region of a thermal bar during spring. Carmack and Weiss (1991) briefly describe 

another possible mechanism for the initiation of such an instability. They propose that during 

autumn-winter, when the lake is reversely stratified (as in Figure 1.6), surface wind stresses

14
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generate internal waves on the interface between the upper and lower layers. These waves are 

baroclinic in nature - (hat is, they depend on changes in density. Since (he difference in density 

between the two layers is small, (he amplitude of (fie waves can be large (many metres). If (he 

waves have an amplitude such that the interface is depressed below the compensation depth, a 

thermobaric instability could be formed, thus generating a region of local deep convection. The 

conditions that could give rise to this process (i.e. the generation of internal waves) will be 

investigated using numerical modelling in Chapter 5.

Temperature f  C)
4.04J)

T md7 ’md

200 -200 -200 -

400-400-400 -

(b) (c)(a)

Figure 1.4: Illustration of the formation of a thermobaric instability. The upper layer and lower layers have 

temperatures Tt and 1 \ respectively. The densities of each layer immediately above and below the 

interface are p x and p 2 respectively. In (a) the situation is stable, as the upper layer is less dense 

than the lower. In (b), the interface has been depressed by some mechanism, such that the densities 

of the two layers above and below the interface are equal, resulting in a neutrally stable situation. 

Any further deepening of the interface will therefore cause the upper layer to become denser than 

the lower, resulting in a convective mixing event (c). (After Weiss et a l  (1991))

Shimaraev et al. (1993) discussed thermal bars as a mechanism for deep ventilation. These 

long lived thermal and density fronts usually occur in temperate lakes during spring warming and 

autumn cooling. During the Lake Baikal spring (May-June) a front separates two regions of 

waters; one directly stratified, close to the shore (where the shallower water results in increased 

heating), with temperatures greater than T„ , t h e  other, inversely stratified open water with 

temperatures less than Ttnd. In this open lake region, the surface of the lake is at a temperature of 

about 3°C. This increases with depth to Tmm at about 200 m, and then gradually decreases again. 

In the region of the thermal bar the mesothermal maximum has been observed to disappear during 

June, resulting in homothermy at 3.35°C between the hypolimnion (the deep layer below the 

thermocline) on the open lake side of the bar, down to the bottom of the lake. This temperature is 

lower than that of the surrounding water, and so a jet of cold water is formed which then travels 

along the bottom slope of the lake. Thus near-surlace, oxygen-rich water is able to penetrate to 

great depths. Increased salinity in the coastal waters (due, for example, to dissolved salts in river

15
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inflow), may he sufficient to increase the density o f the surface water such that it is able to 

penetrate the Tmm region and sink to greater depths. This could be coupled with the thermobaric 

instability event described above. The formation of spring thermal bars will be investigated in 

Chapter 2, using satellite data.

1.3 Remote sensing from satellites

Remote sensing from satellites is a very useful tool in the study of oceans and large lakes. 

The relatively high frequency of overpasses and the large spatial coverage allow surface 

characteristics, such as temperature and reflectance, to be monitored on an almost continuous 

basis over a long period of time. In situ measurement campaigns are costly and are able to cover 

only very small regions at a time. They also have the disadvantage of inconsistencies in 

measuring instruments and techniques. For example, bulk sea temperature can be measured by 

taking buckets of water from over the side of a boat, or from sensors mounted on the hull, or from 

floating buoys. Each of these techniques could conceivably give different results even for the 

same region of water. Remote sensing, although unable to replace in situ  measurements entirely 

due to the necessity of validation campaigns, can be a low-cost alternative in many cases, 

providing continuous, reliable data, available to a wide community of users.

The particular type of satellite data used in this study was chosen to meet the requirements of 

the problem under consideration. Thermal wavelength data (10-12 pm) are required in order to 

observe surface temperature features, which provide information about underlying physical 

processes. Visible wavelength data (0.55-0.87 pm) are important for detecting snow and ice on 

the surface of the lake. Spatial resolution is another factor to consider. Although very high 

resolution data (such as from Landsat) provides detailed information about small scale features, 

this level of detail is not required for this study, and is in fact undesirable. Obtaining such data for 

an area as large as Lake Baikal, and for many different dates, would be unfeasible in terms of data 

acquisition cost and storage space. An instrument is, therefore, chosen which has a resolution 

sufficient to show the features being investigated, at the required wavelengths. For tliis study, 

data from the Along Track Scanning Radiometer (ATSR) satellite instruments are used; both 

thermal and (in the case of ATSR-2) visible wavelength data are available, at a spatial resolution 

of 1 km. Section 1.3.3 gives more details of the ATSR instruments.

1.3.1 Principles of thermal remote sensing

All objects emit electromagnetic radiation at a rate according to the temperature of the 

object. This rate is modified by the emissivity of the object, a value between zero and unity which 

depends on the surface property. An object with an emissivity of unity emits thermally at the 

maximum possible rate (dependent only on temperature), and is known as a ‘blackbody’. 

Although most objects have an emissivity less than one, some can be approximated to a 

blackbody; the Sun is one example. The spectral emittance of a blackbody at temperature T  is 

dependent on wavelength and is given by Planck’s radiation law (Eq. 1.1):
16
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In order to measure an object’s temperature, an instrument called a radiometer can be used, 

which utilises this relationship between emitted thermal radiation and temperature. The emitted 

radiation at different wavelengths is measured, from which a so-called Brightness Temperature 

(BT) can be derived using Planck’s law. Atmospheric transmission is high between about 11 and 

12 pm (see Figure 1.7), so these two wavelengths are commonly used hy thermal remote sensing 

radiometers. Other atmospheric windows at 1.6 and 3.7 pm  are used for measuring reflected and 

emitted thermal radiation respectively.

UJ
o
z
<h-h-

0.8

3O)
z
5  0.2  
I-

1 OOnm 1 p m 1 Opm 100pm 1 mm 1 Omm
WA V E L E N G T H

Figure 1.5: Atmospheric transmission, showing the wavelengths at which high transmittance occurs.

In situ measurements of water temperature tend to refer to the ‘bulk’, somewhere between a 

depth of a few centimetres to a few metres. However, BTs are skin temperatures, that is, the 

tem perature of the top 100 pm  of the water (Figure 1.8). Skin temperature is usually cooler than 

bulk temperature, due to the vertical heat flux through the sea-air interface. The difference in 

temperature between the two (8t) varies considerably depending on the local conditions, but is 

typically around 0.1 - 0.5 K. The bulk-skin difference reduces almost to zero when the sea-state is 

rough (strong mixing) and solar heating is low.
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Heat fluxes

Sea surface

Figure 1.6: Bulk and Skin temperatures, Ty, and T„. The bulk-skin 

temperature difference, St, can be up to 1-2 K.

1.3.2 Cloud detection

One of the problems with thermal and visible wavelength remote sensing is that cloud cover 

obscures the view of the surface, resulting in a potential loss of continuity. It is clearly very 

important to be able to identify cloud in satellite data, to prevent contamination of surface data. 

One of the simplest methods for identifying certain types of cloud is by utilising the fact that the 

BT of the tops of high clouds tend to be cold in comparison to the surface. Pixels with BTs colder 

than about 273K are likely to be cloud, although this will not always be the case. Tliis is 

particularly true in cold regions, and where the cloud is very thin or patchy (e.g. small clouds 

which cover only a fraction of each 1 km2 pixel), resulting in the contribution of surface radiation 

to the total amount detected. Much more sophisticated cloud tests have been developed, including 

one which utilises the relatively high reflectivity of clouds in the 1.6 pm channel compared with 

that of water.

1.3.3 An overview of the ATSR instruments

The Along Track Scanning Radiometer (ATSR) series of instruments were designed with the 

primary objective of detecting small changes in global temperature which may be indicative of 

global warming. A continuous dataset over a period of more than ten years will be available, with 

a period of overlap between each of the missions for inter-comparison and validation. Mission 

details are shown in Table 1.1 below.
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Table 1.1: Mission details for the ATSR series of instriiniciits

I. Introduction

Instrument Satellite Launch date Status

ATSR-1 ERS-1 July 1991 Dormant (from 1996)

ATSR-2 ERS-2 April 1995 Active

AATSR (Advanced ATSR) ENVISAT 1999 -

The instruments detect thermal, and, in the case of ATSR-2 (and AATSR in the future), 

visible radiation. All the ATSR instruments detect radiation at three thermal infra-red 

wavelengths (3.7, 11 and 12 tun) and one reflected infra-red wavelength (1.6 (am). In addition to 

these channels, ATSR-2 has three visible bands at 0.865, 0.659 and 0.555 fim. Images 

representing brightness temperatures are obtained from the thermal bands. BT images are uselul 

for the analysis of surface thermal features when only the relative temperatures are required, as 

BTs may be up to 2°C cooler that the actual temperature (as discussed in section 1.3.1 above). In 

order to derive accurate, absolute, sea (or more generally, water) surface temperatures (SSTs), the 

ATSR instruments observe each scene at two angles, approximately 55° and 0° to fhe nadir (See 

Figure 1.7). This dual-angle viewing geometry allows each scene to be viewed through two 

different atmospheric path lengths, which, in conjunction with measurements at up to three 

different wavelengths, enables accurate atmospheric corrections to be made. In order to achieve 

the objective of detecting signs of global warming, SSTs must have an absolute accuracy of ().3°C 

and a relative accuracy of 0 .1°C (Edwards el a l, 1990). The spatial resolution of ATSR is 1 km 

and each image covers an area of 512 x 512 km. During the mission a combination of 3 and 35 

day repeat cycles has been used, the former during the commissioning phases only. During the 

35-day repeat cycle, two overpasses of approximately the same region are made every three days - 

one during the day and one at night. The field-of-view returns to the same 512 x 512 km scene 

every 35 days. Since the mission started in 1991, there have been many hundreds of observations 

of Lake Baikal. Cloud cover will, of course, reduce the number of images suitable for surface 

temperature analysis, but the high spatial and temporal resolution of the instrument still makes it 

an ideal tool for observing large scale surface features. In situ measurements on this scale would 

be highly impractical, if not impossible, over such long time periods.
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ATSR

Forward 
view 
scan /

Nadir
view
scan

Figure 1.7: ATSR viewing geometry. The ATSR instruments scan along two arcs swept out by a cone, in the 

nadir direction and forward at an angle of 55° to the nadir. (Mutlow et aL, 1994)

1.4 Numerical modelling

In order to understand the hydrodynamics of Lake Baikal, the technique of numerical 

modelling is used. At its basic level, a model solves the equations describing conservation of 

mass, momentum and thermal energy for the system being studied. The model starts with a given 

set of initial conditions (such as the shape and size of the system, initial temperature and the 

spatial and temporal resolution at which to solve the equations), and integrates over time and 

space. In this way, the model acts as a laboratory in which the theoretical behaviour of the system 

can be examined for different conditions. In the case of Lake Baikal, one of the factors under 

consideration is the effect of variations in snow and ice cover on current llow and the 

development of the tem perature profile, in relation to diatom distribution, as described in section 

1 . 1 .

One important use of satellite data is in conjunction with numerical models, whether it is on 

a global scale for predicting global climate change or weather forecasting, or on the smaller scale 

studied here. In order to provide realistic input of snow and ice cover to the model, satellite data 

from ATSR-2 is used, as described in Chapter 3. It is also used for the qualitative validation of 

the model, in conjunction with both recent and long term in situ observations of temperature.

Two types of model are developed and used here: the first, a barotropic model, to investigate 

principally the factors influencing gyre formation; the second, a baroclinic model, to study the 

hydrodynamics of the top few hundred metres of the lake, with particular emphasis on the period 

of ice-cover, and on the conditions necessary to generate a thermobaric instability. The two 

model types indicate the different wave modes that are resolved by the model. Waves occur on 

interfaces between layers of differing densities. The smaller the density difference, the greater the 

wave amplitude and period. Thus, on a water-air interface the waves have a small amplitude and 

a fast speed. This is known as the barotropic mode. Waves on internal interfaces between layers 

of different temperatures (and hence densities) are much slower, and larger in amplitude, due to 

the relatively small density differences. These are the baroclinic wave modes.
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The barotropic model solves equations relating to pressure gradients caused by changes in 

surface height. The model consists of a single layer only, and since no density variations are 

included, only the short time-scale barotropic motions are resolved. Pressure gradients arise due 

to applied wind stresses on the surface, and changes in surface height at river inflows and 

out Hows. The model output generated consists of the surface height and horizontal velocities 

representing the current flow caused by the surface displacements. Results from this model and a 

further discussion of the techniques involved are given in Chapter 4.

In addition to the barotropic mode, the baroclinic model1 also solves equations which govern 

temperature (and hence density). The model, described in Chapter 5, is the first step towards a 

multi-layer general circulation model. The number of layers, N, is limited only by considerations 

of the computation time required by more layers. Pressure gradients arise due to gravity acting on 

changes in density (caused by surface heating) and from applied wind stresses.

A wide variety of models have been discussed in open literature. For example, a number of 

models are one-dimensional in the vertical (Patterson and Hamblin, 1988), or two-dimensional in 

the horizontal and vertical (Killworth et a l ,  1996). Walker and W atts (1995) describe a non­

hydrostatic three-dimensional model of a temperate lake and its use to study deep ventilation in 

Lake Baikal. Kelley (1997) uses analytical methods and Monte Carlo simulations to model two- 

dimensional steady circulation flow fields, in order to study algal suspension.

The baroclinic model which has been chosen to be developed for this study is an 

intermediate level model of the tropical Pacific Ocean, which has been in use for more than ten 

years (McCreary and Anderson, 1983; McCreary and Anderson, 1991). This model was chosen 

because it was thought to be the most suitable for representing the processes under investigation. 

It would allow a three-dimensional investigation of temperature and current How, on the required 

timescales of days to months necessary to study mixing processes. Enhancements to the original 

model include: conversion to a fresh-water equation of state; an increase from two to N  layers; 

inclusion of the barotropic mode alongside the baroclinic mode; and a scheme to model 

convective mixing. Further details of this model are given in Chapter 5. The relative merits of 

these models, in relation to the results of this research, are discussed in Chapter 6.

1 A lthough this model is referred to as a baroclinic model, it resolves both the baroclinic and barotropic wave modes.
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2. Observations of physical processes using satellite data

2.1 Overview

Satellite data is an important tool with which to study the physical processes in lakes with 

large surface areas (i.e. much greater than the spatial resolution of the satellite data), such as Lake 

Baikal (Bolgrien and Brooks, 1992; Malm and Jonsson, 1994). Thermal and visible wavelength 

satellite data provides direct information about the surface of the lake, which can then be used to 

determine details of dynamical processes within the lake. For example, ‘thermal bars’ play an 

important part in mixing and deep water renewal processes within the lake (Shimaraev et al., 

1993), and can also be clearly observed as a surface feature with thermal satellite data (Bolgrien et 

al. , 1995).

Section 2.2 describes thermal bars in more detail, and their observation using thermal 

wavelength satellite data lfom  the ATSR instrument. Temperature transects and histogram 

analysis are used to produce time series of plots showing (he development of thermal bars during 

the spring warming period. In section 2.3, observations of gyres are presented, and their potential 

role in deep water ventilation discussed. Sections 2.4 and 2.5 describe observations of coastal 

upwelling and suspended sediment plumes respectively.

2.2 Thermal bars

Dimictic lakes are defined as those that have a temperature stratification which is direct in 

the Summer and inverse in Winter, as shown in Figure 2.1. During Spring (Autumn) warming 

(cooling) the temperature therefore passes through the temperature of maximum density, Tm<t (4°C 

at the surface), resulting in convective overturn (Zilitinkevich et al. , 1992; Farrow, 1995).

Lake Baikal is a dimictic lake, although complete convective overturn does not occur, due to 

its great depth (for the reasons discussed in Chapter 1). A feature associated with this overturn, 

which occurs in Lake Baikal and other dimictic lakes, is the thermal bar (Figure 2.2). During the 

early stages of Spring warming the entire lake is homothcrmal at 3-4°C (Figure 2.1b). In the 

shallower coastal regions warming continues quickly, the water column becoming stably stratified 

with temperatures considerably greater than Tmd, while the rest of the lake remains just below it.
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Epilimnion

TmdThermocline

Hypolimnion

C L

XJ
(b) (c )(a)

Figure 2.1: Illustration of temperature stratification in a dimictic lake: (a) direct stratification in summer

(warmer water overlying cooler, denser, water); (b) neutral stratification in spring/autumn; (c) 

indirect stratification in winter (cooler water overlying warmer, denser, water). The thermocline 

is the region of greatest temperature gradient, which separates the epilimnion (upper layer) from 

the hypolimnion (denser, lower layer).

Separating these two regions, where the water column is neutrally stable at Tmd, is a thermal 

and density front where convection can take place freely. This region, known as a ‘thermal bar’, 

gradually moves outward from the coast as warming continues.

Thermal
bar

7°Q
6°Q

5°Q
!4°C 3°C

Figure 2.2: An idealised cross-section of the coastal region of a lake, showing a thermal bar. The shallow 

coastal water warms more quickly than the open lake water, resulting in the formation of a 

temperature and density front (thermal bar) in the region where water greater than Tmii meets 

water less than Tmd. (After Malm and Jonsson, 1993)

Shimaraev et al. (1993) discuss the thermal bar as a possible mechanism for deep ventilation 

of Lake Baikal waters. A cold jet of water on the open-lake side of the bar has been observed, 

which may be due to thermobaric instability (Weiss et al., 1991; Shimaraev et al., 1993) allowing 

cold water (3.35°C) to sink to depths as great as 1 ()()()-1500 m. The extent and duration of thermal 

bars is investigated here, using satellite data from the ATSR instrument, in order to provide 

further insight into their role in the process of deep water ventilation.
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2.2.1 Temperature transects

Satellite data of Lake Baikal during the Spring/Summer warming period (June-July) of 1993 

and 1995 was examined for the presence of thermal bars. These arc evident in (he images as a 

sharp temperature gradient a lew kilometres from the coastal regions, particularly around the 

Selenga Delta. This can clearly be seen in plots of brightness temperature (BT) along a transect. 

Figure 2.4 is a lime series of plots using transect A in the northern part of the Central Basin, 

between 10th June and 7th July 1993.

Figure 2.5 shows similar plots but for transect B across the Central Basin close to the 

Selenga Delta, between 4th June and 4th July 1995. Different transects were chosen for the two 

years in order to maximise the amount of cloud-free data at each location. The four lines shown 

in each plot represent BT measured in the four thermal channels of ATSR, as discussed in Chapter 

1 :1 2  pm nadir (solid), 11 pm  nadir (short dash), 12 pm  forward (long dash) and 11 pm forward 

(dot dash). For simplicity, when specific temperatures are given below, the 12 pm nadir channel 

BT is used. Note that the number of pixels in the transect varies slightly with each plot, due to the 

different orientation of the descending (day) and ascending (night) images.

56

55
NORTH BASIN

54

Barguzin
RiverOlkhon Island03

53
CENTRAL BASIN

Selenga Delta

52

SOUTH BASIN

102 104 106 108 110
longitude (E)

Figure 2.3: Outline of Lake Baikal showing the location of transects A and B in the Central basin.
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In Figure 2.4a the temperature across the transect is almost uniform at 276 K. The 

beginnings of a thermal bar can be seen at the right hand side of the plot (i.e. nearest the south­

east coast) where the temperature increases slightly to 277 K. The tem perature increase is more 

noticeable in the forward channels, although this is likely to be due to a slight offset of one 

kilometre between the nadir and forward channel images, i.e. the forward transects should be 

shifted one pixel to the right to match up with the nadir channels. The plot for 15th June, Figure 

2.4b, shows forward channels only as the nadir data was unavailable for this date. The bar is in 

approximately the same location as live days previously. By 23rd June (Figure 2.4c), the bar has 

developed considerably, extending by 3 km into the lake. The open-lake region is still a uniform 

276 K, while the water nearest the coast (on the right) has reached 283 K. Two days later (Figure 

2.4d), the open-lake water has increased slightly to 276.5 K and the thermal bar has spread 

further, to about 7 or 8 km from the shore. The near-coast water has reached its peak of 285 K. 

The following day, 26th June (Figure 2.4e), The maximum temperature has decreased slightly to 

283 K, while the open-lake region has now warmed to 277 K, the tem perature at which water 

reaches its maximum density. Ten days later, on the 7th July (Figure 2.41), the surface 

temperature along the entire transect is greater than 280 K, the highest temperatures still occurring 

in the innermost 15 km.

During the first sixteen days shown in the plots (Figure 2.4a to e) the temperature in the 

open-lake region increases by only one degree. In the next sixteen, between Figure 2.4e and 

Figure 2.4f, it increases by about four degrees. When the temperature is so close to Tm(j, about 

276-277 K, vertical mixing is able to occur relatively easily due to the low stability of the water 

column. Even small increases in temperature cause the water to sink, and be replaced by cooler 

water from below. This process continues until the entire water column reaches Twd, alter which 

further increases in temperature at the surface result in a density decrease, thus causing the water 

column to become directly stratified, resulting in a relatively rapid increase in surface temperature 

once it passes T,„d.
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Figure 2.4: Time series of plots from 10/06/93 to 07/07/93 showing brightness temperature along transect A, 

across the Central Itasin, south-west of Barguzin Bay (1 pixel = 1 km). Key: 12pni nadir: solid; 

11pm nadir: short dashed; 12pm forward: long dashed; 11pm forward: dot-dashed.
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Figure 2.5: Time series of plots from 4/6/95 to 4/7/95 showing Brightness Temperature along transect It, across 

the Central Basin, north-east of the Selenga Delta (1 pixel = 1 km). Key: 12pm nadir: solid; 1 Ipm  

nadir: short dashed; 12pm forward: long dashed; 11pm forward: dot-dashed. NB. the variation in 

pixel no. along transect is due to the different orientation of the descending (day) and ascending 

(night) images.
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Figure 2.5 shows a similar progression of the thermal bar over the period 4th June to 4th July 

1995. Transect B, unlike transect A, stretches across the entire width of the Central Basin, from 

the north-west coast on the left to the south-east coast on the right. The thermal bar is already 

evident in the 4th June plot (Figure 2.5a), however, suggesting that either initiation of the bar 

begins earlier nearer the Selenga Delta, or warming o f the whole lake began earlier in 1995. The 

maximum temperature which occurs over the range of dates shown is 290 K on the 4th July 

(Figure 2.51), which is warmer by live degrees than the maximum transect A. This could be due 

to transect B being further south, or its proximity to the Selenga Delta (from which warmer river 

water flows). Figure 2.5 shows slightly anomalous open-lake temperatures, in that it increases 

from 275.5 K in Figure 2.5c to 278 K in d and e, and then drops back to 277 K in Figure 2.5f. 

This is inconsistent with the data from 1993, and may be either a true representation of the surface 

temperature or an artefact of the surface property. Since the temperatures shown are brightness 

temperatures, they are dependent on the emissivity of the water. If the emissivity increases, the 

BT will be apparently higher. Examining the visible wavelength channels of the anomalous dates 

shows an unusually high level of reflected radiation, which could indicate the presence of diatom 

blooms (a common occurrence at this time of year). If this were the case, the emissivity would be 

considerably altered, resulting in the apparent increase in the surface temperature.

2.2.2 Histogram plots

Using a fixed value for Tmd of 277 K (4°C) to locate the thermal bar is clearly not an ideal 

method when using BTs, as the value is different for each channel and may vary slightly from day 

to day depending on surface and atmospheric conditions. Histogram plots of pixel temperature 

over the lake may be used to determine the BT at which maximum density occurs (.BTtn(j). For 

example, Figure 2.6 and Figure 2.7 below are time series of histograms using the 11 pm nadir BT 

for the dates used in the transect plots above. The well defined peaks around 276 K are due to the 

uniform temperature of the open-lake. Above Tmd a much wider spread of temperatures is 

possible, as can be seen in the histograms. Between the two regions lies the thermal bar, the 

tem perature of which (i.e. BTm(i) can be found where the sharp peak drops off and the spread of 

warmer pixels begins. For example, in Figure 2.6a tliis occurs at 276.5 K. Table 2.1 gives values 

of BTmd obtained from Figure 2.6 and Figure 2.7. Note the two degree shift in the large peak for 

25th and 26th June 1995, and the correspondingly high values of BT,„d, as seen in the transect 

plots in the previous section.
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Table 2.1: BTmd values obtained from Figure 2.6 and Figure 2.7 (11 pm nadir channel data)

Date 10/06/93 15/06/93 23/06/93 25/06/93 26/06/93 07/07/93

BTmd (K) 276.50 276.75 276.50 276.75 277.25 277.00

Date 04/06/95 06/06/95 15/06/95 25/06/95 26/06/95 04/07/95

BTmd (K) 276.6 277.2 276.5 278.8 278.5 277.5

Using these values for BTmd as threshold values, plots can be derived from satellite images 

showing the extent of the thermal bars. Figure 2.8 and Figure 2.9 arc plots for Lake Baikal for the 

dates used in the transect and histogram analyses, derived using the 11pm nadir BT image and the 

BTmd threshold values given in Table 2.1 above. In each image white represents both land and any 

cloud which may be present. Lake pixels with a temperature less than the BTmd for that date are 

shown in grey, and those warmer are shown in black. The different orientations of the lake are 

due to the type of satellite overpass - descending (day) overpasses are more ‘vertical’ than 

ascending (night) overpasses.

It is clear from Figure 2.8 and Figure 2.9 that thermal bars occur primarily along the south­

east coast, in particular around the Selenga Delta and at the far end of the North Basin. The 

location of the bar in the plots for 1993 is further out from the shore than at a similar time in 1995. 

The thermal bars tend to be fairly restricted to the coastal regions and extend out from the coast by 

only a few kilometres in most cases. As the transect plots in Figure 2.4 and Figure 2.5 suggested, 

it appears that the lake does not achieve direct stratification by a steady inward progression of the 

thermal bars, as occurs in many diinictic lakes (Goldman and Horne, 1983), but rather by gradual 

heating of the bulk of the open-lake water.

W hile the images do clearly show thermal bars, cloud cover is extensive, particularly at the 

end of June and beginning of July (hence the lack of images shown for tliis period), restricting the 

amount of quantitative information which can he obtained. Also apparent in these figures is the 

sometimes rather poor spatial coverage of the lake. The ascending passes (e.g. Figure 2.8b, d and 

1), having a swath width of 512 km, result in parts of the lake being missed. (Data covering the 

southern lake for the descending passes was also examined, but is not shown here.)
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Figure 2.6: Time .series plots for 10/06/93 to 07/07/93 showing histogram plots of 11pm Brightness Temperature 

for lake pixels.
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Figure 2.7: Time scries plots for 4/6/95 to 4/7/95 showing histogram plots of 11 pm Brightness Temperature for 

lake pixels.
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10/06/93

23/06/93 5
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07/07/93

Figure 2.8: Plots derived from satellite images using histogram plots to show the location of the thermal bars 

from 10/06/93 to 07/07/93. Water warmer than Tmd is shown in black, water cooler than Tmd is 

shown in grey, and land (and cloud) is shown in white.
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Figure 2.9: Plots derived from satellite images using histogram plots to show the location of the thermal 

bars from 4/6/95 to 4/7/95. Water warmer than Tmd is shown in black, water cooler than Tmd\s 

shown in grey, and land (and cloud) is shown in white.
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2. Observations o f  physical processes using satellite data

2.3 Gyres

Figure 2.12 shows a time series of satellite images for 18th to 22nd October 1994. The 

warm (281 K) circular feature in the region of the Academician Ridge (see Figure 1.1) appears to 

be a gyre, or large eddy structure, and persists from at least mid-October1 to mid-November, when 

the satellite data shows that it has dispersed. A similar but smaller feature is also visible half way 

along the north-west coast of the North Basin.

Satellite images from 1991 also show an almost identical structure at the same time and 

location, although due to extensive cloud cover it is only clearly visible on images between 17th 

and 21st October. Data from autumn 1993 do not indicate the presence of gyres, but the number 

of cloud-free images is again small for this period of time, so the possibility of gyre formation in 

1993 should not be ruled out. A more open spiral feature is, however, present in data for 17th 

July 1993 (Figure 2.13).

Other images (e.g. 25th August 1992 and 21st August 1993) suggest that warm coastal 

waters flow around Svyatoi Nos Peninsular (see Figure 1.1) and are turned in a north-easterly 

direction, sometimes forming a spiral structure in the region between the peninsular and the 

Academician Ridge.

Gyres in Lake Baikal always occur in the same location, between Svyatoi Nos Peninsular 

and Academician Ridge. This strongly suggests that major factors in their formation are 

interaction between coastal currents and lake topography, rather than just Coriolis forcing as 

occurs in the open ocean. Proximity to the Barguzin River suggests that river inflow could also he 

a significant influence. The most well developed gyres tend to form in October and November, 

when the region is subjected to severe storms with north-westerly winds reaching speeds of up to 

40 m s '1. Such strong winds arc likely to have a considerable impact on current flow, and may he 

another factor in the formation of gyres in Lake Baikal.

Eddies may be formed from spits of land, as in Figure 2.10. When friction with the land 

generates current shear this results in the water acquiring relative vorticity. In the case of the 

Lake Baikal gyre (and that in Figure 2.10) this vorticity is negative, or clockwise. If some other 

factor, such as the wind, causes the water to gain vorticity in the opposite direction (positive, or 

anti-clockwise), this may cancel out the negative vorticity so that no rotational motion occurs. 

Alternatively, the action of the wind could add to the vorticity of (he water, resulting in the 

formation of a gyre, when otherwise it would not be sufficient.

1 Earlier im ages are either cloudy or not available
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Figure 2.10: Gyre formation off a promontory such as Svyatoi Nos Peninsular. In the situation above, friction 

with the land causes the water to gain negative vorticity, resulting in a clockwise spiral, or gyre. 

(After Bearman, 1989)

One of the interesting aspects of gyres is as a possible mechanism for the ventilation of deep 

waters. In order for this to occur, downwelling of surface waters must take place. From the 

satellite images the water appears to be spiralling in a clockwise direction towards the centre of 

the gyre. Therefore, extra mass is being added to the centre of the gyre and the only way in which 

this can be removed is for there to be a downward flow. The temperature of the upper layer of the 

lake at this time of year, when gyres tend to be observed, is too high (about 8°C) for deep water 

ventilation to occur by this method alone, as the density of the surface water will be too low tor it 

to sink very far. However, an increase in the salinity of the water in the gyre, injected by river 

inflow (e.g. from the Barguzin), may increase the density sufficiently for this process to occur.

The processes which lead to gyre formation will be investigated further in Chapter 4, using 

numerical modelling techniques. However, it will be seen that lack of detailed wind data prevents 

quantitative conclusions being drawn.
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Tempei'otureTemperotUffr (Kelvin]
2 7 5  2 7 6  2 7 7  2 7 3  2 7 9  .2 8 0  281

E J □

(C)

Figure 2.12: Gyre around Svyatoi Nos Peninsular on (a) 18th October, (b) 19th October, (c) 21st October and

(d) 22nd October 1994. 11 jam nadir BT. The white patch over the gyre in (b) is a region of cloud.
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2.4 Coastal upwelling

In the satellite image o f the lake for the 17th July 1993 (Figure 2.13), regions of relatively 

cool (-277 K) water can be seen along the coast o f the North Basin. Being considerably cooler 

than the rest o f the lake, this may be evidence o f upwelling from the deeper part o f the lake.

Upwelling (T = 4°C)

Figure 2.13: Brightness Temperature plot for 17/07/93 showing regions of upwelling of relatively cold (277 K)

water along the coasts of the North Basin.

Figure 2.13 illustrates the process of coastal upwelling. Warmer upper layer water is driven 

to the far shore by strong winds (such as the north-westerlies which occur in Lake Baikal). To 

maintain mass continuity this water must be replaced by cooler water below, which appears (as in 

Figure 2.13, for example) as a cool patch on the surface. Upwelling may also arise if resonant 

internal waves break the surface along the lake boundaries (Goldman and Home, 1983).

Wind direction

4 C4*C

(a) (b)

Figure 2.13: Illustration of coastal upwelling. (a) Initially the interface between the upper and lower layers

(i.e. the thermocline) is horizontal. (b)When a strong, persistent, wind blows over the surface of 

the lake, the surface layer (epilimnion) is forced to the far side of the lake, tilting the thermocline 

and bringing the colder lower layer (hypolimnion) to the surface.
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2.5 Suspended sediment plumes

Looking at the 1.6 pm forward channel images for the 19th and 22nd October 1994 reveals 

regions o f water with abnormally high reflectance. These can be seen in Figure 2.14 as three 

plumes apparently emanating from the mouths o f rivers along the south-east coast in the South 

and Central Basins, as indicated in the figure. Reflectance values within these plumes are up to 

five times greater than reflectance values normally measured over water (less than 1%). Higher 

values o f reflectance are also seen in these images, but these have the characteristics of cloud, 

such as low temperature and a shift between the forward and nadir views (caused by parallax due 

to the difference in height between the cloud and the surface). The plumes, however, are much 

less noticeable in the nadir and do not have an associated cold temperature.

3r *

Reflectance (%) Reflectance (%)

Figure 2.14: 1.6 pm (reflected radiation) forward view satellite data plots for (left) 19th October and (right) 22nd

October 1994. The regions of high reflectance in the South and Central Basins occur at the points 

(a) to (d), where (a) is the Barguzin River, (b) the Turka River, (c) the Kuka River and (d) the Solzan 

River.
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On the 19th October 1994 (Figure 2.14a) the main plume arises from the south-eastern coast 

o f the Central Basin, from a point coincident with that o f the mouth o f the Kuka River just south 

o f Lake Kotokel. It extends out to Olkhon Island, the main part o f the plume (over 3% 

reflectance) covering an area over 150 km2. A smaller plume to the north, coincident with the 

Turka River mouth, is also visible. By the 22nd October (Figure 2.14b) these plumes have 

dissipated, but another, coincident with the Barguzin River mouth further north has appeared, also 

covering a considerable area. A smaller plume is also evident in the South Basin, coincident with 

the mouth of the Solzan River at Baikalsk, where the pulp and paper mill is located. This plume 

can also be seen, to a lesser extent, on the 19th October.

During this period o f time a scientific expedition was taking place on Lake Baikal by the 

EAWAG group from ETH, Switzerland. In situ temperature data from this cruise for various 

locations on the lake has been made available for further study of the plume phenomenon. A 

number o f transects o f bulk water temperature were examined, and one (the location o f which is 

shown by the black line in Figure 2.15) was found to pass directly through the Solzan River 

plume.

Transect

Reflectance (%)
0  1 2 3 4 5 6 7 8 9

Figure 2.15: Location of the transect used in Figure 2.16, overlaid on the 1.6 jam forward view reflected

radiation image for the South Basin.

Figure 2.16a is a plot showing the in situ temperature data (obtained from a sensor mounted 

on the ship’s hull approximately 3 m below the surface), 11 pm and 12 pm nadir BTs, and Sea 

Surface Temperature (SST) data along the transect indicated. The transect begins close to the 

shore (pixel number 0) and ends approximately in the middle of the South Basin (pixel number 

70). The highest reflectance occurs at the end o f the plume furthest from the shore, a little less 

than half way along the transect. The ATSR data transects follow the shape o f the in situ transect 

quite closely but are cooler. Temperature differences are approximately 0.5°C, 1.7°C and 2.3°C
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lor the SST, 11 pin and 12 pm  data respectively. The SST is cooler than the in situ data due most 

likely to the skin effect, as discussed in Section 1.2.1. The BTs are cooler due to atmospheric 

effects. Note the highly variable behaviour of the ATSR data between transect pixel numbers 20 

to 30, compared with the in situ  data.
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Figure 2.16: In situ and satellite data plotted along the transect shown in Figure 2.15. (a) hi situ and satellite

BT data, (b) In situ and satellite BT and reflected radiation data, showing the apparent decrease 

in BT in the region of high reflectance.
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Figure 2.16b shows the in situ temperature data, the 1.6 pm nadir reflectance data and the 11 

pm  nadir BT shifted by 1.7°C (so that it can be compared more easily with the in situ data). The 

variation in the 11 pm channel data is now much clearer, and can also be seen to correspond 

exactly with the region of relatively very high reflectance, seen as a peak of 2.3% (compared with 

values of 0.2% over pixels 30 to 70). The temperature of the shifted 11 pm channel is 1.2°C 

cooler than the in situ data at this point. Between pixels 0 and 20, where the reflectance is less 

than the maximum peak but still relatively high, the 11 pm channel is cooler by up to 0.3°C.

From these plots it is clear that the plume observed in the 1.6 pm reflectance channel has 

caused a substantial decrease in the observed skin temperature (i.e. BT) compared to the bulk 

tem perature (i.e. in situ data). This may be caused either by an atmospheric or a surface effect. 

For example, thin cloud would be visible as a highly reflecting area and would also be likely to 

result in a reduction in the brightness temperature. Localised effects which may cause a reduction 

in BT include surface slicks (e.g. from oil) or suspended sediments (e.g. from river run-off). 

Surface slicks cause the destruction of capillary waves, resulting in a smoother, more highly 

reflecting, surface. The emissivity of oil tends to be a few percent lower than that of water, which 

would result in an apparent decrease in the radiative surface temperature (BT) (Robinson et al. , 

1984). Algal blooms may result in an increase in surface reflectivity, but are accompanied by a 

thick froth which retards evaporation leading to an increase in the apparent surface temperature. 

Also, being autumn, it is unlikely that the water temperature would be warm enough for algal 

blooms to occur (Johnson, personal correspondence).

Notes taken by team members of the cruise show that no surface slicks or algal blooms were 

observed, but that the light transmission of the water along that transect was lower than for other 

transects. Also, during the previous few days the lake had been subjected to a severe storm. 

Therefore, it is concluded that the observed regions of high reflectance are due to plumes of 

suspended sediment from river run-off, caused by the occurrence of a severe storm in the Lake 

Baikal region.
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3. Snow and Ice cover

3.1 Overview

For between lour and live months of the year Lake Baikal is completely covered in ice, up to 

a maximum thickness of about one metre. It is clearly a very important physical feature to 

understand, as it has a significant impact on the lake system, such as the development of the 

temperature structure. One particular reason for studying the period of ice cover is to aid 

numerical modelling of the lake during this time. Ice and snow cover on the lake have the effect 

of reducing the amount of solar radiation which reaches the water and is, therefore, a major factor 

in determining heating. Many types of ice occur on the lake (e.g. transparent ice, bubbly white 

ice, etc.), each with different properties which affect how much of the incident light is transmitted 

through it. The amount and depth to which solar radiation penetrates depends on factors such as 

the ice and snow thickness, absorption within the ice, snow and water (a function of extinction 

coefficients) and the reflectance (albedo) of the surface. In order to obtain realistic results from 

the model, each of these factors must be known. It is, therefore, not sufficient to say that the lake 

is covered with a layer of ice and snow for a certain number of months; the type of cover should 

also be specified to allow heating within the lake to be modelled more accurately. In this chapter, 

a methodology has been developed to differentiate between different types of cover.

The relatively large spatial coverage of ATSR satellite data compared with in situ 

measurements makes it an essential tool for studying the period of ice cover on the lake. 

Although snow/ice thickness cannot be determined from thermal or visible channel data, the 

presence of snow and ice can be detected in the thermal bands and values of rellectance can be 

obtained from the visible bands of ATSR-2. An average ice thickness, obtained from historical 

records, could be used as an initial thickness for all pixels classified as ice.

This chapter continues in section 3.2 with a description of ice cover on Lake Baikal, 

including a remarkable time sequence of satellite images, from the beginning of ice formation in 

December 1996 through to ice melt in June 1997. Section 3.3 looks in at the differentiation 

between snow, ice and water, by the analysis of histogram plots of satellite brightness temperature 

data. Section 3.4 is a similar discussion of snow and ice detection, but uses visible wavelength 

data. Finally, section 3.5 gives details of how the normalised difference snow index (NDSI) ratio 

is used as a more accurate means of discriminating between types of ice and snow on the lake. 

Using this method, classification images of the lake are obtained for a number of dates during the
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ice-covered period of 1997. Albedo and extinction coefficient values are assigned to each 

classification type, which arc then integrated into the numerical model discussed in Chapter 5.

3.2 Description of ice cover on Lake Baikal

Satellite images can be used, in conjunction with observations made on Lake Baikal itself, to 

describe the period of ice cover on the lake. Figure 3.1 below is a time series of ATSR visible 

wavelength (0.55 pm  nadir channel) images spanning the period of ice cover, from December 

1996 to June 1997. The complete time series demonstrates particularly well how the excellent 

spatial and temporal coverage of satellite data can be used to obtain information about large scale 

processes. The scaling varies between images to produce the optimum contrast, allowing surface 

features to be detected. The values are uncalibrated counts representing the level of reflected 

radiation and, therefore, provide an indication of the reflective properties of the surface. For 

example, it is known that transparent ice reflects very little visible light (about 5%), so it would be 

expected that this type o f surface would appear relatively dark (i.e. low level of reflected 

radiation) in the satellite images. Conversely, snow reflects a high percentage of visible light 

(about 70%), and therefore snow-covered regions will appear as relatively bright areas in the 

satellite images.

The formation of ice cover begins in the North Basin of the lake towards the end of 

December (Figure 3.1a), and by the beginning of January a relatively uniform sheet of semi­

transparent ice stretches from the far north to the mid-point of the Central Basin. At the same 

time the process of ice formation begins in the South and Central Basins. This takes much longer 

compared to the north of the lake, and by the 22nd January (Figure 3. Id) a small region of ice-free 

water remains at the boundary between the South and Central Basins. During February (Figure 

3. le) the pattern of ice remains fairly constant, with regions of clear ice along the north-west coast 

of the South and Central Basins surrounded by brighter white ice. By mid-M arch (Figure 3.11) to 

the beginning of April (Figure 3.1g), the increase in the level of reflected radiation over the lake 

suggests that the ice is now snow-covered, although some regions (as before, along the north 

west-coast) remain snow-free throughout. Mid-April (Figure 3. lh) sees the melt of the snow 

cover to reveal the white ice beneath, followed a few days (Figure 3.1 i) later by the start of ice 

break-up in the South Basin along the north-west coast. By the end of April (Figure 3. lj) the 

majority of the south is lfee of ice, the ice sheet retreating northwards during May (Figure 3. Ik), 

and melting completely by the beginning of June (Figure 3. II).
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16/01/97 
0 5

22/01/97  
0 5

Figure 3.1: (Page 1 of 3) Time series of visible wavelength satellite data of Lake Baikal between 28th December

1996 and 22nd January 1997. In each image, reflectance is shown as a grey-scale, from the lowest 

(black) to highest (white) value. The images on this page show the initial formation of the ice, which 

occurs first in the North Basin (b). Formation of ice in the South Basin is not complete until at least 

three weeks later (d). (Caption continues on the following pages.)
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Figure 3.1: (Page 2 o f 3) Time series of Lake Baikal from 4th February to 15th April 1997. In these

images the lake is completely ice-covered, and the high reflectivity suggests the presence of 

snow on the ice. Two regions, on the north-west edge of the South and Central Basins, remain 

free from snow in images (e) to (g), while (h) shows the whole lake is snow-free.
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07/05/97 02/06/97
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(k) (1)
Figure 3.1: (Page 3 of 3) Time series of Lake Baikal from 21st April to 2nd June 1997. In this final set of images 

the ice can be seen to melt, starting in the South Basin (i). The north of the lake remains covered in 

ice even when the south is completely free (k). By the beginning of June (1) the entire lake is ice-free.
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Observations on the lake show that the ice sheet breaks up due to the formation o f ‘frazil’ 

ice. Bubbles formed at the surface propagate downwards through the ice, effectively 

honeycombing it. Eventually, the ice sheet simply becomes a collection o f ice ‘needles’, which 

can then disintegrate very quickly into slush ice. What seems to be a thick layer o f solid ice can 

therefore disappear rapidly. Another feature which may be observed in the thermal satellite data 

channels is the formation o f ice and snow melt-ponds. These can occur on spring days when the 

surface melts slightly to produce a thin layer o f water overlying the ice, which then re-freezes 

during the night. As the satellite radiometer measures radiation from the upper surface, large 

regions of the lake may appear to be completely ice free, having a temperature greater than 0°C. 

Visible channel data would, however, show these regions to be melt-ponds on thick ice, due to the 

reflectivity being much greater than that of ice-free water.

3.3 Detection of snow/ice cover using infra-red satellite data

The three thermal infra-red channels o f the ATSR instruments measure Brightness 

Temperatures (BTs) at wavelengths of 11, 12 and 3.7 pm. Examples o f BT images can be seen in 

Figure 3.2, showing the lake during the period o f ice cover. The relationship between BTs and 

actual temperature is given by the Planck function and depends on the wavelength and the 

emissivity o f the surface. For this reason, actual Sea Surface Temperatures (SSTs) can be 

accurately derived (to better than 0.5 K) because the emissivity o f water is known to have an 

approximately constant value o f about 0.99 at 11-12 pm (Zavody et al., 1995).

O2/04/97 

BT (Kelvin)
1 6 / 0 1 / 9 7  

BT (Kelvin)

04/02/97 

BT (Kelvin)

(a) (b) (c)

Figure 3.2: 11 fim nadir BT images of ice covered Lake Baikal for 16th January, 4th February and 

2nd April 1997.
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Derivation of temperatures over other surfaces (e.g. soil, rock) are much more difficult 

because the emissivity changes considerably depending on the substance. Since ice and snow 

both have different emissivilies to water (Yu el a l, 1995) these surfaces will be observed to have 

different BTs. This effect is quite small at thermal wavelengths (10-12 pm), but is detectable due 

to the high accuracy (0.1 K) of ATSR BT measurement (Edwards et a l ,  1990). A change in BT 

will also be detected if the substances are at different ‘actual’ temperatures. A histogram plot of 

lake pixels reveals distinct peaks of Brightness Temperature, corresponding to the different 

cmissivities and temperatures of water, ice and snow (assuming no cloud contamination). Figure

3.3 shows histogram plots of lake pixels for the images in Figure 3.2. Different peaks can clearly 

he distinguished, corresponding to different surface types, for example snow, ice and water (or an 

ice/water mix).
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Figure 3.3: Histogram plots of 11 |im  nadir BTs over the lake region for (a) 16th January, (b) 4th February and 

(c) 2nd April 1997. These are used to obtain threshold values, representing interfaces between 

different surface types, which are then used to produce the classification images in Figure 3.4. 

Threshold values (i.e. dips between peaks) for each date are: (a) 254K, 257K, 271K; (b) 254K, 256K, 

258K; (c) 260K, 266K, 271K.

Although in these images the peaks in the 11 pm  BT histograms are separated by several 

degrees, similar analysis of other images from different times of the year (for example May 1993) 

generates histograms with peaks separated by only about 0.5 K - 1.5 K, although the peaks are 

still clearly discernible. Histogram plots of SST products for the same images have only a single 

peak, since the dependence of temperature on emissivity has effectively been removed from these 

products. This supports the observation that the peaks are due to differences in emissivity (in 

addition to differences in actual temperature, SST).

Figure 3.4 shows classification images corresponding to the dates used above, in which the 

pixels have been classified as being a certain surface type, using BT threshold values obtained 

from each histogram. Note, however, that there is a considerable degree of uncertainty in 

determining the actual type of surface (e.g. ice, water or snow) using this method, and some 

knowledge of ice formation as it occurs on Lake Baikal is necessary.
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Summary:

ATSR thermal channel data can be used to differentiate between types o f surface cover, in 

particular ice, snow and water. It is particularly useful for detecting the interface between 

different surfaces which may not show up clearly in visible images due to a low albedo, but will 

appear in a Brightness Temperature image as a clear interface because the two surfaces have 

slightly different emissivities and/or temperatures.

Although useful for detecting the presence o f surfaces other than water, this method is 

insufficiently accurate for determining the actual type of surfaces involved (e.g. whether the 

interface is water/clear ice, white ice/snow-covered ice etc.), which is necessary if the information 

is to be incorporated into a numerical model requiring surface albedo (reflectance). This type o f 

analysis would be useful in the absence of visible channels, for example with data obtained prior 

to the launch o f ATSR-2.

(c) 02/04/97(a) 16/01/97 (b) 04/02/97

B rig h tn e s s  T e m p e r a tu re  (Kelvin) B r ig h tn e ss  T e m p e r a tu r e  (Kelvin) B r ig h tn e s s  T e m p e r a tu r e  (Kelvin)
O 2 5 4  2 5 7 271 O 2 5 4  2 5 6 2 5 8 O 2 6 0  2 6 6 271

HHH HI 1 HI
(a ) (b ) (C)

Figure 3.4: Classification images using BT threshold values determined from histogram plots in Figure 3.3, the 

values of which are shown in the colour key for each image. Four regions are shown in each, which 

in (a) and (c) may correspond to snow (black), white ice (dark grey), clear ice (light grey) and water 

(white). In (b) the white region is also likely to be ice, due to the low temperature (258 K). Note that 

the regions with BT greater than 271 K may be melt ponds (i.e. where only the surface of the ice has 

melted) rather than completely ice-free areas.
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3.4 Detection of snow/ice cover using visible wavelength satellite data

The difference between the emissivities o f water, ice and snow is much more pronounced at 

visible wavelengths than in the infrared, and reflectance increases towards the visible. 

Absorptance is low, so ice and snow appear white, with fresh snow reflecting more than wet 

snow, ice and water in that order (Grenfell and Maykut, 1977). Hence the visible channels of 

ATSR-2 can be used to easily differentiate between these surfaces.

Figure 3.5 shows Lake Baikal, on the three dates used in section 3.3 above, in the visible 

wavelength (0.55 pm). On 16th January 1997 (Figure 3.5a), the northern half o f  the lake is 

reflecting to a much greater extent (20%) compared to the south (5%), with a sharp interface 

across the middle o f the lake. This interface can also be seen in the corresponding thermal image, 

Figure 3.2a. In Figure 3.5b and c the majority o f the lake is reflecting uniformly (30% and 70% 

respectively), except for regions along the north-west coast o f the South and Central Basins (less 

than 20%).

02/04/97 

Reflectance (%)16/01/97  

R e fle c ta n c e  ( Z )

04/02/97 
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(a) (b) (c)

Figure 3.5: Visible wavelength (0.55 jam) nadir channel satellite images of Lake Baikal for 16th January, 4th 

February and 2nd April 1997.

Figure 3.6 shows the histograms for the images in Figure 3.5, at the visible wavelength of 

0.55 pm. As for the thermal wavelength data, distinct peaks are observed, which are likely to 

correspond to different surface types. This is due not just to differences in emissivity, but also to 

the albedo o f each type. Typical albedo values recorded for Lake Baikal are: 5% for water; 28% 

for transparent ice; 50% white ice/old snow; and 70% for snow (Shimaraev et al., 1994). The 

albedo o f snow and ice can vary considerably, however, depending on the condition o f the
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3. Snow and Ice Cover

surface. For example, if the snow is lresh the reflectance is higher than if it is old or wet. 

Transparent, bubblc-lree ice has a much lower reflectance than cloudy, ‘white’ ice (Matthews and 

Heaney, 1987). Reflectance threshold values can be obtained from the histogram plots in order to 

classify the image pixels, as given in Table 3.1.
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Figure 3.6: Histogram plots of 0.66 Jim nadir reflected visible radiation over the lake region for 16th January, 

4th February and 2nd April 1997.

Table 3.1: Threshold reflected radiation values and associated classification types (and assigned colours used

in classification images in Figure 3.4) for lake pixels.

16/01/97 04/02/97 02/04/97

Reflectance

thresholds

Classification 

type; assigned 

colour scale

Reflectance

thresholds

Classification 

type; assigned 

colour scale

Reflectance

thresholds

Classification 

type; assigned 

colour scale

0 - 4 water/ice mix 

(black)

0 -  18 transparent ice 

(black)

0 - 4 5 semi­

transparent ice 

(black)

4 - 9 transparent ice 

(dark grey)

1 8 - 2 7 semi-transparen 

ice (dark grey)

45 - 60 new white ice 

(dark grey)

9 -  19 semi-transpareni 

ice (light grey)

2 7 - 3 1 new white ice 

(light grey)

60 - 70 old white ice 

(light grey)

> 19 white ice 

(white)

> 31 old white ice 

(white)

> 70 snow

(white)

Using the threshold values given in Table 3.1, classification images similar to those in Figure

3.4 can be obtained, as shown in Figure 3.7. Between January and April (he level of reflected 

radiation increases over the whole lake, indicating the change in surface type from clear ice to 

snow-covered ice. The increase will also be due in part to the increase in solar inclination from 20
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3. Snow and Ice Cover

degrees in January to 50 degrees in April. This will cause an increase in the incident solar 

radiation, and also a greater percentage of that radiation to be reflected into the field o f  view of the 

satellite detector. Caution should therefore be used when assigning classification types according 

to actual reflectance values.

Comparisons between these classification images and those in Figure 3.4 show that there are 

many coincident features. For example, in Figure 3.7a there is an interface between two surface 

types (white ice and transparent ice) halfway along the lake, and a patch (water/ice mix) south o f 

the Selenga Delta, which also appears in Figure 3.4a.

02/04/97

Reflectance
04/02/97 

R e fle c ta n c e  (%)

JlL

(a) (b) (c)

Figure 3.7: Classification images using visible wavelength (0.66 pm nadir channel) threshold values determined 

from histogram plots in Figure 3.6, the values of which are shown in the colour key for each image 

(and given in Table 3.1). Four regions are shown in each, which correspond to different surface 

types, e.g. transparent ice (black), semi-clear ice (dark grey), white ice (light grey), and snow (white).

Summary:

ATSR-2 visible channel data (at wavelengths 0.87, 0.67 and 0.55 mm) can be used to obtain 

threshold values for the classification of lake pixels as either water, ice or snow. To some extent, 

comparison between known albedos and the reflected radiation values can be used to determine 

the type o f surface (e.g. high values, around 70%, suggest snow; low values, around 10%, suggest 

transparent ice). This information could be used to assign albedo and extinction coefficients to 

regions o f the lake for input to a numerical model. However, histogram analysis of visible 

wavelength data alone was not thought to be sufficiently accurate, and so an additional method is 

discussed below.
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3. Snow and Ice Cover

3.5 Use of NDSI and Near IR to detect ice and snow

One of the problems with using levels of reflected radiation to determine the presence of 

snow and ice is that of cloud cover, which, due to its low temperature and highly reflecting 

appearance, can easily be mistaken for snow or ice. An additional method for discriminating 

between different surface types is one which utilises a ratio known as the Normalised Difference 

Snow Index (NDSI) (Riggs, 1995), defined as being the normalised difference between the 

reflected visible (RV, 0.55 pm) and reflected infrared (RIR, 1.6 pm), as given in Eq. 3.1 below:

„  „ „ 0.55urn -1 .6 p m
Eq. 3.1---------------- ----------------- -—

0.55/im +1.6pm

This ratio is useful because it distinguishes between surface compositions by using their 

different reflectivities at these wavelengths. For example, cloud tends to reflect well in both (he 

RV and RIR and, therefore, has a small NDSI value. Snow, however, reflects less well in the RIR 

as the RV, resulting in a large NDSI value. Ice and water have similarly large NDSIs, although 

the actual reflected radiation values are less. Land is more highly reflecting in the RIR than RV, 

resulting in a negative NDSI.

It can be seen that while the NDSI can be used to discriminate between land, cloud and 

snow/ice/water pixels, it will not be successful in differentiating between snow, ice and water as 

these surfaces all have similarly large NDSI values. For this we use the near infrared (NIR, 0.87 

pm), as there are significant differences between these surfaces at this wavelength. Scatter plots 

of NDSI against NIR for pixel values in each image produces characteristic patterns. This is 

illustrated by the three pairs of NDSI/NIR plots in Figure 3.8 below. On (he left are NDSI images 

of the Selenga Delta area, which show regions of high NDSI (white), e.g. water or ice, and low 

NDSI (black), e.g. land. On the right are NDSI/NIR scatter plots for the region shown in the left- 

hand plots. Land pixels tend to form a characteristic curve (particularly well illustrated in Figure 

3.8b and c) which stretches from about 20% NIR, -0.5 NDSI to 50% NIR, 0.5 NDSI. Icc and 

snow pixels form a curve along the top of the plots, from about 10% NIR, 0.8 NDSI (e.g. clear 

ice) to 90% NIR, 0.8 NDSI (e.g. snow).

Examining NDSI/NIR plots concurrently with visual interpretation of the satellite images for 

all the available dates during the period of ice cover in 1997 reveals the following characteristics:

Water:

Characterised by a high NDSI (0.6 to 0.9) but low NIR (< 10%). The spread in NDSI values 

is due to changes in the 1.6 pm channel being more pronounced than in the 0.55 pm channel, i.e. 

a small increase in the visible (0.55 pm) is accompanied by a larger increase in the 1.6 pm, 

resulting in a decrease in NDSI. Increases at these wavelengths could be due to turbidity, surface 

roughness, plankton blooms or thin cirrus cloud.
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Figure 3.8: (Left) NDSI images derived from satellite data of the Selenga Delta region on (a) 22nd January, 
(b) 2nd April and (c) 7th May 1997. (Right) NDSI vs. NIR scatter plot for the regions shown on 
the left.
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3. Snow and Ice Cover

Ice and snow:

Again, characterised by a high NDSI (0.6 to 0.9), but with much higher NIR values, 

depending on the type of ice or snow. Typical values range from 5% (clear ice), through 40% 

(white ice) to 80% (snow). The NDSI value for snow tends to be slightly liigher than for ice, due 

to a greater difference between the NIR and RV.

Land:

Characterised by negative NDSI (-0.3) and average (20 - 40%) NIR. Snow covered land 

will of course have a high NDSI.

Cloud:

Clouds have an extremely complex ‘signature’ due to the great variety of cloud types, and 

tend to produce curves on the NDSI/NIR plots. This is thought to be due partly to the changes in 

the brightness of the reflected light, caused by differences in the angle of reflection at cloud edges.

Figure 3.9 summarises these characteristics, showing regions on an NDSI/NIR plot which 

correspond to the different ‘classes’ of surface (land, water, ice etc.). Using this generic plot, 

threshold values of NDSI and NIR can be obtained, allowing the classification of pixels into the 

specified surface types. In addition to the reflected radiation data, thermal channels are used to 

obtain temperature thresholds. This can be useful when differentiating between water and very 

clear ice (which have very similar NDSI and NIR values), and also to detect melt ponds (which 

appear to be ice or snow apart from having a relatively high temperature). These threshold values, 

and the associated classification types, are given in Table 3.2 below. Each pixel in a given 

satellite image can now be assigned a surface type according to these threshold values, to produce 

classification images as shown in Figure 3.10. Ideally, co-incident in situ data should be used for 

validation of this procedure. In the absence of this, historical observations are used, along with 

visual interpretation of the satellite images. For example, frazil ice starts to occur on the lake 

from the end of March/early April but is most prevalent during ice break-up in May. Transparent 

ice is most common at the start of ice formation in January.
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Water Frazil White ice Snow/ice mix

Snow

Clear ice
Cloud

0 .0

Land

- 1 . 0

2 0 4 0 6 0 8 0 1 0 0
N e o r  IR r e f le c ta n c e

Figure 3.9: Generic NDSI/NIR plot derived from analysis of satellite data between January and June 1997.

The dark bands show the characteristic patterns corresponding to different pixel types. The band 

along the top, at NDSIs greater than 0.55, is sub-divided into different types of ice and snow, using 

NIR values as thresholds.

Table 3.2: Threshold values used to assign classification types to pixels.

Classification type Thresholds

NIR BT NDSI

Water < 4% > 270 K > 0.55

Clear (fresh) ice < 15% < 270 K >0.55

Slush ice < 15% > 270 K > 0.55

Frazil ice < 30% > 270 K > 0.55

Fresh white ice < 55% < 255 K > 0.55

Old white ice < 55% > 255, < 270 K > 0.55

White ice melt pond < 55% > 270 K >0.55

Clear/white ice mix < 30% < 270 K > 0.55

Ice/snow mix > 55%, < 70% < 270 K >0.55

Snow melt pond > 55%, < 70% > 270 K > 0.55

Snow > 70% < 270 K > 0.55
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3. Snow and Ice Cover

ThevSe classification images are used to assign suitable albedos and extinction coefficients to 

pixels, which can then be incorporated into a numerical model to determine the under-ice heating, 

as discussed at the beginning of Section 3 above.

Albedo values for each classification type are chosen from the literature (Grenfell and 

Maykut, 1977; Shine and Henderson-Sellers, 1985; Matthews and Heaney, 1987; Morassutti, 

1989; Shimaraev el ol., 1994). There is some uncertainty in determining precise values, due in 

part to the difficulty in measuring albedo, and also because albedo may be a function of 

conditions such as surface temperature and cloud cover. Typical albedo values chosen here are 

given in Table 3.3. The effect of varying these values when used in a numerical model is 

investigated in Chapter 5.

The extinction coefficients are similarly difficult to choose as there is considerable variation 

with wavelength and between different classification types. Values range from 40 in 1 for snow, 

to 0.2 m '1 for transparent ice. Again, variations in extinction coefficient values are discussed in 

Chapter 5. Typical values are given in Table 3.3.

♦
Table 3.3: Albedo and extinction coefficient values assigned to each

classification type, for use in a numerical model.

Classification type Albedo (% ) Extinction 

coefficient ( m 1)

Water 5 0.2

Clear (fresh) ice 25 0.2

Slush ice 20 3.5

Frazil ice 25 3.5

Fresh white ice 45 2.0

Old white ice 40 3.0

White ice melt pond 38 3.0

Semi-transparent ice 30 0.8

Ice/snow mix 50 2.0

Snow melt pond 58 40.0

Snow 60 40.0

* (Grenfell and Maykut, 1977; Shine and Henderson-Sellers, 1985; Matthews and Heaney, 1987; 

Morassutti, 1989; Shimaraev el al.., 1994)
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Key
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■ ■  w ater 

c lea r ice  
■ I  c le a r /w h ite  ice 
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(a) 22/01/97
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Figure 3.10: Classification images for (a) 22/01/97, (b) 04/02/97, (c) 02/04/97 and (d) 07/05/97.
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3. Snow and Ice Cover

3.5.1 Quantitative analysis of ice-covered period

The ice and snow covered period can be analysed in terms of percentages of surface type 

using the classification data. In the plot below (Figure 3.11) the classification types have been 

grouped together for simplicity. For example: ‘ice’ includes clear, slush, frazil, fresh white, old 

white, white ice melt pond and clear/white mix; ‘snow’ includes ice/snow mix, snow melt pond 

and snow. To reduce the possibility of contamination of the results, images are selected according 

to the percentage cloud cover and the percentage of the lake visible in the field of view. In Figure 

3.11 these are chosen to be less than 60% and greater than 80% respectively. The values are 

given as the percentage of cloud-free pixels.
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Figure 3.11: Plot of percentage cover for water, ice and snow surface types with time, using classification

images between 28th December 1996 and 2nd June 1997. This analysis uses images in which more 

than 80% of the lake is visible in the field of view and less than 60% of the image is cloudy. 

Values are expressed as a percentage of cloud-free pixels.

Figure 3.11 clearly shows how different surface types predominate at different times of the 

year. Between the beginning of January and late February more than 80% of the lake is ice 

covered, with complete freeze-up occurring on the 1st February. Between the end of February 

and the beginning of April the ice becomes snow-covered, although 20-30% of the lake remains 

snow-l'ree. By mid-April the snow has melted almost entirely, and the ice itself melts quickly 

during May. The lake is completely ice-free by 2nd June 1997.

This analysis using classification data agrees very well with observations made on the lake, 

the general pattern of ice and snow formation being similar from year to year. This suggests that 

the classification scheme used produces very good results, and can be incorporated into a 

numerical model with a high level of confidence.
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4. Single layer barotropic model

4.1 Overview

O f the many ptiysical processes which occur in Lake Baikal, deep water renewal is one of 

the most intriguing and least well understood (Weiss et a l ,  1991; Shimaraev et al., 1993). There 

are a number of theories of why the lake is so well oxygenated throughout its depth, including 

convective overturn in the region of thermal bars, and thermobaric instabilities generated by 

internal waves. Another possible mechanism involves gyres, which have been observed in many 

satellite images of the lake (see Fig 2.11). It is possible that these large rotating structures could 

provide a means of injecting surface water, and thus oxygen, into the deeper parts of the lake. As 

was noted in chapter 2, gyres have only been observed in the region of the Academician Ridge in 

the latter half of the year, most frequently in October.

This chapter describes and presents results from a numerical model of Lake Baikal, which 

was developed in order to generate gyres, and to determine the factors which influence their 

formation. In section 4.2 the model is described and the equations which define it are given, 

along with a brief discussion of numerical modelling techniques. The conditions with wliich the 

model was initialised are given in section 4.3, and results for each of the model runs are presented 

in section 4.4. The chapter concludes with a summary and discussion in section 4.5.

4.2 Model description

The model was developed for application to Lake Baikal from an existing barotropic model 

of the Pacific Ocean (McCreary and Anderson, 1983). The model consists of a single layer, with 

an equilibrium depth, H. The displacement, ?/, from this equilibrium (due, for example, to wind 

stresses on the surface) generates pressure gradients in the fluid, which in turn give rise to current 

motion. See Figure 4.1 for a schematic representation.
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surface
equilibrium heiglit

pressure gradient

lake bottom

Figure 4.1: Schematic representation of the barotropic model, showing the equilibrium  

depth H,  the surface displacement from the equilibrium, fj, and the 

direction of the pressure gradient for the displacement shown.

The model consists of the Navier-Stokes equation (Eq. 4.1) and the equation of mass 

continuity (Eq. 4.2). The former of these is derived from New ton’s second law and the 

hydrostatic equation. The result of solving these equations at progressive time steps is the surface 

height displacement and the flow derived from it. The rate of change of velocity v is given by Eq.

4.1 below:

Sv
Eq. 4.1 -^- = - g V r f - 2 Q x v  + t  + jiiV2v

where v is the velocity vector, 12 is the Coriolis parameter, 1] is the surface displacement 

(surface height minus equilibrium surface height), g is acceleration due to gravity, t  is the wind 

stress and fi is the coefficient of viscosity (Gill, 1982). The terms from left to right respectively 

represent: local inertia force; the pressure gradient force; Coriolis force; wind stress; and viscous 

force. A term representing convective inertia, v.Vv, provides a relatively small contribution, and 

has, therefore, not been included in this model for computational efficiency.

In order to solve Eq. 4.1, ?/ is determined using the equation of mass continuity, which states 

that the mass of water flowing into a volume element dxdydz must be balanced by the mass of 

water flowing out of that volume and any sources or sinks wliich, in the case of Lake Baikal, 

consist of river inflow and outflow. The equation, written in terms of r/, is

? l  = -V {H v)+ Q  
Eq. 4.2 d,

where ?/, H, v are as defined previously, and Q represents sources (or sinks) of mass (Gill, 

1982).

The equations of motion described above are solved for the speeds u and v, and surface 

displacement ?/ at regularly spaced intervals lying on a grid with a resolution of 0.05° longitude 

by 0.05° latitude (dA,, d0). Figure 4.2 is a schematic of the model grid showing the boundary of 

the lake. To reduce computation time the equations are solved only within the region enclosing
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Uic lake cells. The grid cell spacings in kilometres (Ax and Ay) arc constant with longitude hut 

vary with latitude, as can be seen in Figure 4.3. Grid cells are approximately 3.2 x 5.6 km.
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Figure 4.2: Lake Baikal model grid. 140 x 100 cells, 0.05° longitude x 0.05° latitude. Hereafter, the 

direction of x  is defined to be positive in an easterly direction, and y  is positive in a northerly 

direction (i.e. as given by the x  andy axes in this figure).

Arc of latitude (at any longitude)

02
AX (02)

0i

Re

Arc of longitude at latitude 0

Ax

Figure 4.3: Schematic showing how grid cell spacings (in kilometres) are dependent on latitude.

For small angles 60, 6A, (in radians):

Ax = Re 6A = REarth cos(0) 6A

Ax = 6371 x cos(55°) x 0.05° x 7r/l 80 = 3.2 km

Ay = R Barth 60

Ay = 6371 x 0.05° x tc/ 180 = 5.6 km
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For reasons of numerical stability, each variable must be calculated at a different location 011 

the grid box - a technique known as the multi-grid method. Figure 4.4 shows the locations within 

the grid at which the equations are solved, and the nomenclature used. Heights are calculated at 

the centre of each grid box (H-point), velocity in the x-direction (denoted by i subscripts) is 

calculated at the centre of the right hand edge (U-point) and velocity in the y-direction (denoted 

by j  subscripts) is calculated at the centre of the top edge (V-point).

j + 1

j

j - 1

Figure 4.4: Grid layout and nomenclature used in the model

Full details of the numerical methods used will not be described here, as they are well 

documented in the many texts on the subject (e.g. Keller, 1978; Press et a l., 1986; Abbott and 

Basco, 1989; Hoffmann, 1993). A brief outline of the methods, however, is given below.

The equations to be solved are Partial Differential Equations (PDEs), which are generally 

difficult to solve exactly. Instead, approximations to the PDEs are made, by substituting the exact 

partial derivatives within the equation with a Finite Difference Approximation (FDA). The 

resulting equation is then a Finite Difference Equation (FDE), which can be solved numerically. 

Before an FDA can be derived, a Unite difference grid must be defined, in wliich each dimension 

is discretised (see Figure 4.5). A function of x  and l at position i, time /, is written f(x h t„) -  

The partial derivative oif(xi,t„) is written f xI,-. Expanding the Taylor series at the base point i for 

fi+i and fi.i, and subtracting/;.; f ro m /+; gives rise to an exact expression for the first derivative o f/  

at point i. Truncating this infinite expression generates a Unite difference approximation, with an 

error of the same order as the term at which truncation occurred. Tliis method uses points centred 

around i, and has been truncated at the second-order term. Hence:

Eq. 4.3 fjj = (fi+1 - fM)/2Ax + 0(Ax2)

is a second order, cenlred-difference formula for f xI,-. Many different FDAs can be derived 

using the Taylor series method, which can then be substituted for the original PDEs to produce 

solvable FDEs. There are a number of different techniques for producing FDEs, some of which

i - 1  i i + 1
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are more suited to certain types ol PDE than others. The issue of ‘stability’ is an important 

consideration, which will be examined in Section 4.2.2.

t
n+l

n

n-1
/-2 i-1 i i+ 1 i+2

--------------------------------------► x

Figure 4.5: Discretisation of x-t space

4.2.1 Finite difference equations used in the model

Eq. 4.4

Eq. 4.5

Eq. 4.6

nn+l -  nn~X (Al   i j  i j

(A 2A t

ji
- V i J

dx Ax

(Centred-difference formula)

(Forward-difference formula)

M-l
V 2m =^i±L_

1 . ..«"1 
*1-1

(A*)'
+

(A>)'
(Centred-difference

formula)

Substituting these into Eq. 4.1 and rearranging for u at the next time step (n+ l) gives:

Eq. 4.7 n+1 n— 1 , \  .u j j —u^j + 2A/ _ ST6 Ax
\ J

+ +  Vi+\J  + V i , j - 1 +  V r+1
+

r x + Q + H
n - 1 ^  n - 1  . n-\  , , w - l O n " - 1  _ uu i+l - 2 Mf + n M  v i+1 - Z V ;  + v

(A*)2
+

+ v"-; ^; y-i

(Ay)2 yj

A similar FDE can be found for v. The FDE for Eq. 4.1 is: 

Eq. 4.8 p"?  - 2 A/

J  V u  ( » u  + " y - r  V.V. ) /a >
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4.2.2 Stability analysis

Assuming the PDE itself has a hounded solution (true for most physical situations), then the 

FDE is stable if it produces a bounded solution and unstable if it produces an unbounded solution. 

There are in fact three possibilities:

1. Unconditionally stable - the FDE is bounded for all grid spacing values

2. Conditionally stable - the FDE is bounded for certain grid spacing values only

3. Unconditionally unstable - the FDE is always unbounded, regardless of the grid spacing.

Performing stability analyses on the system of equations used in the model produces two 

stability criteria (hence, the FDEs are conditionally stable). The first of these is the wave equation 

criterion (Eq. 4.9), derived from analysing the stability of Eq. 4.7, which must be satisfied in order 

for the model to resolve waves (Press et a l,  1986). Its physical meaning is that any waves which 

occur in the model must not travel the length of a grid box, Ax, faster than the model time step, 

2At (factor 2 due to centred-difference scheme), wliich would imply that the waves were 

unresolved by the model.

Ax
Eq. 4.9  > c

2Al

where c is the phase speed.

The time step, At, is chosen such that Eq. 4.9 is satisfied, given the grid size Ax (~3 km) and 

a maximum phase speed, c. It is possible for barotropic waves to travel at high speeds

(approximately 100 m s '1), so At is assigned a value of 2 seconds to remove any possibility of

instabilities arising.

The second criterion, the diffusion condition (Eq. 4.10), is derived from analysing the 

stability of the diffusion term p V 2u, and must be satisfied in order for the model to resolve 

diffusion processes across grid cells:

c   ̂ in  A x1 flEq. 4.10  > —
2Al p

where p  is the diffusion coefficient (viscosity in this case) and p  is the density. If diffusion 

is too high, the model is unable to resolve the process and numerical instabilities are likely to 

occur. Given the values of Ax and At, / ic a n  take a wide range of values, from 0 to ~105 in'2. 

Therefore, the choice of p  is dependent on how much viscous drag is required in the model.

The FDA for the diffusion term (Eq. 4.6) uses the time level n -1, as opposed to the more 

usual method of using level n. The latter scheme is known as (he ‘leapfrog method’ and is 

unconditionally unstable when used to solve the diffusion equation. However, if n -1 is substituted 

for n, stability analysis reveals that the scheme is now conditionally stable. This replacement can 

be justified when diffusion processes take place over time scales small enough for there to be 

negligible difference between solutions at n and n -1.
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4. Barotropic model

In order to eliminate instabilitievS, the solutions of the system of equations described above 

need to be ‘smoothed’ at regular intervals (every NSM time steps). The smoothing takes the form 

of averaging the solutions between adjacent time levels, e.g. un+l = (m"+1 + u") / 2. As the 

smoothing frequency increases (NSM decreases) there are fewer irregularities in the solutions. 

However, if smoothing takes place too often, the solutions become degraded by too much 

averaging. This is illustrated nicely in Figure 4.6, which shows how the period and amplitude of 

waves generated in the model change depending on the smoothing frequency NSM. This analysis 

provides an indication of the upper limit to the smoothing, which in this case should be performed 

no more than approximately every 10 time steps, or 20 seconds, given by the value of NSM where 

the period and amplitude curves in Figure 4.6 become flat.
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Figure 4.6: Dependency of period and amplitude of seiches on NSM (Number of time steps between 

smoothing), where one time step = two seconds (temporal resolution used in this model).

4.3 Model initialisation

There are a number of factors which will influence the behaviour of the model, such as wind 

stress, bathymetry and the presence of sources and sinks. To investigate their effect, each model 

run varies these parameters. To remove complications due to the irregular shape of the Lake 

Baikal basin, the model was first run with a simple 130 x 10 rectangular grid. Table 4.1 gives 

details of each run of the model, and the parameters are described in more detail below:

Wind stress:

Due to the lack of real wind field data for Lake Baikal, the wind forcing analysis in this 

study is somewhat restricted. In those model runs in wliich a wind stress is applied, the field is 

uniform over the whole grid. The strength, direction and duration of the wind is varied in each 

model run.
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4. Barotropic model

W ind stress, t =  p flir x cd x  Ini x u Nm'2

where u is the wind speed in m s1, pair = 1.2 Kg in 3, co = 1.5 x 103 and is the drag 

coefficient. For example, a wind speed of 10 ms’1 gives rise to a wind stress on the surface of 

0.18 Nm'2.

In the case of ‘No wind’ model runs the term t in Eq. 4.7 is set to zero.

Sources/sinks:

There are four major rivers in the Lake Baikal basin; the Upper Angara (UAR), Barguzin 

(BR), Selenga (SR) and Lower Angara (LAR) rivers. The Lower Angara is the only outflow from 

the lake, and the other three contribute (in varying proportions) 70% of the water Rowing in. 

Around 300 others contribute the remainder, and are mostly spread along the south-east coast. 

For simplicity, the annual river input (~6xl07 m3) is divided between the three major rivers. For 

use in the model, the volume flux for each river must be converted to a rate of change of height at 

a specified grid point (i.e. the location of the river mouth). The conversion factor is:

(Percentage contribution x Total input x Conversion to cm3 s 1) /  (Surface area of grid box)

The conversion to cm3 s '1 is required as the model uses cgs units. Sources UAR, BR and SR, 

when taken to be the only contributories, provide 72%, 19% and 9% respectively (Kozhov, 1963). 

LAR is 100% sink. An important point to note is that the surface area of each grid box is slightly 

different, due to the reduction in grid box width Ax with increasing latitude. Use of a constant 

grid box area results in an overall increase or decrease in the total surface height. In the extreme, 

this causes the lake to apparently ‘fill up’ or ‘empty’.

For model runs with ‘No sources/sinks’ the source term Q in Eq. 4.7 is set to zero, so there is 

no addition or removal of mass from the system.

Viscosity:

The stability criterion Eq. 4.10 restricts the viscosity, p, to a value between 0 and 105 m 2, for 

the given grid spacing and time step. This provides a wide latitude for studying the effect of 

varying the viscosity from the actual value of 1.6xl()'6 m'2 (Dorsey, 1968). Increasing the 

viscosity is likely to have a considerable effect on the motion of water.

In addition to varying the viscosity over the whole grid, cells along the boundaries can be 

given an increased viscosity to simulate friction along the coasts.

For the case of ‘No boundary viscosity’ model runs a constant viscosity is assigned to the 

whole grid.

Coriolis force:

The Coriolis force arises due to the rotation of the Earth. It has the effect of turning currents 

to the right, in the Northern hemisphere, and is likely to have a major impact on the flow of water 

in Lake Baikal.
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4. Barotropic model 

The force acting on a water particle with mass m and speed u is given by:

Eq. 4.11 Coriolis force = 2 £2 sin (O) m u

where £2 is the angular velocity of the Earth and O is the latitude. The term 2 LI sin (<I>) is 

referred to as the Coriolis param eter,/.

In the case of ‘No Coriolis force’ model runs the Coriolis parameter is set to zero to remove 

the effect of the Earth’s rotation on the current flow.

Bathymetry:

A realistic bathymetry was obtained from a contour map of the lake, by overlaying the model 

grid onto the map and finding the depth at the H-points, at a resolution of 100 m (as shown in 

Figure 1.1).

In each model run, the equilibrium depth, H, was specified as being either the realistic 

bathymetry (‘Baikal’) described above, or a constant depth ( ‘Flat’), to investigate how the flow of 

water is affected by different topographies. The calculated mean depth of the model ‘Baikal’ 

bathymetry is 705 m (close to the mean depth of the real lake, 680 m).

4.4 Results

4.4.1 Wind stress

When the surface of the lake is forced with a wind stress (model runs Tn and Wn), a standing 

wave along the length of the lake is observed. These oscillations, known as seiches, are naturally 

occurring phenomena, and have been observed frequently in Lake Baikal (Kozhov, 1963; Dean 

and Dalrymple, 1984). The theoretical period of these seiches depends on the length and depth of 

the basin, and is given by the Merian formula (Dean and Dalrymple, 1984):

Eq. 4.12 Tlh = 4 L

where I is the basin length, h is the basin depth and g is acceleration due to gravity.
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4. Barotropic model

Table 4.1: Details of each model run, to investigate the effect of varying different parameters, such as 
wind strength, direction and duration, basin bathymetry and depth, and viscosity.

R un nam e Details
Test run with simple rectangular basin (56 x 455 bn):
T1 Winds, no sources/sinks, no boundary viscosity, no Coriolis force. 

t =  0.5 Nm'2, W, 2 hours, p  = 0. Bathymetry = ‘Flat’, depth = 407 m.
T2 Winds, no sources/sinks, no boundary viscosity, no Coriolis force. 

t =  0.5 Nm'2, W, 6 hours, p  =  0. Bathymetry = ‘Flat’, depth = 407 m.
T3 Winds, no sources/sinks, no boundary viscosity, no Coriolis force. 

t  = 0.5 Nm'2, W, 4 hours, p  =  0. Bathymetry = ‘Flat’, depth = 407 m.
T4 Winds, no sources/sinks, no boundary viscosity, no Coriolis force.

r =  0.5 Nm'2, W, 2 hours, p  = 105 m 2. Bathymetry = ‘Flat’, depth = 407 111.
T5 Winds, no sources/sinks, no boundary viscosity, Coriolis force. 

t =  0.5 Nm'2, W, 2 hours, p  = 0. Bathymetry = ‘Flat’, depth = 407 m.
T6 Winds, no sources/sinks, no boundary viscosity, Coriolis force. 

r =  0.5 Nm'2, S, 2 hours, p  =  0. Bathymetry = ‘Flat’, depth = 75 m.
Investigation o f the effect o f wind stress (Lake Baikal land mask):
W1 Winds, no sources/sinks, no boundary viscosity, no Coriolis force.

X -  0.4 Nm'2, SW, 2 hours, p  = 1.6xl0 '6 n f2. Bathymetry = ‘Baikal’.
W2 Winds, no sources/sinks, no boundary viscosity, no Coriolis force. 

t — 0.4 Nm'2, SW, 4 hours, p  = 1.6x10 r’n f2. Bathymetry = ‘Flat’, depth = 200 m.
W3 Winds, no sources/sinks, no boundary viscosity, no Coriolis force.

t = 0.4 Nm'2, SW, 2 hours, p  = 1.6xl0 '6 n f2. Bathymetry = ‘Flat’, depth = 705 m.
W4 Winds, no sources/sinks, no boundary viscosity, no Coriolis force.

r =  0.8 Nm'2, SW, 2 hours, p  = 1.6xl0 '6 n f2. Bathymetry = ‘Flat’, depth = 705 m.
W5 Winds, no sources/sinks, no boundary viscosity, no Coriolis force.

t -  0.4 N nf2, SW, 4 hours, p  = 1.6xl0 '6 n f2. Bathymetry = ‘Flat’, depth = 705 m.
W6 Winds, no sources/sinks, no boundary viscosity, no Coriolis force.

t =  0.1 Nm'2, NW, 2 hours. p =  1 .6x106 n f2. Bathymetry = ‘Flat’, depth = 705 m.
W7 Winds, no sources/sinks, no boundary viscosity, Coriolis force.

t =  0.1 Nm'2, NW, 2 hours. p =  1 .6xl0‘6 n f2. Bathymetry = ‘F lat’, depth = 705 m.
W8 Winds, no sources/sinks, no boundary viscosity, no Coriolis force. 

t = 0.1 N nf2, NW, 2 hours. p =  1 .6xl0 '6 n f2. Bathymetry = ‘Baikal’.
W9 Winds, no sources/sinks, no boundary viscosity, Coriolis force. 

r =  0.1 N nf2, NW, 2 hours, p  =  1.6x10'6 n f2. Bathymetry = ‘Baikal'.
Investigation o f effect o f  varying the viscosity (Lake Baikal land mask):
VI Winds, no sources/sinks, no boundary viscosity, no Coriolis force. 

r  = 0.4 N nf2, SW, 2 hours, p  =  108. Bathymetry = ‘Baikal’.
V2 Winds, no sources/sinks, boundary viscosity, no Coriolis force.

t =  0.4 N nf2, SW, 2 hours, p  =  0.016; 108 (edge). Bathymetry = ‘Baikal’.
Investigation o f the effect o f  adding sources and sinks (Lake Baikal land mask):
SI No winds, sources/sinks, no boundary viscosity, no Coriolis force. 

p  =  1.6xl()'6 n f2. Bathymetry = ‘Baikal’.
S2 No winds, sources/sinks, no boundary viscosity, Coriolis force. 

p  = 1.6x10'6 n f2. Bathymetry = ‘Baikal’.
S3 No winds, sources/sinks, boundary viscosity, no Coriolis force. 

p  = 1.6x10‘6 n f2; 104 m 2(edge). Bathymetry = ‘Baikal'.
S4 No winds, sources/sinks, boundary viscosity, Coriolis force. 

p  =1.6xl0 '6 n f2; 104 n f2 (edge). Bathymetry = ‘Baikal’.
Combinations o f the above (Lake Baikal land mask):
C l Winds, sources/sinks, no boundary viscosity, Coriolis I'orcc. 

r  = 0.4 N nf2, NW, 2 hours, p  =  1.6xl0 'r’ n f2. Bathymetry = ‘Baikal’.
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Although Eq. 4.12 applies to the simple case ol a rectangular basin of constant depth, Lake 

Baikal can be approximated to be a rectangular basin of length 640 km with a mean depth of 700 

m (Kozhov, 1963). Using these parameters the theoretical period of Lake Baikal is 4.29 hours, 

which is considerably different to the observed periods of 4.64 hours (Dean and Dalrymple, 1984) 

and 4.85 hours (Kozhov, 1963). This discrepancy could be attributed to the irregularity in the 

shape of the lake and the topography of the basins, and is investigated here.

In order to study the seiches generated by the model, plots of the surface height at points at 

each end of the lake were analysed. To begin with, the model was run using a simple rectangular 

basin, 455 km east to west and 56 km south to north, with a depth chosen so that the period of 

oscillations was 4 hours, for simplicity. Eq. 4.12 gives a depth of 407 m for / = 455 km and T,h =  

4 hours. Alter this simple basin was analysed, the Baikal land mask was applied, using both Hat 

basin and realistic bathymetry (see Table 4.1 for details of each model run).

Figure 4.7 shows the results for model runs T1-T5 (rectangular basin). It is evident from 

these plots that for a seiche to develop, the wind stress, t , must be applied to the surface for a 

time equal to at least half the period of oscillations, T , which is the time taken for the initial wave 

to travel the length of the basin. If the wind stress stops at this point oscillations continue with 

period T  and amplitude A. However, if r  continues after this time the surface continues to 

oscillate as bcl'orc, but around an equilibrium height of A/2, i.e. surface displacement over a range 

h = 0 to A. If t  stops after a time l = nT  (where n is an integer) there is a cancelling effect 

between the wave generated directly by the wind stress and the wave returning from the opposite 

end of the basin. The amplitude of the oscillations is then reduced to the level at wliich the stress 

stopped (approximately zero in the case of model run T3). If t  stops at / = (// + 1/2)7", a normal 

seiche develops with oscillations continuing with period T  and amplitude A  (T2). A wind stress 

which is applied for a time other than this will result in a seiche with an amplitude less than A 

(approximately the amplitude of the wave at the time the wind ceased). As the viscosity, p, is 

increased (T4) the seiche oscillations are damped, becoming progressively weaker with time. 

Model run T5 has the Coriolis force included, but this has no apparent effect on the seiche motion. 

However, when a basin aligned in a south-north direction is used, with a southerly wind stress, the 

Coriolis effect causes a rotation of the seiche wave. This is known as a Kelvin wave, and would 

not be as noticeable for a basin with its long axis aligned in the direction of the Earth’s rotation. 

The period, T, remains constant at 4 hours for all model runs. The excellent agreement between 

Tm and Tth, and the appearance of Kelvin waves, is good validation that the model is working 

correctly.
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Figure 4.7: Plots of surface displacement, r\, for model runs T1 - T5. Left: at a grid point at the west end; Right: 

at a grid point at the east end of the basin.

Table 4.2 gives the results obtained for model runs Wh, with the measured model period 

(Tm), theoretical period (T,h) for the depth used (as given by Eq. 4.12) and the maximum amplitude 

at a grid point (40,15) in the South basin. The model lake is approximately 640 ± 10 km in length. 

The error in the length is due to the uncertainty in knowing exactly how the length should be 

measured, since a straight line cannot be made along the irregularly shaped lake. This gives rise
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4. Barotropic model

to a small uncertainty (about 0.1 hours) in the theoretical period. The error in the measured period 

is due to the data output frequency of 0.05 hours.

Table 4.2: Results from model runs investigating seiche oscillations.

W1 W2 W3 W4 W5

Tm (hours) 4.65 ±0.05 8.0 ±0.05 4.25 ±0.05 4.25 ±0.05 4.27 ±0.05

Tlh (hours) 

a=640 ± 10 km)

4.28 ±0.08 8.03 ±0.12 4.28 ±0.08 4.28 ±0.08 4.28 ±0.08

Max amp (cm) 

at (40,15)

5.0 ±0.1 16.0 ± 0.1 4.7 ±0.1 9.5 ±0.1 0.9 ±0.1

Plots of surface displacement at two grid points (South and North basin of the lake) can be 

seen in Figure 4.8. The results for model runs W 2 to W5 show that there is excellent agreement, 

within error, between the measured (Tm) and theoretical (Tlh) seiche periods. However, Tm and T,h 

for W1 (which uses the realistic bathymetry) are considerably different, as expected given the 

observed data on the lake. Since Eq. 4.12 is strictly only valid for rectangular basins with a 

uniform depth, as noted above, some discrepancy is to be expected. The agreement between Tm 

for W1 and measurements of Lake Baikal itself (4.64 - 4.85 hours) are, however, extremely good.

A secondary oscillation, with a period of about 30-35 hours, can also be seen in Figure 4.8. 

This behaviour is not seen in the results for the model runs T«, wliich have a regular, rectangular 

basin. It is therefore likely to be due to the irregular shape of the lake causing reflections from 

different boundaries.

The amplitude of the oscillations is clearly affected by the strength and duration of the wind 

stress. A factor two increase in wind stress results in a two-fold increase in amplitude (model runs 

W3 and W4). Decreasing the basin depth also has (he effect of increasing the maximum 

amplitude. As with the rectangular basin model runs (Tn), the effect of wind stress duration on 

the oscillations is dramatic. If the wind stress ceases after a time equal to Tth, a seiche is still 

generated but at a much reduced amplitude, caused by the cancellation between the wind-induced 

wave and the wave returning from the opposite end of the basin. Thus (he amplitude of a seiche 

only increases with the strength of the wind, not its duration, although there is an optimum 

duration, equal to T,h, required for seiche generation.

Looking at the plots for W1 and W10, the inclusion of the Coriolis force has no clear impact 

on the model results. Contour plots of the surface do, however, show some indication of rotation 

of the seiche, although not as clearly as in the T n model runs.
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Figure 4.8: Plot of surface displacement, Tf, at two 

Right: North basin.
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4.4.2 Viscosity

Increasing the viscosity ol the model fluid damps wind-induced seiches, as can he seen in the 

results for the Vn model runs (Figure 4.9). Increasing the viscosity over the whole lake to 104 m'2 

(V I) damps out the oscillations after about 2 days. Introducing an increased boundary viscosity 

(V2) also damps the oscillations, but takes a few hours longer than VI to damp them out 

completely.
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Figure 4.9: Plot of T| at two grid points, for model runs VI - V2. Left: South basin; Right: North basin.

4.4.3 River inflow/outflow

To investigate how the current flow is affected by different conditions (Coriolis force, 

viscosity etc.), results were compared for each of the model runs (see Table 4.1 for details).

S I:

Currents flow directly from the Selenga River source to the Lower Angara River sink, with 

speeds of around 3x105 m s'1 (see Figure 4.10). Currents in the Central and North Basin have no 

predominant direction and are relatively weak compared to the llow in the South Basin. Low 

amplitude (3xlO'3 m) waves formed along the southern edge of the South Basin. Note that in 

Figure 4.10 and the following figures showing current llow in the model, arrows indicate relative 

speed and direction of mass transfer at each grid point, and those which appear to show flow over 

land are an artefact of the plotting method.
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Figure 4.10: Velocity field for model run SI after 6 hours. C urren t flow is prim arily  in a south-west direction 

from the Selenga Delta towards the Lower A nagara River outflow. C urren t speeds in this region 

are of the order I O’3 ms"1, decreasing to 10‘5 mis’1 further from the Delta.

S2:

With the Coriolis force included there is a considerable change in the pattern of current flow. 

There is now not such a direct How from the Selenga to the Lower Angara, with some flow from 

the Selenga turning to the north-east (see Figure 4.11). Typical current speetls in the region of the 

Selenga are about 2x10‘3 ins'1, similar to those in SI.
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Figure 4.11: Velocity field in the Selenga Delta region for model run S2 after 28 hours. Grey arrows denote grid 

boxes where current speed is in excess of 4 x l0 ‘3 ms'1, given a fixed length for clarity.
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Figure 4.12: Transect of u velocity at y = 30 (Selenga Delta region) after 10 hours for SI and S2. The .r-axis 

represents grid-cell number along the transect, from west (left) to east (right).

Figure 4.12 shows a plot of the u velocity along a transect just to the north of the Selenga 

(y=30) for SI and S2, clearly showing flow to both the east (positive u) and west (negative u) for 

S2 hut How wholly to the west for SI.
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Figure 4.13: Velocity field in the Selenga Delta region for model run S3 after 28 hours. Grey arrows denote grid
*3 1 *  *boxes where current speed is in excess of 4x10'' ms' , given a fixed length for clarity.

There is little difference between SI and S3 (which has an increased boundary viscosity), 

except that the waves along the southern edge in the S3 model run grow in amplitude over time 

(which can be seen at the lower left edge of Figure 4.13). This may be a numerical instability 

caused by the difference in viscosities, and suggests that this may not be a suitable method to use. 

Current speeds arc similar to those in SI.
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S4:

Allliough this model run includes the Coriolis force, there is no How to the right from the 

Selenga as was observed in S2. This run most closely resembles S3, and also develops waves 

along the southern coast which grow with time.
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Figure 4.14: Transect of u velocity at y = 30 (Selenga Delta region) after 10 hours for S3 and S4. The x-axis 
represents grid-cell number along the transect, from west (left) to east (right).
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Figure 4.15: Velocity field for model run W6 after 2 hours. Current speeds are of the order 5x10 4 ms'1.
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W6 and W7:

The applied north-west wind stress results in oscillations of the surface, but a seiche does not 

develop as in the model runs where the wind direction was aligned along the long axis of the 

basin. Current speeds are of the order 10'4 m s'1, and depend on the surface displacement. The 

addition of the Coriolis force (W7) causes no apparent difference between the two model runs.

W8:

Changing the llat basin topography to a realistic one dramatically influences the flow 

patterns. Current speeds are increased where the basin becomes shallow, such as along the coasts, 

at the Selenga Delta and above the Academician Ridge (Figure 4.16).
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Figure 4.16: Velocity field for W8 in the region of the Academician Ridge after 55 hours. Grey arrows denote 

grid boxes where current speed is in excess of 5xl0'3 ms'1, given a fixed length for clarity. Current 

speeds are fastest in regions where the basin depth is shallow, such as along the Academician Ridge, 

in Harguzin Hay and around Olkhon Island.

W9:

W ith the inclusion of the Coriolis force a very interesting effect occurs. The How above the 

Academician Ridge, wliich was fairly constant over time for W8, has developed an eddy-like 

nature. Figure 4.17 clearly shows a clockwise circular flow pattern above the middle of the ridge. 

This moves over time in a south-westerly direction from just to the north-west of Svyatoi Nos 

Peninsula to the north-east end of Olkhon Island.
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Figure 4.17: Velocity Field for W9 in the region of the Academician Ridge after 55 hours. Grey arrows denote 

grid boxes where current speed is in excess of 5xl0'3 ms'1, given a fixed length for clarity. Currents 

between Olkhon Island and the Svyatoi Nos Penninsula flow in a spiral manner due to the 

introduction of the Coriolis force in this model run.

Cl:

Flow in this model run is mostly due to the effect of the wind stress, rather than the sources 

and sinks. Current speeds due to river inflow in the model are one to two orders of magnitude 

smaller than currents due to wind-driven motion. There is therefore very little difference between 

C l and W9, the only modification to the current being in the immediate vicinity of the sources 

and sinks. Eddy structures above the Academician Ridge are also observed, as in W9.

4.5 Sum m ary and discussion

Results from model runs T l-6  and W l-5 reproduce wind-induced seiches, with periods of 

oscillation in excellent agreement with those predicted by theory when the model basin has a Hat 

bathymetry. When the realistic topography is introduced the period differs from theory, but 

agrees with the observations made on Lake Baikal itself. This suggests that bottom topography is 

an important factor in seiche oscillations, and confirms that the Merian formula cannot be used to 

predict the period of seiches in non-flat basins, as expected. The non-rcctangular shape of the 

lake does not have a significant effect on the seiche period, although it does introduce a secondary 

oscillation. This analysis is good evidence that the model is working correctly.
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Figure 4.18: Mean water circulation in Lake Baikal, according to automatic

recorder data in the 10-15 m layer. Arrows represent current 

directions. (Shimaraev ef «/., 1994)

An example of circulation patterns occurring in Lake Baikal can be seen in Figure 4.18. 

Each basin tends to contain one or more cyclonic (anti-clockwise) circulation cells. Model runs 

with the Coriolis force absent (forced by sources and sinks only) failed to reproduce these flow 

patterns, the water flowing directly from the three sources to the Lower Angara River sink. 

Introducing the Coriolis force shows an improvement, with some flow to the north-east, but the 

circulation cells are still not reproduced. The Coriolis force clearly has a strong influence on 

current flow, however. Current speeds are about two orders of magnitude smaller than those 

observed in the lake.

Eddy-like flow patterns were observed in the region of the Academician Ridge, between the 

Central and North Basins. These were only observed in model runs which included an initial 

north-westerly wind stress, realistic bottom topography and the Coriolis force. The first stage in 

their formation is the flow of water over the ridge in a perpendicular direction, caused by (he wind 

stress. As the water moves from a deep part of the lake over the relatively shallow (-300  m) 

ridge, the flow is compressed thus moving at a faster speed. Tliis is observed in model run W8, 

where currents flow more quickly in the shallower parts of the lake. The ‘curled' shape of the 

flow is due to the gradient in the surface height displacement giving rise to a pressure gradient 

which forces the flow away from the boundary of the lake. The Coriolis force acts in a direction
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perpendicular and to the right (in the Northern Hemisphere) of the llow. This results in the 

formation of the observed eddy structure.

The eddies are unlike the gyres observed in satellite data, however, as they are constantly 

moving along the ridge, rather than remaining in the same place for many weeks. Analysis of the 

value of each term in Eq. 4.1 reveals that the Coriolis term is considerably smaller than the 

pressure gradient term, which suggests that geostrophic equilibrium (dn/dt = 0) is not occurring, 

as it would if the structure were a ‘true’ gyre. W hat the model does show is the tendency for 

eddy-like structures to form in the region of the Academician Ridge, and that the primary factor in 

their generation is the steep ridge between the North and Central basins.
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5. Multi-layer baroclinic model

5.1 Overview

In this chapter a three-dimensional numerical model is introduced, developed lor the purpose 

ol investigating hydrodynamic processes in Lake Baikal. Particular emphasis is given to the four 

to five month period when the lake is completely ice-covered. During this time observed currents 

can be unusually strong (around 0.1 m s '1), considering the absence of river inflow (due to freeze- 

up of the rivers) and the restricted influence of wind stresses on the surface due to ice cover 

(Jewson, personal correspondence). The model is used to determine whether density driven flow 

caused by non-uniform solar heating llirough the ice and snow could be sufficient to generate the 

observed current strengths.

The generation of a thermobaric instability (as discussed in Chapter 1) is also investigated. 

This is thought to be one of the processes involved in deep water ventilation, and may arise due to 

the formation of baroclinic internal waves on the interface which occurs at the mesothermal 

temperature maximum, at a depth around 250 m.

These problems are discussed in more detail in section 5.2 below, followed by an overview, 

in section 5.3, of the numerical model used to investigate them. Section 5.4 gives details on the 

methods by which certain physical processes in the lake are parameterised, or represented, in the 

model. These include solar heating, the ice and snow layer, and convective and turbulent mixing. 

Initialisation conditions for the vertical structure of the model are described in section 5.5, 

followed by details of the different model runs investigating under-ice currents in section 5.6. 

Results from these runs are presented in sections 5.7 to 5.11. An investigation into the generation 

of internal waves in the model is given in section 5.12.

5.2 Introduction to the problems

Current flow affects diatom suspension and the distribution of nutrients within the lake. 

Resuspension of diatoms is governed by mixing processes in the upper 100-200 in, due to the 

non-motile nature of the diatoms. Temperature profiles provide an indication of the extent and 

depth of mixing, wliich is higlily sensitive to variations in snow and ice thickness. Diatom 

populations beneath snow-covered ice are known to be considerably lower than beneath snow-li ee 

ice where convective mixing due to solar heating can occur. The model is used in conjunction 

with satellite data of Lake Baikal (from Chapter 3) to determine the effect of variations in snow
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and ice cover on temperature profile development, which could be used as an indication of diatom 

population levels.

The generation of thermobaric instability is investigated, as this is thought to be one of the 

processes involved in deep water ventilation, and may arise due to the formation of baroclinic 

internal waves on the interface which occurs at the mesothermal temperature maximum, Tmm 

(Carmack and Weiss, 1991). These waves can be caused by strong winds and have been observed 

in the lake. In order to generate the instability, however, the amplitude of the internal wave must 

be considerable. The depth to which the interface must be depressed can be determined as 

follows:

The temperature of maximum density at depth z is given by:

Eq. 5.1 Tmd = -0.0021 z + 3.98 °C

The compensation depth, H c, is the depth at which the water column becomes neutrally 

stable, allowing the thermobaric instability to occur. At this depth the temperatures of the upper 

and lower layers (Tj and T2 respectively) are equidistant from the temperature of maximum 

density, giving rise to Eq. 5.2 below:

Eq. 5.2 T2 - Tmd = Tmd - Tj

Combining Eq. 5.1 and Eq. 5.2 results in the following expression for the compensation 

depth:

Eq. 5.3 Hc = (0.5(72+ Ti) - 3.98) / -0.0021 m

Assuming an upper layer temperature of 3°C and a lower layer temperature of 3.35°C, the 

compensation depth Hr is 384 m. Given that the interface occurs at around 200-300 m, this 

requires the internal wave to have an amplitude o f between 80 and 180 111. However, waves of 

this amplitude have never been observed in the lake, even after prolonged storms with high winds. 

The numerical model is, therefore, used to determine whether large amplitude waves are actually 

possible.

5.3 Overview of the model

The model described in this chapter has been developed from a two-layer baroclinic 

‘intermediate level’ model of a geophysical fluid system (McCreary and Anderson, 1991). It has 

been extended to N  layers, where N  is an integer (limited only by considerations of computation 

time). The barolropic mode has also been introduced.

As with the barotropic model described in the previous chapter, the equations of motion are 

solved at grid points specified by a ‘lake mask’, with a spatial resolution of 0.05° x 0.05°

(approximately 3.5 x 5.5 km, dependent on latitude). The form of these equations is, however,

slightly different. The pressure gradient equation is now determined by changes in density, in 

addition to surface height displacement, so that the baroclinic mode can be resolved. The original
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McCreary and Anderson (1991) model effectively removes the barotropic mode by calculating 

density perturbations, rather than the absolute density. The barotropic mode is re-introduced 

here, which produces more realistic results, albeit at the expense of a increased computation time 

(see below). This method is therefore unsuitable for model runs requiring a long integration time 

(e.g. more than a few months), but is not proliibitive for the shorter runs which will be discussed 

here.

5.3.1 Stability requirements

Values of the time step and viscosity in the model are chosen in order to satisfy the numerical 

stability criteria (Press et a i ,  1986), as discussed in Chapter 4. The wave equation criterion (Eq. 

5.4) must be satisfied in order for the model to resolve waves.

The time step, At, is chosen such that Eq. 5.4 is satisfied, given the grid size Ax (~4 km) and 

a maximum wave speed, c.

A x
Eq. 5.4  > c

2A t

It is possible for barotropic waves to travel at high speeds (-100  m s'1), so At is assigned a 

value of 20 seconds to remove any possibility of instabilities arising. If only the baroclinic mode 

was to be resolved, the time step could be much longer, as baroclinic waves are considerably 

slower than barotropic waves. Hence the increase in computation time required when using tliis 

method.

The second criterion, the diffusion condition (Eq. 5.5), must be satisfied in order for the 

model to resolve diffusion processes across grid cells:

Ajc2
Eq. 5.5  > D

2A t

where D is the diffusion coefficient (either viscosity, fi, or thermal diffusivity, k). If 

diffusion processes are too fast, the model is unable to resolve the motion and numerical 

instabilities are likely to occur. Given the values of Ax and At, D can take a wide range of values, 

from 0 to ~1()5 m '2. The values of viscosity and thermal diffusivity chosen will be discussed 

further in Section 5.4.4.
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5.3.2 Equations of motion

The non-linear equations of momentum and heat transfer solved in the model are given 

below:

where v is the velocity vector, p  is the pressure, £2 is the Coriolis parameter, r is the wind 

stress, fi  is the coefficient of viscosity, k  is the coefficient of thermal diffusivity and Q represents 

solar heating. In Eq. 5.6, terms on the left hand side represent local and convective inertia forces. 

These are balanced by the pressure gradient, Coriolis, wind stress and viscous forces on the right 

hand side.

5.3.3 Adaptations to fresh water lake

The original model on which this version is based was implemented for the Pacific Ocean, 

and therefore utilised a linear equation of state such that the maximum density, p mnx, occurs at T  = 

0°C and decreases linearly with increasing temperature. This model of a freshwater system 

incorporates a quadratic equation of state, where pmajc is reached at the temperature of maximum 

density, Tmd. The density at depth z is given by Eq. 5.8 below:

where T(z) is the temperature at depth z in degrees centigrade, Tmd decreases with pressure at 

a rate of 0.021 °C bar'1, X = 8 xlO'6 °C'2 and the maximum density of water, pmax, is assumed to be 

constant with depth at 998 Kg m 3. This approximation to the equation of state has only a few 

percent error over the temperature range 0 - 8°C (Matthews and Heaney, 1987).

5.3.4 Conversion to N  layers

A significant development from the original model has been the conversion from two layers 

to any number of layers, N. As the temperature at any grid point is constant within a given layer, 

the increase in the number of layers allows for a much more realistic temperature structure. There 

is no theoretical limit on N, but the N -fold increase in compulation lime over a single layer is 

clearly a major consideration.

Eq. 5.6

Eq. 5.7 ”-  + v .V T  = Q + kV 2T
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5.4 Parameterisation of physical processes

Certain physical processes would be too complex and use too much computation time to 

model explicitly. They can, however, be adequately parameterised in such a way as to produce 

realistic results and retain the predictive capability of the model. A description of the 

parameterisations used in this model follows.

5.4.1 Solar heating

During ice cover, when wind stress can be neglected, the model is driven solely by surface 

heat fluxes. The intensity of radiation at depth decreases exponentially with depth at a rate 

dependent on the extinction coefficient, e, of the medium through wliich it passes. Penetration of 

radiation through the surface is also dependent on the albedo, a. If the lake is ice-covered, 

heating will be significantly reduced due to both the increase in albedo and to the high extinction 

coefficient of the ice/snow layer. To model this complex process some parameterisation is

necessary. An adequate scheme is to allow the intensity of solar radiation, Iz, to decrease

exponentially with depth z, as given by:

Eq. 5.9 Iz = /0( 1 -  a )exp(-£vd, -  e^b  -  e wz)

where Io is the incident solar radiation, a  is the surface albedo, £*,,> are the extinction 

coefficients of snow, ice and water respectively, and ds,i is the thickness of snow and ice 

(Matthews and Heaney, 1987). It can be seen that as the surface albedo increases or the thickness 

of ice increases, the amount of solar radiation penetrating to depth z decreases.

The incident solar radiation, Io, is taken to be solar radiation in the spectral range 400-700 

nm, referred to as Photosynthetic Available Radiation (PAR), which is the primary source of 

heating within the lake. PAR varies with month due to (he change in solar inclination, as 

illustrated in Figure 5.1 (calculated from observations for Lake Baikal (Shimaraev el a l ,  1993)).

The rate of temperature increase at depth z  (term Q in Eq. 5.7) is then given by:

Eq. 5.10 ^  =
dt pCp

where p  is the density of water and Cp the specific heat capacity, 4.2 x 103 J kg'1 °C'1.
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Figure 5.1: Values of I0 used in the model (direct PAR) (After Sliimaraev et al., 1993).

Although the values of extinction coefficients vary considerably over the visible wavelength 

range (e.g. 0.05 m '1 at 500 11m to 0.3 m '1 at 600 mn for water in Lake Baikal (Sliimaraev et al., 

1994)), constant values are assumed here for simplicity. The effect of varying the extinction 

coefficient values is investigated in section 5.10. Values of £, and es are taken from the literature 

(Matthews and Heaney, 1987), and will be discussed further in Section 5.4.2.

5.4.2 Ice and snow layer

In addition to the layers representing water, two layers of ice and snow are also included. 

From Eq. 5.9 above it can be seen that both albedo and extinction coefficient play an important 

role in determining heating in the lake. The distribution of snow and ice on the lake will, 

therefore, be a major factor in the development of density-driven How, caused by differential 

heating under regions of snow-free and snow-covered ice. The albedo, extinction coefficient and 

spatial distribution of ice and snow are derived from satellite data of the lake for the period March 

to June 1997, as described in Chapter 3. As noted above, extinction coefficient values vary over 

the wavelength range 400-700 nm, and so the effect of varying these values is investigated in 

Section 5.10.

The ice layer is given an initial thickness of 0.8 m, and decreases with time at a constant rate, 

such that the thickness reduces by half over a period of 60 days. The layer representing snow has 

a uniform thickness (e.g. 0.025 m), the value of which can be varied to investigate the effect of 

different snow conditions (see section 5.9). A new ‘ice mask’ is read in to the model al specific 

days, updating each grid cell surface type accordingly. This allows the ‘disintegration’ of 

relatively thick ice (-0 .4  m) at specific locations (determined from the satellite data), a process 

which occurs in the real lake.
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5.4.3 Wind stress

During the period of ice cover, wind stresses on the surface are effectively zero. However, 

once the ice melts, wind stress can be applied to the surface by specifying the speed and direction 

of the wind. This translates to a force, t , (see Eq. 5.6) according to Eq. 5.11 below:

Eq. 5.11 t = Pni, x cd x \u\ x u Nm'2

where u is the wind speed in m s'1, pair = 1.2 Kg m 3, cn (the drag coefficient) = 1.5 x 10'3. 

For example, a wind speed of 10 m s'1 gives rise to a wind stress on the surface of 0.18 Nm'2.

5.4.4 Convective mixing

As surface water cooler than 4°C is warmed its density increases. If this causes it to become 

denser than the water below, it will sink until it reaches a depth where the surrounding water has 

the same density. The surface water is in turn replaced by less dense water from below. In the 

model this is parameterised by ‘swapping’ adjacent layer temperatures when the upper layer 

becomes denser than the lower layer. The new temperature of the two layers is adjusted according 

to the relative thicknesses of the layers involved, in order to retain the correct heat content, as 

given by the algorithm in Eq. 5.12 below. The process begins at the top layer, continues to the 

lowest, and the entire sequence repeated until a stable profile is achieved.

Tn =  Tn+[

Eq. 5.12 Tn+i = (1 - H J H n+l) x Tn+1 + (.H J H n+l) x Tn

where n represents the layer number, T  is the temperature and H  is the layer thickness. (Note 

that this formulation of the algorithm applies to the case when H n+i is greater than or equal to H n).

For example, consider a two-layer system in which the upper layer is 1 m thick, the lower 

layer is 2 m thick and the temperature of both is a uniform 3°C. If the upper layer (layer 1) is 

warmed to 4°C it becomes denser than layer 2 and convective mixing will occur until the system 

becomes stable. From Eq. 5.12 the temperature of layer 1 becomes 3°C and layer 2 becomes 

3.5°C. i.e. water in layer 1 is replaced by cooler upwelling water from layer 2, but water in layer 

2 is only partially replaced by the warmer water from layer 1 due to its greater thickness. The 

new temperature profile is now stable again.

5.4.5 Turbulent mixing

Mixing due to turbulence takes place in both horizontal and vertical directions. The transfer 

of heat and momentum is modelled by the eddy thermal diffusivity term, kV 2T, and viscosity 

term, pS/2u in Eq. 5.6 and Eq. 5.7 above. The coefficients of eddy thermal diffusivity (it) and 

viscosity (p) have components in the horizontal and vertical. In order to maintain numerical 

stability, the horizontal components K), and pi, must have values between 0 and It)5 mV1, and 1()4 

and 10s m V 1 respectively. They are chosen to have the constant values:
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Kh = 1 111V 1; p h = 104 in2s 1.

A lower value lor K),than might normally be used (e.g. 5 x 103 111V 1, (Stockdale, 1992)) has 

been chosen here to parameterise the reduction in horizontal turbulent mixing when the lake is ice 

covered. A higher value is used when the lake becomes ice-free. The value of fih is chosen to be 

the minimum possible while still satisfying the numerical stability criteria.

Turbulent mixing in the vertical direction occurs to a lesser extent than in the horizontal and 

is dependent on the stability of the water column. Turbulence and, therefore, mixing will be 

suppressed when the water column is well stratified, with density increasing rapidly with depth. 

The scheme to parameterise vertical mixing implemented in tliis model has been derived from 

existing methods (described below), combining the vertical density gradient with a fixed profile to 

determine the vertical coefficients of eddy thermal diffusivity, kv, and viscosity, p v.

In fixed  profile mixing kv, and are given a value which depends on depth, according to a 

fixed profile, Kpro{, such as that in Figure 5.2 (Stockdale, 1992). Mixing is generally strongest near 

the surface, decreasing with depth as the temperature approaches T,„d where convection is 

minimal.

Eq. 5.13 fXy — fig Kprof , Kv — Kq Kprof

Measurements in the lake (Shimaraev et a l., 1994) suggest that a suitable maximum value of 

Kq is 10'4 m2 s '1. Pacanowski and Philander (1981) propose that fio should have a value of around 

IO'2 m2 s'1.

Since Ko is actually variable, and dependent on the stability of the water column, the fixed  

profile  method is not ideal for use in Lake Baikal, where the vertical density gradient varies a 

great deal with time.
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Figure 5.2: Depth profile used in the fixed profile method

Another method of parameterising mixing was originally described by Pacanowski and 

Philander (1981) (hereafter referred to as PP mixing). Vertical components of k  and p  are
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determined by considering the Richardson number, Tiiis number is the ratio between 

buoyancy and horizontal current shear, and therefore parameterises vertical mixing in terms of 

turbulence at layer interfaces. A low value of Ri implies a low buoyancy compared to horizontal 

shear, and hence maximal vertical mixing. The Richardson number is used to modify background 

values of thermal diffusivity and viscosity to obtain the vertical components, kv and p v, as given 

by Eq. 5.14 and Eq. 5.15 below.

Eq. 5.14 Kv = , +Kb
(l + aRj)

Mo 
( l +  a . R j 2

where Kb is the background diffusivity, fib is the background viscosity and fio is the maximum 

viscosity.

Pacanowski and Philander (1981) recommend the following values for the parameters in Eq. 

5.14 and Eq 5.15 above:

a = 5, p 0 = 10'2 m2 s '\ Kb = IO 5 m2 s '1, fib = IO'4 m2 s'

Ri is given by: 

Eq. 5.16 R { = bgdp /dz

r d u Y  d v v  
+

dz
+ c

where b = 8 x 106, c = IO 10, g is the acceleration due to gravity, p  is the density, u and v are 

the horizontal components of velocity at depth z,. The term c is required to prevent numerical 

problems from occurring in the model when u and v are zero.

As discussed above, this scheme is a parameterisation of turbulent mixing caused by current 

shear. Therefore, in cases where the current shear approaches zero (zero vertical velocity 

gradient), /?, tends to infinity1 (regardless of the density gradient) and the mixing coefficients 

reduce to the background values. This often occurs under ice cover when there are no wind- 

induced currents, and, therefore, PP mixing alone is not a suitable scheme for parameterising 

vertical mixing.

The scheme incorporated into this model combines the most relevant aspects of those 

discussed above, and will be referred to as PP variant mixing. It is an improvement on the fixed  

profile  scheme, as it introduces a dependency on the density gradient as used in PP mixing, but 

does not require current shear to increase the mixing coefficients. Physically, this scheme

1 This is actually prevented in the m odel by the addition o f the term c in Eq. 5.16.
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parameterises the effect of convective mixing when the density gradient is small but positive (i.e. 

a stable temperature profile), which can occur due to the small amounts of vertical momentum 

required to mix water when the water column approaches neutral stability. This process would 

not be resolved by the simple parameterisation of convective mixing described initially, and 

removes the problems caused by low current shear. The terms kv and fjv are now obtained as 

follows:

where KpWf  is given by a fixed profile as described above, (5= 10n , k}) -  10'5 m2 s '1, fii, = 10'4 

m2 s '1 and /to = 10'2 m2 s '1. It can be seen that the form of these terms is very similar to those used 

by the PP mixing scheme; the term (/? x density gradient) is simply the Richardson number (Eq. 

5.16) when current shear is zero.

The vertical coefficients reach a maximum when the water column is neutrally stable (zero 

vertical density gradient), during which time kv has a value of around IO'2 m2 s '1 (Sliimaraev et al., 

1994). When the density gradient is large (e.g. in the thermocline), mixing is suppressed and the 

coefficients tend to the background values.

5.5 Vertical structure

Before the model can be run, certain initial conditions need to be set. These include the 

number of layers, their thickness and temperature. The region of interest of (his study is the upper 

few hundred metres, where diatom re-suspension by convective mixing occurs. Deep water 

exchange processes between the upper and lower regions of the lake are localised and infrequent, 

and, therefore, can be neglected in this model of the upper layers. For tliis reason, only the upper 

250 m are modelled, thus removing the need for unnecessary computation at greater depths.

The implementation of Eq. 5.9 in the model is such that changes to the vertical resolution 

(i.e. the initial layer tliicknesses) do not affect the heat content of the system. An adequate 

resolution of the temperature profile of the lake is required in order (o resolve (he physical 

processes being studied. It was decided that ten layers, initialised with thicknesses varying 

between 5 111 at the surface to 50 m at the bottom, satisfactorily reproduces the temperature 

structure, while retaining a manageable computation time. See Figure 5.3 for a schematic 

showing the initial layer thicknesses.

Eq. 5.17 K P o K  p r o f

P  0 ^  p r o f
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Figure 5.3: Schematic showing the initial layer thicknesses and temperature profile, given by

in situ measurements at a point in the South Basin, mid-way between Listvyanka 

and Tankhoy, made on 13th March 1997 (Jewson, personal correspondence).

In situ temperature profile data is limited to one location on the lake due to the difficulties in 

obtaining data during the period of ice cover. The time period to be investigated is primarily 

Spring, from the time of maximum ice thicknesses, up to complete ice-melt. Each layer is 

therefore initialised to a uniform temperature, as measured in the lake during M arch 1997, when 

the ice was at its thickest. Figure 5.3 also shows the initial temperature profile.

5.6 Model runs investigating under-ice flow

The primary aim of running the model is to investigate current flow and temperature profile 

development during the period of ice cover on Lake Baikal. Additional runs can be used to 

determine the effect of varying some of the model parameters, such as increasing the albedo 

values and decreasing the thickness of the snow layer. These results can then be compared with 

the original ‘control’ run, RI. The parameters which are to be changed are discussed in more 

detail below. Table 5.1 gives a summary of the setup in each model run.
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Table 5.1: Summ ary of model runs

Model run Details Main purpose

RO No mixing, 10 layers, 100 days, albedoi, 

epsiloni, tmow = 0.025 m

Effect of using no mixing

RI PP Variant mixing, 10 layers, 100 days, 

albedoi, epsiloni, tBaow = 0.025 m

Control run

R2 PP Variant mixing, 10 layers, 100 days, 

albedo2, epsiloni, tsnow= 0.025 m

Effect of increasing the albedo by 20%

R3 PP Variant mixing, 10 layers, 100 days, 

albedoi, epsiloni, tsnow = 0.01 m

Effect of reducing the snow thickness

R4 PP Variant mixing, 10 layers, 100 days, 

albedoi, epsiloni, tsnow = 0.04 m

Effect of increasing the snow thickness

R5 PP Variant mixing, 10 layers, 100 days, 

albedoi, epsilon2, tsnow = 0.025 m

Effect of using different epsilon values

R6 Fixed profile mixing, 10 layers, 100 days, 

albedoi, epsiloni, tsnow = 0.025 nr

Effect of using fixed profile mixing

5.6.1 Mixing schemes

The effect of using different mixing schemes is investigated in model runs RO, RI and R6. 

Comparisons are made between runs using the simple scheme which parameterises convective 

mixing by ‘swapping’ layer temperatures (RO), the PP Variant mixing scheme (RI), and one 

which uses a fixed profile (R6).

5.6.2 Albedo and extinction coefficients

There is some discrepancy in the literature over the values of albedo and extinction 

coefficient measured for particular types of ice and snow. This is to be expected, as it is 

impossible to define precisely each surface type - rather, (here is a gradual transition from one 

type to another. For example, ‘new white ice’ gradually becomes ‘old white ice’, with many 

degrees in between.

An increase in surface albedo will cause a greater percentage of the incident solar radiation to 

be reflected, thus reducing the amount of energy available to heat the water. By increasing the 

albedo of each surface type in one model run, compared to the control run, this effect may be 

observed and the importance of determining precise albedo values gauged. Similarly, as the 

extinction coefficients, e, are increased, the opacity of the surface cover (e.g. the ice layer) 

increases, also leading to a reduction in the amount of solar radiation reaching the water (as shown
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by Eq. 5.9). Model runs using an increase in albedo (R2) and e (R5) are compared with the 

control run (RI). The sets of values used are given in Table 5.2 below.

Table 5.2: Albedos and extinction coefficients for each classification type.

Classification type Assigned albedo Extinction coefficient ( m 1)

albedoi albed02 epsiloni epsilon2

W ater 0.05 0.06 0.2 0.2

Clear (fresh) ice 0.25 0.30 0.2 0.3

Slush ice 0.20 0.24 3.5 3.5

Frazil ice 0.25 0.30 3.5 3.5

Fresh white ice 0.45 0.54 2.0 3.5

Old white ice 0.40 0.58 3.0 3.5

W hite ice melt pond 0.38 0.46 3.0 3.5

Semi-transparent ice 0.30 0.36 0.8 1.0

Ice/snow mix 0.50 0.60 2.0 3.5

Snow melt pond 0.58 0.70 40.0 40.0

Snow 0.60 0.72 40.0 40.0

5.6.3 Snow thickness

An increase in the thickness of the layer of snow will clearly reduce the amount of solar 

radiation reaching the water below (as shown by Eq. 5.9). The snow thickness is likely to vary 

considerably over the area of the lake, and cannot be measured in situ (except in a small number 

of locations) or by using thermal and visible wavelength satellite data. It is therefore important to 

determine what effect increasing or decreasing the initial snow thickness will have on the model 

results. Three model runs, using a snow layer thickness (tsnow) of 0.01 m, 0.025 m and 0.04 m, are 

used to investigate the impact on the development of the temperature structure in the lake.

5.7 Results from  RI

Model run RI was run for 100 days, from 13th March to 21st June, using the PP Variant 

scheme to parameterise vertical mixing. Results from the model are described below.

5.7.1 Temperature profile development

Figure 5.5a is a temperature-depth plot of in situ measurements made between 13th March 

and 21st June 1997, at a boundary between snow-free and snow-covered white ice in the South 

Basin (Jewson and Granin, personal correspondence). Figure 5.5b shows model results at point B 

(See Figure 5.4 for location), corresponding to the location of the in situ measurements. The 

profiles in Figure 5.5c arc located at point C (Sec Figure 5.4 for location), under snow-lrcc semi­

transparent ice.
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A: (30,10) 104.5 E, 51.5 N 
B: (40,12) 105.0 E, 51.6 N 
C: (45,16) 105.25 E, 51.8N

Snow-free ice

]  Snow-covered ice Selenga
Delta

Figure 5.4: Locations o f model generated temperature-depth profiles discussed in this chapter. Point A, at 

model grid point (30,10), is located at a region initially (on 13th March) under snow-covered ice. 

Point B , at model grid point (40,12), is at the boundary between snow-covered and snow-free ice. 

Point C , at model grid point (45,16), is initially under snow-free, semi-transparent ice.

After 100 days o f  model integration time (equivalent to 21st June) the model in Figure 5.5b 

has reached a temperature o f 3.7°C and is well mixed down to 200 m, having an almost constant 

temperature with depth. This compares well with the in situ profile for this date, which is also 

well mixed, with a temperature o f 3.7°C. The model has also been successful in reproducing the 

deepening o f the mixed layer observed in the in situ data, seen as a shift to the left below 120 m 

(i.e. cooling) of the temperature profile, most noticeable for 23rd May and 6th June. The model 

profile for 2nd April does not appear to agree closely with the in situ data for this date, 

particularly in the depth region 50 to 200 m. However, this is in fact due to a change in location 

for the in situ measurement on this date. A different site, closer to the shore, was required due to 

the partial break up o f ice preventing measurements being made from the usual site. This profile 

is included in the plots to give an approximate idea of the temperature structure at that time, but 

caution should be applied when validating the model results with this in situ data.

For each date shown there is good agreement between the model results in Figure 5.5b and 

the in situ profiles shown in Figure 5.5a. By contrast, Figure 5.5c shows considerably more 

warming (about 0.5°C) than in Figure 5.5b. This is due to a lower extinction coefficient (the ice 

being more transparent), allowing more solar radiation to be transmitted through the ice which 

results in the water being heated more quickly. The strong similarity between the two plots 

Figure 5.5a and b indicates that the parameterisations used in the model are an adequate 

representation of the physical processes involved. Further studies using this model can therefore 

be undertaken with a good degree o f confidence.
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5. Multi-layer baroclinic model
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(a) In situ  te m p e ra tu re  (°C)
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(c) T e m p e ra tu re  (°C) a t  (45,16)

Figure 5.5: Plots of (a) in situ  and (b) model generated temperature profiles at the mid-point between

Listvyanka and Tankhoy in the South Basin (point B). Also (c) model generated temperature profile 

at point C. The profiles shown are for the dates 13th M arch, 2nd April, 23rd M ay, 7th June and 

21st June 1997 (see key), for model run R I.
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(b)
Figure 5.6: Plots of model-generated temperature profiles between 13/03/97 and 21/03/97 (see key) using an 

initial profile (solid line) given by in situ measurements on Lake Baikal for 13/03/97 at the mid­

point between Listvyanka and Tankhoy in the South Basin (point B). Results shown are for model 

grid points: (a) point A - snow covered white ice and (b) point C - snow-free semi-transparent ice.

Figure 5.6 shows model-generated temperature profiles at points with different snow and ice 

conditions. In each plot, the temperature at a grid point is shown at the initial time (using in situ 

measurements for 13th March 1997; solid line) and at four subsequent dates at two-day intervals. 

Figure 5.6a is located at point A (see Figure 5.4) in the South Basin, initially under 0.8 m of white 

ice and 0.025 m of snow. Figure 5.6b is located at point C initially under 0.8 m of semi­

transparent ice, with no snow cover. The water column in Figure 5.6b shows the most warming, 

the temperature in the top layer being 0.45°C greater than in Figure 5.6a. Clearly the presence of 

snow, and the opacity of the ice, has had a strong impact on heating. Under snow, the mixed layer 

has remained at a depth of about 10 m. This increases to 40 m under semi-transparent ice 

(indicated by the isotropic region of the profiles in Figure 5.6).
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5. Multi-layer baroclinic model

5.7.2 Surface temperature

The temperature field for the top layer of RI (i.e. at a depth of 2.5 m) is shown in Figure 5.7. 

In Figure 5.7a, the plot for 1st April, the highest temperatures occur beneath snow-free semi­

transparent and white ice, in the region of the north-west coast of the South Basin and around 

Olkhon Island in the Central Basin. Initially, there is little mixing of heat due to a low value of 

the coefficient of thermal diffusivity, Kh, which parameterises reduced turbulent mixing under ice- 

cover. By 23rd May (Figure 5.7b), the ice has begun to melt (again, along the north-west coast, 

close to the Selenga Delta), resulting in a sharp increase in temperature in that region. The pattern 

of temperature is now also more diffuse, due to an increase in kh in regions where the ice has 

melted. By June (Figure 5.7c and d), the whole lake is ice-free and the temperature in the South 

of the lake has increased to nearly 4°C. The North Basin is coolest at around 3°C, as the ice 

remains here longer than in the South.

5.7.3 Under-ice currents

Figure 5.8 is a time series of plots focusing on the South Basin, showing the top layer model 

fields representing temperature and velocity, where the arrows indicate the direction and relative 

speeds of the current flow. It can be seen, particularly in Figure 5.8b, that the fastest current 

speeds (around 6x1 O'3 m s 1) occur where the temperature gradient is strongest (corresponding to 

the boundary between snow and snow-free ice). W ater flows towards regions of higher density 

(temperature), which results in the formation of an anti-clockwise circulation cell by 21st June 

(centred around grid point (57,20) in Figure 5.8c).

The velocity field for the top layer over the whole lake is shown in Figure 5.9, for 1st April 

and 21st June. Initially (Figure 5.9a), there is very little motion except in the South Basin (as in 

Figure 5.8b). However, by 21st June (Figure 5.9b) circulation cells have been set up to the west 

of the Selenga Delta and, to some extent, Ushkany Island. The strongest currents How northwards 

along the south-east coast, and return along the north-west coast and central regions of the North 

Basin.

The profile plot in Figure 5.10 shows how the velocity in the y-direction (South to North) 

varies with depth and time for point B. The vertical velocity gradient is zero below about 100 m, 

with the velocity increasing to a maximum at the surface. Currents are strongest, and most 

variable with depth, for 1st April and 23rd May. By the 7th and 21st June the velocities are 

almost constant with depth at around 103 m s'1. The negative velocities below 100 m indicate the 

presence of a vertical circulation cell; water flows towards a region of higher density 

(temperature) where it sinks to about 50 m, generating return flow in the opposite direction at that 

depth and below. This can be seen more clearly in Figure 5.11, a cross-section of temperature and 

velocity in the y-direction at x=40.
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Figure 5.7: (Page 1 of 2) Temperature field for top layer (i.e. at a depth of 2.5 m), model run Rl. (a) 01/04/97 

and (b) 23/05/97. The temperature increases most rapidly in the region of the north-west coast of 

the South Basin and around Olkhon Island in the Central Basin.
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(d)
Figure 5.7: (Page 2 of 2) Temperature field for top layer (i.e. at a depth of 2.5 m), model run R l. (c) 07/06/97 

and (d) 21/06/97. The temperature over the whole lake has become more uniform, but the warmest 

region is still in the South Basin, near the Selenga Delta.
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Figure 5.8: Top layer velocity field (arrows) overlaid on temperature field for the South Basin region, model 
run R l. (a) 01/04/07, (b) 23/05/97 and (c) 21/06/97. Arrows indicate the direction and relative 
strengths of the currents. The maximum current speed is around 10'3 ms"1. Currents flow towards 
regions of higher temperature (higher density). The co-ordinate system refers to the model grid.
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Figure 5.9: Velocity field for the top layer of model run R1 at (a) 01/04/97 and (b) 21/06/97. Arrows show the 

direction and relative strength of the currents.
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Figure 5.10: Depth profiles of velocity in the v-direction for R l, on the dates 13th March, 1st April, 23rd May, 

7th June and 21st June 1997 at point B.
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Figure 5.11: Cross-section of temperature and velocity on 23rd May, in the y-direction at x=40, showing flow 

from South to North (towards the higher density region) in the upper 50 m, and return flow below.

104



5. Multi-layer baroclinic model

5.8 Results from R2

The aim o f model run R2 is to determine the effect o f increasing the albedo values by 20%. 

As the error in calculating albedo is o f this order o f magnitude, it is important to know what effect 

changes o f this size will have on the results.

5.8.1 Temperature profile development

0 2 0  40  60  80  100 120
0 1 / 0 4 / 9 7

Figure 5.12: Temperature (°C) of top model layer, R2, for 1st April 1997.

The development o f the temperature structure using increased albedo values is very similar to 

that in R l. Figure 5.12 shows a plot o f the surface temperature for 1st April. The lake warms 

most quickly at locations where the ice is free from snow and very clear, primarily along the 

north-west coast o f  the South and Central basins. The coolest part of the lake is the North Basin.

Figure 5.14 is a profile plot of R l temperature subtracted from R2 temperature at point B, for 

dates between 13th M arch and 21st June. The peak in the maximum temperature difference 

(about 0.05°C) initially occurs in the upper 50 m, but has spread downwards by 21st June to 200 

m, while the surface has returned to almost zero difference compared to the temperature in R l. 

Figure 5.15 is a difference plot of the top layer temperature results R2-R1, for 21st June. The 

temperature o f  the upper layer is at most 0.15°C cooler, the largest difference occurring in the 

North Basin which remains ice-covered for longest (thereby increasing the amount o f time the 

heating is reduced by the increased albedo).

T e m p e r a t u r e

105



5. Multi-layer baroclinic model

o

5 0

J l  100
■C
Q _0)

T3

1 5 0

200

0  1 2  3  4
T e m p e ra tu re  (°C) a t  (4 0 ,1 2 )

Figure 5.13: Temperature profile at point B for R2 on 13th March, 1st April, 23rd May, 7th June and 21st

June.
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Figure 5.14: Temperature difference profile (R2-R1) at point B for 13th March, 1st April, 23rd May, 7th June 

and 21st June.

5.8.2 Under-ice currents

As for R l, currents in the top layer flow from low to higher density regions. The strongest 

currents arise at the boundary between snow-covered and snow-free ice in the South and Central 

basins, as can be seen in Figure 5 .1. The maximum difference in velocity compared to R l, due to 

the tem perature difference, is of the order 10'4 m s'1 (approximately 5%), but can be either an 

increase or a decrease depending on the date. On 1st April the velocities tend to he lower than in 

Rl by about 2 x 1 0 4 m s'1, whereas on 23rd May the velocities are higher by the same amount.
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Figure 5.15: Top layer temperature difference plot (R2-R1) for (a) 1st April and (b) 21st June 1997. R2 is cooler 

than Rl by a maximum of 0.15°C in the North Basin. The difference between the two runs is almost 

zero in the South Basin by 21st June.
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T e m p e r a t u r e
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(b)
Figure 5.16: Top layer temperature overlaid with velocity field for model run R2 on (a) 1st April and (b) 23rd 

May. Arrows indicate direction and relative speed of currents. Flow is from low to higher density 

regions (i.e. towards warmer temperature regions).

5.9 Results for R3 and R4

The aim o f model runs R3 and R4 is to investigate the effect o f varying the thickness of the 

snow layer, (tsnow) over a realistic range (0.01 m (R3) to 0.04 m (R4)). This is an important 

parameter to understand, as it cannot be measured from the satellite data and is likely to be highly 

variable spatially and temporally.
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Figure 5.17: Top layer temperature field for (a) R3 and (b) R4 for 1st April.
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5.9.1 Temperature

For both R3 and R4 the general pattern o f temperature development is the same as for R l. 

The highest temperatures occur under semi-transparent ice, along the north-west coast o f the 

South and Central basins (see Figure 5.17).

Under regions o f snow cover the surface temperature in R3 is higher by about 0.1 °C (by 1st 

April) compared to R l, due to the reduced snow thickness. As the snow melts, this difference 

reduces to about 0.03°C. Once the ice has melted, there is no longer any difference between the 

two model runs.

With an increase in the snow thickness, the surface temperature in R4 under regions o f snow 

cover is reduced by about 0.07°C (by 1st April) compared to R l. Again, this difference reduces to 

almost zero as the snow and ice melts.

5.9.2 Under-ice currents

As with model run R l the current flow for both R3 and R4 is from low to higher density.

In model run R3 the actual current speeds are slightly lower than in R l, due to a decrease in 

the temperature (density) gradient across the boundary, caused by the reduced snow thickness. 

The maximum difference in current speeds is approximately 4x1 O'4 m s’1 (see Figure 5.18), which 

occurs at the border between snow and snow-free ice (where the currents are strongest at around 

3x10° m s '1).
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Figure 5.18 Difference between temperature (°C) and velocity fields for R3-R1 for 1st April.

The increased snow thickness in R4 results in a maximum increase in current speed o f about 

2x10‘4 m s'1 (see Figure 5.19), which again occurs at the border between snow and snow-free ice 

(where the currents are strongest at around 3x1 O'3 ms*1). This difference is due to an increase in 

the temperature (density) gradient across the boundary, caused by the increased snow thickness.
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Figure 5.19: Difference between temperature and velocity fields for R4-R1 for 1st April.

5.9.3 Summary

Decreasing or increasing the snow thickness by 0.015 m results in a maximum 

increase/decrease in the top layer temperature of 0.1 °C, and a maximum decrease/increase in the 

current speeds o f about 4x1 O'4 m s'1. The effect is most noticeable initially, when the lake is 

predominantly snow covered.

5.10 Results for R5

The aim o f model run R5 is to determine the effect o f varying the values of the extinction 

coefficients for each type o f  ice. See Table 5.2 for the values used for each surface type.

5.10.1 Temperature

The development o f  the temperature profile is initially much slower than in R l, although this 

difference is less noticeable by 26th June. Figure 5.21 is a plot o f the temperature profiles at point 

B. The profile for 1st April is about 0.2°C cooler than for R l in Figure b, but by 7th June the 

difference has reduced to almost zero.

Figure 5.20 shows how the top layer temperature in R5 differs from that in R l. On 1st April 

the difference between the two model runs occurs for regions with a semi-transparent ice cover, 

which results in a relative decrease in the temperature of around 0.3°C. Under snow-covered 

regions, the temperature decrease is slightly less. By 26th June, the temperature difference in the 

South Basin is almost zero, while in the North Basin the temperature is still considerably lower 

(by about 0.2°C).

T e m p e r a t u r e
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Figure 5.20: Top layer temperature difference, R5-R1, for (a) 1st April and (b) 21st June.
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Figure 5.21: R5 temperature profile development at point B for 13th March to 21th June.

5.10.2 Under-ice currents

As before, the currents in the top layer generated by the temperature gradient flow from low 

to higher density, w ith maximum speeds of about 6x103 ms'1 occurring at the boundaries between 

snow and snow-free ice (see Figure 5.23). Initially the difference between the current speeds 

between R5 and R l is a decrease of about 2x104 m s'1 after 10 days, at point B (see Figure 5.22).
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Figure 5.22: Difference between y-direction velocity profiles for R5-R1 for 13th March to 21st March.
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Figure 5.23: T em perature and velocity field for R5 on (a) 23rd May and (b) 21st June.
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5.10.3 S um m ary

Increasing the extinction coefficients results in a small reduction in the temperature in the 

model lake (by about 0.2°C) initially. The overall development o f the temperature profile is, 

however, relatively unaffected, in that there is little difference between the final (21st June) 

temperature profiles in model runs R5 and R l. Comparing the profile plot for R5 in Figure 5.21 

with that for the in situ  data in Figure 5.5 implies that the values for the extinction coefficients 

used in R5 actually produce a slightly more realistic development o f the temperature structure 

than those used in the other model runs.
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5.11 Results for RO and R6

These model runs, in conjunction with R l, are used to investigate different techniques to 

param eterise vertical mixing in the model. RO uses no additional mixing other than simple 

convective overturn; R6 uses the Fixed Profile method, such that mixing is strongest in the upper 

layers, and is independent of the density gradient; R l uses the PP variant scheme discussed in 

Section 5.4.5 above wliich models mixing in terms of vertical stability (i.e. density gradient), 

coupled with the depth-dependent profile used in R6.

5.11.1 Temperature

In general, the development of the tem perature profile in RO is very similar to that in R l, as 

can be seen in Figure 5.24 (and Figure 5.5b for R l). The most obvious difference is that RO does 

not produce a deepening of the mixed layer, caused by vertical mixing across the interface 

between the upper and lower regions. This can clearly be seen in Figure 5.25, wliich is a 

difference plot between the two model runs for temperature at point B. The first three profiles 

(1st April to 7th June) all show that above 100 m RO is cooler than R l, and below 100 m it is 

warmer, by about 0.5°C on average.

There is considerably more warming in R6 than in R l, as can be seen in the temperature 

profile plots for points A and B in Figure 5.26, and in the plot of top layer temperature difference 

for 23rd May in F igure 5.28. The largest difference between the two model runs occurs in the 

upper region above 100 m, where the temperature is up to 0.2°C warmer than in R l. Mixing 

across the interface (sim ilar to that seen in the in situ data) does occur, however, wliich is evident 

from the cooling of the profile in the region 100 to 225 m (see Figure 5.27).
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Figure 5.24: Temperature profile development for R0 at point It, from 13th March to 21st June.
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5.25: Temperature difference between RO and R l at point B, from 13th March to 21st June.

Above 100 m the temperature in R0 is cooler than R l, but is warmer below 100 m.
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Figure 5.26: Temperature profile development for R6 at points (a) A and (b) B, from 13th March to 21st June.
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Figure 5.27: Temperature difference between R6 and R l at points (a) A and (b) 11, from 13th March to 21st 

June. At about 100 m the temperature in R6 is cooler than R l, but above and below this level it is 

warmer by up to 0.2°C.
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Figure 5.28: Top layer temperature difference plot for R6-R1. The whole of the top layer is warmer in R6 than 

in R l, with the greatest difference occurring in regions of snow-covered ice.

5.11.2 Under-ice currents

The direction o f  the currents in RO and R6 are again approximately the same as in R l (Figure 

5.29 and Figure 5.30). In RO the speeds are almost exactly the same, differing by less than 5x1 O'5 

m s'1 at point B (Figure 5.31a), but in R6 they tend to be slower by up to about lxlO '3 m s'1 in the 

top few tens o f metres (Figure 5.31b). The slight drop in current speed is due to a reduction in the 

temperature/density gradient at the snow/snow-free boundary.

5.11.3 Summary

The development o f the temperature profile using no additional vertical mixing scheme, as in 

RO, is slightly unrealistic, with no deepening o f the mixed layer indicating that there is little or no 

transfer o f heat across the interface. The temperature o f the upper layer is, however, consistent 

with the in situ data used here.

When a fix e d  profile  mixing scheme is implemented, the interface between the mixed layer 

and the stratified region below 100 m does deepen as observed in the in situ data. However, the 

temperature o f the upper mixed layer is now slightly warmer (by ~0.2°C) than the observation. 

This results in a small decrease in the top layer current speeds.
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Figure 5.29: Top layer temperature and velocity fields for RO on (a) 23rd May and (b) 21st June.
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Figure 5.30: Top layer temperature and velocity fields for R6 on (a) 23rd May and (b) 21st June.
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Figure 5.31: y-direction velocity difference for (a) R0-R1 and (b) R6-R1 at point B, for 13th March to 21st June.
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5. Multi-layer baroclinic model

5.12 Model runs investigating internal waves

Deep water ventilation due to thermobaric instability can only occur if the temperature above 

the mesothermal maximum Tmm is colder than that below, i.e. less than about 3.45°C. For a cold 

water jet to penetrate to the bottom of the lake, as observed by Shimaraev el al. (1993), the upper 

layer must have a temperature of about 3.3°C at most.

To investigate the formation of internal waves which could lead to a thermobaric instability 

(Carmack and W eiss, 1991), the model is run using two layers. The upper layer is initialised with 

a thickness of 250 m and a temperature (7j) of 3.3°C, while the lower layer has a 50 m thickness 

and a temperature (T2) of 3.45°C. Note that due to the formulation in the model of the equation of 

state with depth, the lower layer thickness cannot extend deeper than this (with the given 

temperature initialisation) or the initial situation will be unstable. A surface wind stress is applied 

to generate both surface and internal waves.

Given these initial conditions, the compensation depth Hc is 288 m. This means that for a 

thermobaric instability to occur, the interface between the two layers must be depressed to a depth 

of 288 m, i.e. the internal wave must have an amplitude of about 40 m.
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Figure 5.32: Transect across the model lake showing the positions of the layer interfaces after (a) one day and 

(b) two days. Initial layer temperatures are 3.3°C (upper layer) and 3.45°C (lower layer). The 

depth is relative to the initial position of the surface of the top layer (0 m). The interface between 

the two layers initially lies at a depth of 250 m. Motion of the interface is due to an applied constant 

north-westerly wind stress, of speed 30 ms'1.
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5. Multi-layer baroclinic model

Figure 5.32 is a cross-section across the middle of the lake (south to north) showing the 

positions of the layer after one day (Figure 5.32a) and two days (Figure 5.32b), with a constant 

north-westerly wind speed of 30 m s'1 applied to the surface. Alter one day the interface has been 

displaced downwards at the south edge to a depth of 262 m, and upwards at the north edge to a 

depth of 235 m. Alter two days the interface has deepened further to 270 m (about 18 m short of 

the depth necessary to cause thermobaric instability), wliile the upwards displacement has 

increased to give a minimum interface depth of 220 m. The slight difference in interface 

displacement from south to north is due to entrainment of cold water from the lower layer to the 

upper layer as the interface is depressed downwards. Entrainment timescales are of the order of 

one day, i.e. after one day entrainment has had little effect on the depth of the interface. The 

difference in  interface displacement from south to north becomes increasingly more noticeable 

with time. Continuing the model run results in a continued upwelling of the interface in the north, 

while the maximum depth reaches, and remains at about 285m. However, it is unrealistic to run 

the model with such a high constant wind stress for more than about a day, so results from Figure 

5.32b should be considered to be the outer limit for this run.

The model was run again with 7) = 3°C and 77 = 3.45°C to determine how critical the initial 

layer temperatures are to the amplitude of the interface wave. Results from (he model show (hat 

interface displacement is approximately the same as the previous run with 77 = 3.3°C. This 

suggests that small differences in (he initial layer temperatures are not critical (o (he internal wave 

amplitude. However, the compensation depth using this lower temperature for 77 is now 312 111 

(using Eq. 5.3), which makes the generation o f a thermobaric instability more unlikely.

Using the original initial layer temperatures of 3.3°C and 3.45°C the model was run again 

using stronger north-westerly winds of 50 m s '1. Figure 5.33 is a cross-section across the middle 

of the lake (south to north) showing the positions of the layer after one day (Figure 5.33a) and two 

days (Figure 5.33b). Alter one day the interface has been displaced downwards at the south edge 

to a depth of 278 m, and upwards at the north edge to a depth of 207 m. In Figure 5.33b the 

interface has deepened further to 286 m, while the upwards displacement has increased to give a 

minimum interface depth of 170 m. The depth of the interface has, therefore, virtually reached the 

compensation depth (i.e. the depth at which a thermobaric instability may arise).
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Figure 5.33: Transect across the model lake showing the positions of the layer interfaces after (a) one day and (b) 

two days. Initial layer temperatures are 3.3°C (upper layer) and 3.45°C (lower layer). The depth is 

relative to the initial position of the surface of the top layer (0 m). The interface between the two 

layers initially lies at a depth of 250 m. Motion of the interface is due to an applied constant north­

westerly wind stress, of speed 50 ms’1.
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6. Conclusions and Summary

6.1 Conclusions

•  Current flow in the multi-layer baroclinic model is caused by differential under-ice 

heating, and has a direction consistent with observation, i.e. from cool, low density 

regions to warmer, higher density regions. Current strengths are, however, an order of 

magnitude less than those observed in the real lake.

•  M odel-generated temperature profiles show evidence of convective mixing under snow- 

free ice. Negligible mixing was evident under snow-covered ice.

•  Model runs investigating the conditions required to cause deep water ventilation (DWV) 

events show that wind-induced thermobaric instabilities (thought to be a mechanism for 

DWV) are possible, although the high wind speed and strength required suggests these 

events would be rare in the real lake.

• A methodology has been developed to produce classification maps of snow and ice cover 

on the lake using thermal and visible wavelength satellite data. These maps were 

integrated into the multi-layer baroclinic model to determine the extent of under-ice 

heating, by assigning known values o f albedo and extinction coefficient to each surface 

type.

• Eddy structures (similar to the observed gyres) were generated in the single-layer 

barotropic model, due to a combination of forcing from a north-westerly wind, the basin 

topography around the Academician Ridge, and the Coriolis effect.

•  A number of physical processes which occur in the lake were observed with satellite data, 

including thermal bars, gyres, coastal upwelling and suspended sediment plumes. The 

live month period of ice cover was also monitored in detail for 1997.
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6.2 Summary o f results

6.2.1 Satellite data

Thermal bars have been observed in satellite data from the spring warming period of 1993 

and 1995, primarily around the Selenga Delta region of the lake. Histogram plots of lake pixel 

brightness temperature were used to determine for each image the BT equivalent to 4°C (the 

tem perature of maximum density) and hence the exact location of the thermal bars in each image. 

However, quantitative analysis of thermal bars was restricted due to extensive cloud cover during 

this time.

W arm circular or spiral features known as gyres, about 30 km in diameter, have been 

observed in satellite images in the region of the Academician Ridge. These persist for several 

weeks when present in October and November, but are shorter lived and more open in structure 

when present in the summer months of July and August. Quantitative analysis of gyres as a 

mechanism for deep water ventilation was prevented due to the difficulty in obtaining wind data 

in  the Lake Baikal region.

Upwelling of cool hypolimnetic water was observed as regions of water at about 4°C in 

satellite data for July 1993.

Regions of relatively high reflectance (about five times greater than the surrounding water) 

have been observed in satellite images from October 1994. They appear to originate from four 

river mouths along the south-east coast of the South and Central Basins, and spread out in to the 

middle of the lake, covering areas over 100 km2. Comparison between in situ bulk temperature 

and satellite BT show that the BT in the high reflectance region is cooler by between 0.2 and 

1.0°C. In situ measurements show that light transmission in the same location was lower than in 

the surrounding water, and that a severe storm had passed over the lake during the previous few 

days. It is concluded that these ‘plumes’ are an indication of the presence of suspended sediment, 

washed down from the rivers by the storm.

6.2.2 Ice and snow cover

The period of ice cover on Lake Baikal has been observed using satellite data for 1997. 

Formation of ice begins in the North Basin at the end of December and is complete by the end of 

January. Ice melt starts in the South Basin towards the end of April and proceeds throughout 

M ay to become ice-f ree by the beginning of June.

The primary aim of analysing the ice covered period was to produce a time series of ‘m aps’ 

of albedo and extinction coefficients for use in a numerical model of Lake Baikal.

Thermal wavelength data (11-12 pm) from the ATSR instrument can be used to differentiate 

between types of surface cover on the lake (e.g. water, ice and snow) by analysing histogram 

plots of brightness temperature. Threshold BT values given by the location of minima in the 

histogram plots are used to classify pixels into different types. Classification plots produced from
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tliis information show the location of boundaries between these different surfaces which may not 

show up clearly in visible images due to similarities in albedo. These boundaries will appear in a 

BT image as a clear interface because the two surfaces have slightly different emissivities (and/or 

temperature). This method of determining the actual type of surfaces involved (e.g. whether the 

interface is water/clear ice, wliite ice/snow-covered ice etc.) was not considered to be sufficiently 

accurate for use in a numerical model requiring surface albedo (reflectance). This type of 

analysis would be useful in the absence of visible channels, for example with data obtained prior 

to the launch of ATSR-2, or for using in conjunction with other methods (discussed below).

Visible wavelength data (0.55 - 0.87 pm) from ATSR-2 were analysed in a similar manner 

(i.e. using histogram  plots) to produce classification images showing regions of snow, ice and 

water. To some extent, comparison between known albedos and the reilected radiation values 

can be used to determine the type of surface (i.e. high values, around 70%, suggest snow; low 

values, around 10%, suggest transparent ice). This information could be used to assign albedo 

and extinction coefficients to regions of the lake for input to a numerical model. However, the 

use of visible wavelength data alone was not considered to be accurate enough, and so an 

additional method was used.

The Normalised Difference Snow Index (NDSI), defined as the difference over the sum of 

the 0.55 pm (blue) and 1.6pm (reflected infra-red) channels, was used to discriminate between 

land, cloud and snow/ice/water pixels. Further separation of the latter into 11 classes (e.g. water, 

clear ice, white ice, fresh snow, snow melt pond etc.) was achieved by applying threshold values 

of near infra-red reflectance and brightness temperature, as given in table 6.1. Classification 

images derived from these thresholds of NDSI, NIR and BT are used to assign values of albedo 

and extinction coeff icient to each surface type, as required by the numerical model in Chapter 5 

to determine the extent to which solar radiation penetrates under ice.

The percentage cover of the main classes (snow, ice and water), using each classification 

image, was plotted as a function of time. This showed that snow-free ice dominates between 

January and February, and between April and May, whereas snow-covered ice is most prevalent 

in March. This agrees well with historical observations, providing a good indication that the 

classification analysis is sufficiently accurate for incorporation into the numerical model.
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Table 6.1 Thresholds, albedos and extinction coefficients for each classification type. Two sets of albedo and 

extinction coefficient are given, as used to determine the effect of varying these parameters.

Classification type Thresholds Assigned

albedo

(%)

Extinction

coefficient

( in 1)

NIR BT NDSI

W ater < 4% > 270 K >0.55 5/6 0.2/0.2

Clear (fresh) ice < 15% < 270 K >0.55 25/30 0.2/0.3

Slush ice < 15% > 270 K >0.55 20/24 3.5/3.5

Frazil ice < 30% > 270 K >0.55 25/30 3.5/3.5

Fresh white ice < 55% < 255 K >0.55 45/54 2.0/3.5

Old white ice < 55% > 255 K, 

< 270 K

>0.55 40/58 3.0/3.5

W hite ice melt pond < 55% > 270 K > 0.55 38/46 3.0/3.5

Clear/wliite ice mix < 30% < 270 K >0.55 30/36 0.8/1.0

Ice/snow mix 55%,

< 70%

< 270 K > 0.55 50/60 2.0/3.5

Snow melt pond 55%,

< 70%

> 270 K >0.55 58/70 40.0/40.0

Snow > 70% < 270 K > 0.55 60/72 40.0/40.0

6.2.3 Barotropic model

A single layer barotropic model was developed to investigate the hydrodynamics of Lake 

Baikal. Of particular interest were the factors which influence the formation of gyres, observed 

in satellite images, and thought to be a possible mechanism for ventilation of deep water.

The model reproduces standing waves known as seiches, a) as predicted by the Merian 

formula when the model basin has a uniform depth, and b) as observed in Lake Baikal when a 

realistic basin topography is applied. This shows that seiche oscillations are highly dependant on 

lake topography.

Current speeds generated in model runs forced only by river inllow/oulflow are between one 

and two orders of magnitude smaller than those observed in Lake Baikal. Also, (he circulation 

patterns seen in the lake are not reproduced by this model.

Eddy structures are reproduced in the model due to a combination of wind forcing (from the 

north-west), basin topography (specifically the Academician Ridge) and the Coriolis force. 

Although a ‘true’ gyre was not generated, it is likely that the same factors are highly influential in 

their formation in Lake Baikal.
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The failure to reproduce true gyres and circulation cells may be due to the following 

limitations:

• Only barotropic motion is resolved by this model. If the observed gyre, or circulation cells, 

are baroclinic effects (i.e. arise due to density variations), they cannot be reproduced by this 

model.

• The observed gyre may arise due to interactions between the circulation cells in the North and 

Central basins. As these are themselves not reproduced by the model, it may not be possible 

for the gyre to be reproduced.

•  Interactions between the land and the water may be unrealistic in tliis model. The viscosity of 

the water has been increased at the boundary regions, but this may not adequately reproduce 

the effect of friction between the water and the coast.

• W ind stress has not been applied realistically in the model. A constant stress at all points on 

the lake, as used in the model, is an unrealistic approximation of the temporally and spatially 

varying wind field which occurs naturally.

6.2.4 M ulti-layer model

In order to study hydrodynamic processes in Lake Baikal a multi-layer model (including 

both the baroclinic and barotropic wave modes) was developed from an existing two-layer 

baroclinic only model. The primary aim of the model was to investigate under-ice heating and 

current flow, which are thought to influence strongly the motion of diatoms in the upper few 

hundred metres of the lake. The model was used in conjunction with satellite data of the lake, 

wliich determines the extent to which solar radiation penetrates the ice and snow to heat the water 

beneath.

Model tem perature profile development from the initial date (using in situ data for 13th 

M arch 1997 (Jewson, personal correspondence)) to the final date 100 days of model integration 

time later (equivalent to 21st June) compares extremely well with in situ profiles over the same 

period at an equivalent point on the real lake. This suggests that the parameterisations used in the 

model are an adequate representation of the physical processes which occur in the lake.

Temperature profile development varies depending on the type of snow or ice present at that 

location. The mixed layer extends to a greater depth under regions of snow-lree transparent ice 

than under snow-covered white ice. Regions which are well mixed are likely to have a higher 

diatom population in the real lake, as strong vertical mixing is required to keep the diatoms in 

suspension.

Under-ice currents generated by the model flow from regions of low to high density. As 

water beneath snow-l'ree ice warms, its density increases, causing it to sink. As it does so, water 

from the surrounding region is drawn towards the high-density region, resulting in the observed 

How from low to high density regions. This is consistent with observation, allowing the llow  of
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nutrients into regions of high diatom concentration. Maximum current speeds in the model are, 

however, about one order of magnitude smaller than those measured in the real lake.

These results show that it is possible to predict, to a certain extent, the development of the 

temperature structure and (he direction of current flow in Lake Baikal during Ihe ice-covered 

period.

A 20% increase in albedo values has only a small impact on the temperature, resulting in an 

overall decrease in temperature of about 0.05°C over the tliree month period investigated, and a 

decrease in the maximum current speed of about 2x1 O'4 ms'1. This is a relatively insignificant 

difference, implying that this model is therefore not overly sensitive to small changes in albedo.

Decreasing or increasing the snow thickness by 1.5x1 O'2 m results in a maximum 

increase/decrease in the top layer temperature of 0.1 °C, and a maximum decrease/increase in the 

current speeds of about 4 x l0 '4 m s'1. The effect is most noticeable initially, when the lake is 

predominantly snow covered.

Running the model with two slightly different sets of extinction coefficients (Table 6.1) 

results in a small initial difference in the temperature in the model lake (about 0.2°C cooler using 

the second, higher, set). The overall development of the temperature profile is, however, 

relatively unaffected, in that there is little difference between the final temperature profiles in the 

two model runs. Comparison with in situ data implies a slightly more realistic development of 

the temperature structure using the second set of extinction coefficients than the first.

The vertical mixing scheme which produces the most realistic development of the 

temperature profile is the PP variant scheme. W hen no parameterisation of vertical mixing is 

included in addition to convection, no deepening of the mixed layer occurs, indicating that there 

is little or no transfer of heat across the interface between the mixed layer and the stratified 

region. The fixed  profile  mixing scheme docs reproduce tliis, but (he temperature of the upper 

mixed layer is slightly warmer (by ~0.2°C) than the observation.

An additional aim of the model was to determine whether internal waves could be generated 

on the 250 m Tmm (mesothermal temperature maximum) interface with sufficient amplitude to 

induce a thermobaric instability, thus generating a deep water ventilation event. The model was 

run with two layers, with initial temperatures of 3.3°C (top layer) and 3.45°C (lower layer), the 

interface between the two lying at a depth of 250 m as in the real lake. A constant north-west 

wind stress was applied to the surface for a period of several days in order to set up motion on the 

interface. The model run with 50 m s'1 winds resulted in a deepening of the interface to the depth 

required for a thermobaric instability to be generated. A very strong, persistent wind stress would 

therefore be necessary in order to generate conditions required for thermobaric instability to 

occur. It is possible that deep convection events could arise from instabilities caused by 

depression of the 250 m interface, although such events are likely to be very rare due to the 

prolonged high wind speeds required.
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6.3 Discussion o f results from the baroclinic model

This is the first model of its kind to be discussed in open literature, and attempts to 

reproduce large-scale horizontal circulation patterns and vertical temperature profile development 

lor a realistic Lake Baikal geometry, over the period of spring warming (March to June). It is 

important to study the full spatial variation of temperature and velocity as these parameters have a 

considerable impact on diatom suspension. In addition to the study of present-day diatom 

populations, tliis has consequences for the reconstruction of the climate record from diatoms in 

the lake sediment. For example, deposition rates must be known for particular sites in order to 

produce accurate climate reconstructions. Three-dimensional modelling is an important tool lor 

studying ice-covered lakes, as very little data exists due to the difficulty in obtaining 

measurements. Tem perature profile data tends to be for single locations at sparse time intervals, 

and measured current speeds can have errors of order 2 cm s 1 (Bengtsson, 1996).

The use of satellite data has been shown to be particularly useful for parameterising the 

spatial distribution of heat fluxes in the model. More ground-truthing would be required for a 

more accurate classification algorithm, but the accuracy of the temperature profile development 

in the model suggests that the current scheme is sufficient as it is presently used.

One of the questions arising from these results is why are the current speeds an order of 

magnitude smaller than those measured in the real lake. One possibility is that the effect of wind 

stress on the surface during the period of total ice cover has been assumed to be zero. However, 

wind-induced seiche oscillations have been observed in ice-covered lakes, giving rise to current 

speeds of a few cm s '1 (Bengtsson, 1996). The net current speed is small, as these currents 

typically alternate in direction with the same period as the seiche, a value which depends on the 

lake depth and length (see Chapter 4). This could also explain why the current flow under ice in 

Lake Baikal has been observed to change directions rapidly (Jewson, personal correspondence). 

Also, although an ice and snow layer is used in the model, the effect of this ‘lid’ on surface 

pressure has not been included. The high current speeds observed in the lake may be a result of 

this increased pressure, and are therefore not reproduced by this model. An incorrect 

parameterisation of heat lluxes through the ice could lead to errors in current speeds, for example 

if the differential heating was not strong enough. However, the consistency of the model- 

generated tem perature profiles with observation suggests that this is unlikely. Another possible 

source of error is that the whole lake is initialised with the same in situ temperature profile, 

obtained from one point in the South Basin. In reality, however, (here are likely to be some 

differences, which may cause stronger currents resulting from stronger temperature gradients. 

The difficulty in obtaining in situ data, particularly from the more inaccessible Central and North 

Basins, necessitated the use of a single initial profile.
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6.4 The relative merits of other modelling techniques

Existing models which are one-dimensional in the vertical (Patterson and Hamblin, 1988), 

or two-dimensional in the horizontal and vertical (Killworth et al., 1996), do not have the 

capability for reproducing under-ice currents caused by differential heating. The Killworth et 

al.( 1996) model was used to investigate deep water ventilation events in Lake Baikal. No attempt 

was made to apply a realistic lake geometry or to modify heat fluxes due to ice and snow cover. 

Reducing the num ber of dimensions from three to two did allow long model integration times 

(several years), but this was not considered to be an important requirement for the work discussed 

here. Patterson and Hamblin (1988) describe a model which couples a one-dimensional lake 

mixing model with a thermodynamic model of the heat fluxes at the interfaces of ice and snow 

layers. Although the thermodynamic model would be an improvement over the simplifications 

used in the Killworth et al. (1996) model, it was thought to be too complex (and hence 

computational expensive) to incorporate into the required three-dimensional model. The Walker 

and W atts (1995) non-hydrostatic three-dimensional model has a high spatial resolution but, 

although suitable for investigating short time-scale events (~ few days), would be too 

computationally expensive to run for timescales of a few months which are required for studying 

under-ice current How and mixing processes. Again, it also lacks the more detailed heat llux 

modification during snow and ice cover. Kelley (1997) investigates algal suspension by using 

analytical methods to model circulation flow fields (eddies). However, this restricts the study to 

simple geometry and steady flow only. It also concentrates on a relatively small spatial scale, i.e. 

individual circulation cells, rather than lake-wide circulation patterns, and provides no 

information on the temperature regime.

M cCreary and Anderson (1983, 1991) describe an intermediate level model of the tropical 

Pacific Ocean. This was two-dimensional horizontally, with two vertical layers representing the 

ocean above and below the thermocline. This model became the framework for the AMayer 

(hence effectively three-dimensional) model of Lake Baikal used in this research. As described 

in Chapter 1, it allowed a tliree-dimensional investigation of temperature and current flow, on 

timescales of days to months necessary for the study of mixing processes affecting diatom 

suspension.

6.5 Suggestions for further work

6.5.1 The fo rm ation  of gyres

As discussed in section 6.2.3 above, although eddies were formed in the barotropic model, 

true gyres were not reproduced for a number of possible reasons. These need to be addressed in 

order to progress any further with investigations into their formation and possible role as a 

mechanism of deep water ventilation. Firstly, it is likely that in the real lake, friction between the 

land and the water will have a significant impact on current flow. An adequate parameterisation
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of this effect should, therefore, be included in the model. In addition, wind stress has not been 

applied realistically in the model due to the difficulty in obtaining real wind data of the lake 

region. Quantitative analysis and modelling of gyres will be severely restricted until such data 

become available.

6.5.2 Thermal bars and gyres as a mechanism for deep water ventilation

Although salinity levels in the lake arc extremely small, the effect on (be density when 

temperatures are close to that at which maximum density occurs could be significant. For 

example, deep water ventilation in the region of thermal bars and gyres may be aided by small 

increases in salinity. Therefore, in the baroclinic model, salinity should be included in the 

equation of state, so that this possibility can be explored.

6.5.3 Current flow under ice

River inflow and outflow is likely to have a significant impact on current flow in the lake, as 

shown in results from  the barotropic model in Chapter 4. During the ice covered period the rivers 

are mostly frozen and so mass input to the lake is minimal. However, as the ice melts the rivers 

will become an important source of heat, salinity and momentum transfer. Sources and sinks 

should, therefore, be included in the baroclinic model for completeness.

Further investigation into the cause of the high currents observed in the lake during the ice 

covered period is needed, as these were not reproduced in the model by density gradients caused 

by differential heating. Parameterisation of an increased surface pressure due to the layer of ice 

may lead to more realistic current speeds. The effect of a wind stress on the ice surface should 

also be investigated, as currents have been observed under ice cover due to seiche oscillations 

(Bengtsson, 1996). Increasing the grid resolution could also be studied, to determine whether this 

has a significant effect on current speeds.

6.5.4 Investigation of deep water processes

To investigate processes which result in the ventilation of deep water, numerical modelling 

of the entire water column is required. At present, the model is limited to the depth at which the 

temperature profile crosses the line of the temperature of maximum density, around 250 m in the 

case of Lake Baikal. Initialising the lake with the full depth-temperature profile would result in 

numerical instability, as density apparently decreases with depth below 250 m. For the model to 

function correctly, the effect of high pressure on the density of water should be included in the 

model equations.
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