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ABSTRACT

MAGNETIC RESONANCE STUDIES OF SOME SILVER HALIDE-BASED MODEL IMAGING 
SYSTEMS

Toffolon 01m

Band gap excitation of silver halides produces charge carriers 
viiich are subsequently localized at hydrogenic or deep traps. These 
intrinsic or extrinsic defects control the photographic behaviour of 
practical silver halide systons. This thesis describes the use of 
magnetic resonance techniques to stucfy the structure of such traps 
in model systons.

The lifetime of photoproduced conduction electrons can be greatly 
extended in silver-halide based materials designed to encourage the 
partitioning of free electrons and holes. Conduction Electron Spin 
Resonance was used to study the conduction processes of shallowly 
trapped and free carriers in several such materials, including Pb^”̂- 
doped AgCl, AgBr/AgCl, Agl/AgCl and AgCl/NaCl single crystals and 
powders. Mechanisms for the extension of the free electron lifetime 
are proposed, and the temperature and microwave power dependences 
of the CESR g-value and lineshape are discussed. In addition to 
studying the band structure and conduction processes as a function 
of silver concentration and Fermi level in AgCl/NaCI alloys, magnetic 
resonance studies were used to probe the microcrystalline structure 
and phase separation processes in these materials.

Transition metal impurities, often associated with lattice 
defects, act as deep traps in the silver halides. The structure 
of the metal ion-defect site affects its trap cross-section and 
lifetime. The enhanced resolution provided by Electron Nuclear 
Double Resonance techniques was used to determine the structure of 
Rh^'*'-silver ion vacancy canplexes in Rĥ '*’-doped AgCl and NaCl single 
crystals and powders. The primary site in AgCl exhibited a static 
Jahn-Teller distortion at low temperature, vÈiich gave way to a two- 
dimensional and finally to a three-dimensional dynamic distortion 
as the temperature was raised.

The application of ENDOR to glasses and powders was explored via 
studies of the DTBN radical in glassy matrices and of y-irradiated 
sodium formate and silver:cyclohexene powders. The latter two studies 
provided, respectively, examples of "single-crystal-like" and "powder- 
type" ENDOR powder spectra.
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C H A P T E R  O N E

THE SOLID STATE CHEMISTRY 

AND THE 

PHOTOCRAPHIC PROCESS 

OF THE 

SILVER HALIDES



1.1 INTRODUCTION
The silver halides are the image-recording component of 

most photographic processes today, and have.been so for over 
one hundred years. Despite their costliness, unparalleled 
speed and sensitivity has enabled them to retain their pre
eminence. These properties are the result of the silver halides’ 
unique defect structure and electronic behaviour. Much of the 
latter derives from the position of the silver halides on the 
boundary between ionic and covalent solids.̂  It is this position 
that makes the electronic structure of the silver halides of 
fundamental interest to the solid state chemist. The ionic 
defect structure and transport mechanisms of the silver halides, 
which are largely a result of the unusual properties of the 
silver ion, are also of fundamental interest and have been 
widely studied. It is of interest to note that the silver
halides exhibit a wide range of ionic behaviour, from super
conducting silver subfluoride at low temperatures, to a -Agi,

2which is an ionic superconductor at high temperatures. Thus, 
the happy situation exists where "not only has solid state 
physics contributed to the understanding of silver halides but 
the silver halides have made valuable contributions to solid

3state physics."
This chapter reviews some aspects of the solid state chem

istry of the silver halides, pointing out those properties that 
result from the borderline nature of their ionicity, as well 
as those properties that make them such excellent photographic 
materials. For clarification, a short general description of 
exiton and polaron models is given before examples specific to 
the silver halides are discussed. Finally, current views on 
the photographic process are considered.



1.2 CRYSTAL STRUCTURE
Silver chloride and silver bromide have face-centred cubic 

structures of the rocksalt type.̂  Lattice constants are listed 
in Table I. Silver iodide crystallizes from the melt in one of 
two phases, |3-AgI, which has a hexagonal wurtzite type structure 
and Y-AgI, which has a cubic zincblende structure. A highly 
conductive high temperature phase, with I ions on body-centred 
cubic sites and Ag^ ions in interstitial voids, a -Agi, and a 
high pressure phase with a rocksalt structure, 5-Agi, also exist.

The lattice constants of the alkali halides can be cal
culated from the hardsphere ionic radii^ of the constituents, 
where the assumed ionic radii are consistent for all of the 
alkali halides ; however, lattice constants so calculated for 
the silver halides are not in good agreement with experiment.
This reflects the somewhat covalent nature of bonding in the 
silver halides.

AgCl and AgBr are completely miscible with a linear change 
in lattice constant and no change in crystal structure. Agi is

7soluble to a limited extent in AgBr and less soluble in AgCl.

1.3 IONIC DEFECT STRUCTURE
The silver halides have a Frenkel defect structure on the 

cation sublattice. The concentration of Frenkel defects is 
governed by the expression for the rate constant for the react- 
ion Ag+ + Ag+ -  that is:

Kp (T) =[Ag+] [Ag+] (1)

In a pure crystal, the condition for charge neutrality demands 
that



QTable I: Lattice Constants In Some Alkali- And Silver Halides
Lattice a (A) Lattice a (Â)
NaF i.62 AgF 4-92
NaCl 5.64 AgCl 5.55
NaBr 5.97 AgBr 5.77

Table II: Energy Gaps At 4.2K In The Silver Halides^’
(eV)

3 ‘1 '25 '1 "3 "1 "3 "2 "5 "1 "5 "3

AgBr 2.69 k.25 5.5 8.02 6.5 10.1
AgCl 3.25 5.10 7.0 8.5 7.5 13.1

Table III: Steepness Parameter For Some Alkali- And Silver
Halides^^

Lattice £ Lattice £
KOI 0.80 AgCl 0.8
KBr 0.79 AgBr 1.0
KI 0.79

26 27'Measured from optical absorption spectra of thin films ’
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“ l = »V = [4 ]' (2 )

In a crystal containing multivaient substitutional impurities 
the condition for charge neutrality becomes :

-eN^ + eN^ + e(p-1)N^ = 0 (3)

where p is the charge on the impurity ion m . Thus, with the
2+ 2+addition of a divalent cation such’as Cd or Pb , the concen

tration of interstitial silver ions decreases, and with the
2 _addition of a divalent anion, such as S , it increases.

Because of this effect, the ionic conductivity of even nominally 
pure cystals is impurity-centrolled below room temperature.
The temperature dependence of N is given by:

N = ( N N ' e "  (k)

where N and N ’ are the number of lattice and interstitial posit
ions, and CO is the formation energy of the Frenkel defect pair. 
At high temperatures, radiotracer techniques have shown that 
Agt moves by an interstitialcy mechanism jumping directly from 
one interstitial site toanother through a (100) plane. At room 
temperature and below,migration is by a knock-on mechanism, 
where an interstial ion jumps onto a substitutional site, knock
ing the substitutional ion into an interstitial position. Ionic 
motion is frozen out below about 150K. The ionic conductivity 
is well understood in terms of this mechanism. For a more 
detailed discussion, including the calculation of mobilities, 
migration and formation energies of the ionic defects, see 
references 2 and 8.

There is evidence that a negative space charge layer exists 
in both AgCl and AgBr, resulting from the difference in the 
formation energy for interstitial silver ions and silver ion



vacancies at the surface. This results in a surplus of inter
stitial ions, with the concentration at the surface several 
orders of magnitude greater than in the bulk. For this same 
reason, the ionic conductivity of emulsion grains is much larger

g
than that of bulk single crystals.

The fairly high ionic conductivity of the silver halides 
can be attributed to the low Frenkel defect diffusion energies 
that result from the reduction of TO phonon frequencies by the 
quadrupolar deformability of the silver ion (see section l.k).
A similar reduction occurs in the Frenkel defect formation 
energy and helps explain why Frenkel defects are observed in

Qthe silver halides, and Scho.ttky defects in the alkali halides.

l.k PHONONS
The phonon dispersion curves for AgCl^^ and AgBr^^,

measured by inelastic neutron scattering, are shown in Figure 1.
These curves, as well as the second-order Raman spectra, are in
good agreement with those calculated from a breathing shell
model that takes into account the deformability of the silver
ion. The deformability, resulting from the filled silver d-
shell, accounts for the rather unusual crossing of the LA and
TO branches along (ill), so that at the L point, the silver
ions vibrate in the TO mode and the halide ions in the TA 

9mode.



FIGUPE 1
Phonon dispersion curves for (a) AgBr, data frcm 
Ref. 11, figure taken frcm Ref. 3, and (b) AgCl, 
data frcm Ref. 20, figure taken frcm Ref. 2.
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1 , 5  ELECTRONS AND HOLES
1.5.1 Bare Band Structure

The term "bare band structure" refers to the orbital 
energies associated with the ground state of the crystal.
Polaron effects, which result from the charge polarization 
produced by an extra hole in the valence band or. extra elect
rons in the conduction band, and exciton interactions, which 
are a product of the Coulomb attraction between the electron- 
hole pair produced by photolysis, will be discussed in the 
following sections.

The valence band structures of AgBr and AgCl were calculated 
by Bassani, et al., using a tight binding method, and some

12speculations were made as to the conduction band structure.
Some aspects of the latter had been understood from absorption

13measurements as early as 1951. Complete band structures were 
calculated by Scop^^ and Fowler^^ using augmented plane wave 
and mixed-basis methods,respectively. These calculations were 
in good agreement; however, temperature dependent photoemission 
studies^^ were consistent with the more qualitative band struc
tures of Bassani, et al. These are shown in Figure 2.

The unique features of the silver halides’ band structures 
are the result of silver 4-d-derived levels lying high in the 
valence band. These hybridize with the levels derived from the 
valence p orbitals of the halogen and produce a valence band 
maximum at the L point. The valence band edge is split by spin- 
orbital coupling, and it has been experimentally confirmed that
the highest lying valence band states in AgBr are the L . ^4 » V

17states. The bottom of the conduction band is derived from
Ag 5s states. It is spherical and located at the F  point, as

18has been verified by magnetoconductivity experiments.
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The conduction bands derived from the Ag 5p levels are repelled 
by the halogen p levels of the valence band and lie higher in 
energy than the conduction bands derived from the halogen d 
excited states. As a result of repulsion from the high-lying 
Ag 4-d-derived valence bands, these latter are much higher in 
energy relative to than corresponding bands in the alkali 
halides, so that unlike the alkali halides, there is very 
little amplitude of the lowest conduction band on the halide
ion.19

Thus, the silver halides are indirect band gap solids.
Evidence of this is seen in their absorption spectra, where a
long tail extends into the near UV due to the indirect gap 

13 20transition. Temperature dependence studies of the absorp
tion edge show that, as required by momentum conservation, the 
transition is assisted at helium temperatures by phonons of
energy 8.1 and 13.5"ieV in AgBr^^ ' and 8.0 and 13. OmeV in 

2 3AgCl. The 8 and 13meV phonons correspond to the TO and LA 
phonons at the L p o i n t . T h u s  the valence band maximum is 
determined experimentally to be at the L point in agreement 
with band structure calculations. The absorption spectrum of 
Pure AgBr at 2K is shown in Figure 3. In imperfect crystals 
impurity scattering relaxes the condition for momentum conserv
ation and a zero phonon indirect transition is allowed. This 
is observed in Cl -doped AgBr^ and in Li"*"- and Na^-doped AgBr.

Direct gap transitions (actually, direct exciton transit
ions, as discussed below) are also observed in the absorption 
spectra of the silver halides. The valence band derived from 
the 4-P bromide orbitals is split by spin-orbital coupling 
( r ^  and Fg in Figure 2a), and this splitting is observed in 
the direct optical transition to as shown in Figure 3a.

The relative intensities of these two transitions are the
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opposite of that observed in the alkali halides and are evidence
2 2 5of a Mott-Wannier exiton (see below). ' Direct transitions 

at the L and K band edges are also apparent in Figure 3a. 
Transitions to higher conduction bands have been observed using 
synchrotron radiation.Experimental band-to-band transition 
energies are summarized in Table II.

As mentioned above, at low temperatures the absorption 
edge corresponds to an indirect bandgap transition, and the 
absorption coefficient is comprised of components arising from 
the absorption and emission of a single TO phonon. As the 
temperature is raised different phonon energies become import
ant and various phonon processes merge. Above 100 K however, 
the absorption edge is no longer determined by single or multi- 
phonon transitions between band edges; these transitions are
broadened by interactions of the electric field arising from

2 28the vibrating lattice. ' In this temperature regime, the
2 gabsorption edge obeys the Urbach rule, which holds for a wide

29range of solids and was observed in silver halides in 1956:

K = exp[-a(hOJ^ - hco) / kT ] (5)

K is the absorption coefficient and is the frequency of 
the absorption threshold. O' is the steepness parameter and is 
proportional to the ratio of the exciton band width to the 
exciton-phonon coupling strength (see next s e c t i o n ) . S o m e  
values of a in silver and alkali halides are given in Table III.

o 1 O AIn mixed crystals, AgCl^_^Br^, the absorption edge and (J 

shift linearly with x.
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1.5.2 Excitons and Polarons: General Description
A simple description of the exciton and polaron models that 

are applicable to the silver halides is given below. These 
models are discussed in detail in references 34--37.

An exciton is a bound electron-hole pair such as would be 
produced by band gap irradiation. It is the lowest excited 
state of the crystal, being lower in energy than the band-to- 
band transition as a result of the Coulombic attraction of the 
electron and hole. In the alkali halides the exciton is essen
tially an atomic excitation localized on a single ion; such a 
tightly bound state is called a Frenkel exciton. In silver 
halides the electron and hole may be separated by many lattice 
spacings. This Mott-Wannier type exciton can be described by 
a hydrogenic model, where the electron and hole are screened by
the dielectric of the crystal, . The lowest energy bound state

98will have radius, a, and energy, E^^, given by:

m -rn m ( ^ 2 ) (l3.6)eV (6)

m^ is the reduced effective mass using the effective valence
and conduction band masses (- » = - + i ). **m^ m m V e

Excitons are always unstable towards recombination and 
sometimes unstable towards dissociation into distant electron- 
hole pairs.

The effective mass of a carrier, m^, is reduced from the
free electron mass, reflecting change in mobility of the carrier
in the crystal lattice relative to vacuum. In the crystal poten'
tial, the carrier will accelerate as if it had mass m . m ise e
inversely proportional to the curvature of the energy band and 
will be lower at band edges and in wide band solidsĴ *
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Either type of exciton can move freely throughout the 
crystal or can become self-trapped if either the electron or 
hole becomes localized by a lattice distortion. Self-trapping 
usually occurs at degenerate band edges. Since valence band 
edges are usually degenerate and holes tend to have larger 
effective band masses and thus lower mobilities than electrons,
self-trapping of excitons is usually the result of hole-
+ . 37trapping.

Whether or not self-trapping occurs depends on the strength 
of the coupling between the exciton and acoustic phonon modes, 
which is represented by the coupling constant g. As g increases, 
the effective mass of the exciton increases discontinuously to 
an almost infinite value once g becomes larger than a critical 
value g^. This corresponds to changing from an almost free 
state with small lattice distortion to a self-trapped state 
with large lattice distortion. The discontinuity in the effect
ive mass is a result of the short range nature of the interaction

3 5between exciton and acoustic phonon modes.
An intuitive understanding of the magnitude of g^ can be 

understood from Figure 1. (Since this discussion is equally 
applicable to the self-trapping of excitons, holes or electrons.

** l /vThe effective mass increases by a factor e , y i s  called
the nonadiabaticity parameter and is the ratio of the maximum 
phonon energy to the electronic bandwidth. It compares the 
velocity of phonon motion to the velocity of electronic motion. 
In most ionic crystals and semiconductors it is of the order of 
0.01 to 0.1, reflecting the fact that electronic motion is 
usually much faster than ionic motion. The adiabatic approx
imation, where F=0, is assumed in the above discussion. If y 

was of the order of 1, as might be the case in molecular cryst
als, there would be no abrupt change from a free to a trapped

3 5state with increasing g.
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for simplicity the self-trapping of electrons is represented 
here.) In a rigid crystal, the free exciton state will always 
be stable. The lowest exciton energy will be - /2
where Eg is the exciton energy and /2 is one-half the exciton 
band width. In a deformable lattice, self-trapping can occur 
as a result of the lowering in energy, ^/2, by an asymmetric 
deformation of the lattice. If 2 ^  ^/2, then the deformed 
state will be lower in energy than the lowest free state and 
self-trapping will occur. ^/T is simply the coupling constant 
g, and indeed, in the adiabatic limit, g^ = 0.9.^^'^^ The 
optical steepness parameter, 0 , mentioned above, is inversely 
related to g. 0^ is 0.9, and ifo>0.9, then the carrier will

3be self-trapped.
Since self-trapping occurs as the result of a lattice de

formation, there will always be a potential energy barrier to
35self-trapping in a pure crystal.

In a pure crystal three phases are allowed depending on
the magnitude of g . These are designated F, F(S) and S(F),
corresponding to a stable free state for g<0.6, a stable free
state and a metastable self-trapped state for 0.6<g<0.9, and
a stable self-trapped state and a metastable free state for
g>0.9. This is shown schematically in Figure 5a, where the
adiabatic potential energy is plotted versus lattice distortion

35for a series of values of g.
In a mixed crystal a fourth phase is possible where the

self-trapped state is stable and no potential energy barrier to 
self-trapping exists. This would occur at an A impurity site 
in a B crystal if the attractive potential alone of the impurity

A was sufficient to trap a carrier. In Figure 4.b, this
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A cluster in a B crystal.
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Tcorresponds to A /2, where A is the difference between the
and energy levels. In the adiabatic limit, self-trapping 

will occur at A in the rigid lattice if ^/T >  0.34-. Self
trapping can also occur through the combined effect of g and 
A/T, as in the region marked i in Figure 5a. Here, neither the 
impurity potential nor 2 are alone sufficient for trapping 
to occur at A; but the combination results in self-trapping.
In this case, the carrier would not be self-trapped in either 
pure crystals A or B; this is referred to as "impurity-assisted 
self-trapping.

In the opposite extreme, when B is an impurity in an A 
crystal (and >  6^), self-trapping will occur at A sites if 
g>0.9, but will not occur at B sites.

For intermediate concentrations of A in B crystals, the 
coherent potential approximation** has been used to describe 
optical properties and density-of-states behaviour. This leads 
to a classification of the energy bands of mixed crystals into 
two types according to whether the parent bands in the pure 
solids overlap. Thus, the conduction band in Figure 6 is of 
the "persistence-type", since the ratio of the difference in 
parent-band energies to bandwidth, ^/T, is larger than g. The 
valence band in Figure 6 is of the "amalgamation-type". The 
amalgamation band will always be wider than the component bands 
and the carriers move fast enough to feel an average potential 
due to A and B atoms. Thus, amalgamation solids behave to first 
order like virtual crystals, where the energy spectrum E(k) varies

** In the coherent potential approximation, the random binary 
mixture is treated as a uniform effective medium with "averaged"
eigenstates.
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FIGURE 6
Density-of-states in a mixed crystal with a persistence- 
type conduction band and an amalgamation type valence 
band.
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linearly with concentration.
The coherent potential approximation neglects cluster 

effects in mixed crystals. Clusters form simply as a result of 
the disorder of binary mixtures. It becomes possible, in a 
system with, ^/T such that the exciton would be self-trapped at 
an A site in the above approximation, for the exciton to be 
bound to an A cluster but have a wave function that is extended 
throughout the cluster, that is, to be no longer self-trapped.
To see this, consider a mixed crystal with^/T in region ii of 
Figure 5b. Here, the exciton will be trapped in the mixed crys
tal because of the impurity potential of A, but would be free 
in an A crystal. As the A cluster increases in size, the elec
tron will always remain bound to the cluster, but once the 
cluster begins to approximate an A-crystal, the exciton will go 
from a self-trapped state to a state delocalised over the 
cluster (B-state). It is possible for the change from an S to 
a B state to occur discontinuously at a critical size. A rep
resentative phase diagram is shown in Figure 5c.

Finally, interactions of carriers with polar modes of the 
crystal will be considered. If an extra electron is placed in 
the conduction band of an ionic crystal, it may be energetically 
favourable for the surrounding ionic charges to be polarized, 
and for the electron to move throughout the crystal accompanied 
by this deformation. The electron plus the deformation is called 
a polaron. The polaron mass will be larger than the band mass. 
The polaron field results in an essentially Coulombic, long 
range interaction. Thus, in contrast to exciton interaction 
with acoustic modes, the effective mass of the polaron increases 
continuously with increasing coupling constant g. The somewhat 
localized state of the polaron will always be energetically
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3 5favoured relative to the free state. The magnitude of the 
lattice deformation depends on the coupling constant, and in 
the extreme case the polaron is localized at a single site and 
moves from site to site by tunneling at low temperatures and 
thermal hopping at high temperatures (small polaron).

1.5.3 Excitons in silver halides
i) Intrinsic Excitons

The steepness parameter, 0 , is 0.8 for AgCl and 1.0 for 
AgBr. The critical value of o is 0.9; thus, one would expect 
that excitons should be self-trapped in AgCl and free in AgBr. 
Indeed, this is experimentally observed as discussed below.
In mixed crystals AgCl^_^Br^,(jpasses through the critical 
value at x = 0.5» and at this concentration an abrupt change 
from a self-trapped exciton (STE) to a free exciton is observed.

For AgCl, the intrinsic emission band is broad and shows 
a large Stokes shift, consistent with the decay of a STE (Figure 
7 b ) . T h e  size of the Stokes shift indicates that

2the self-trapping occurs via a fairly large lattice distortion. 
The STE has also been observed by optically detected,magnetic 
resonance (ODMR) where exchange coupling is sufficient to yield 
a spectrum characteristic of a triplet state such that the data 
can be fitted to the Hamiltonian :

H- = |3̂ „ ‘gp* s' + D (S^ -1/3Ŝ ) + E(S^ - S^) (7)
O  ^  A  A  2  ^ A

The ODMR spectrum of the STE is shown in Figure 8 and the 
magnetic resonance parameters are listed in Table IV. The ODMR 
lines are 50 G wide and no hyperfine coupling is detected. The 
g-values are in agreement with the equations
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These observations are consistent with the electron being in a 
diffuse orbit around the self-trapped hole (STH), and with the 
Mott-Wannier exciton model. The singlet-triplet splitting 
parameter, 5, is estimated to be small, also consistent with 
the model of a weakly bound exciton.

It should be noted that ODMR and luminescence decay 
measurements indicate that the intrinsic broad emission band in 
AgCl also has a long lived component due to the recombination 
of distant electrons with the This implies that
even at 1.7 K the excitons produced by UV irradiation decay 
efficiently to unbound electron-hole pairs.

The indirect exciton transition in AgBr is observed in low 
temperature optical absorption measurements as described in 
section 1.5.3, as well as in the lumimescence spectrum (Figure 
3) . The decay of the free exciton is assisted by TA and LO 
phonons, with the emission bands separated for the corresponding

o o
absorption bands by twice the phonon frequency. No Stokes 
energy shift is observed for the exciton transistion, which 
suggests that the exciton is free. This is further supported 
by the temperature dependence of the luminescence data. The 
binding energy of the free exciton is estimated to be 20 m eV^^ 
and the radius, ~26 A (Table V).

In mixed crystals, AgCl^_^Br^, when x :< 0.3, the self
trapped excitons (AgCl^Br)^ and (AgBr^)^" have been detected. 
The magnetic resonance parameters are listed in Table IV.
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Table IV: Magnetic Resonance Parameters For Intrinsic Centers
In Silver Halides

Species System
Self-trapped excitons 

5-(AgClg) AgCl

Parameters

= 2.021, 
= 1.968, 

D = 241.7

Method

ODMR

Ref.

40,41

5-(AgClgBr)^" Br/AgCl

(AgClgBr)^- Br/AgCl

= 1.956,
g = 1.987
D = 300G 
A®J = 80G

g„ = 1.952,
gy = 1-971
gg = 2.007
D = -29.40,
E = 9.80 
.Br
X = 820

ODMR

ODMR

41

42

Iodine-bound exciton
1/AgBr jfree

ê
^h

= 1.54
8

Zeeman eff 
on lum.

46

is along the J—T distortion 
axis.

Intrinsic Defects

axis, is along the Ag-Br

trapped e" AgCl ^11 ■ 

^iso =
4so =

2.051,
1.941
1.978
1.975

ODMR

ESR, 1.5K

41

45
trapped e” AgBr ^iso" 1.80 ODMR 56
trapped h^ 
trapped h

AgBr ^iso" 1.75 ODMR 56

ass.W/l" l/AgBr ^iso = 1.67 ODMR 61
surface AgCl and ^iso~ 2.0036 ESR 62
sites AgBr /iso = 

^iso"

1.975
1.93
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Table IV: Magnetic Resonance Parameters For Intrinsic Centers
In Silver Halides (Cent.)

A = 25G B = 5G 
A^(C1)= 21G, 
A^(Br)= 116G

Species System Parameters Method Ref
Nearly free electron s

Br”/AgCl 
Pb2+/AgCl
AgCl

%lso = 1-8775
g.^0 = 1-882
8lso = 1-881

ESR
ESR
ODMR

94
94
41

AgCl Siso = 1-88 ESR(2K) 45
AgCl ®lso = l-9i-2 ■\ magneto- 95
AgCl 2lso = l-8Vi.05 ,1 absorption 96
AgCli_xBr^ 8iso = (1-49

1.88)x + 1.88 ODMR 63
Pb^+ZAgBr ®iso= 1-491 ESR 45
AgBr %so= 1-493 ODMR 56
l“/AgBr ®iso= 1-46 ODMR 61

Nearly free holes
AgBr Siso = 2-08 ODMR 56
AgBr
AgBr

g„ = 2.61 g =  0g„ = 2.5I.3
Raman 

\ magneto- 17
95

AgBr g = 0.98+.3 5 absorption 96

Self-trapped holes
(AgCl/)^ 
Ix^- y2)

AgCli-^Br 
x=0-0.001

g„= 2.146, g_̂ _= 2.037
A = 28G B= 4G 
A' (01) = 26G

ESR 48

(AgCljBr)^' x= . 001-.0$ g^= 2.024, ESR 49

[x^- y ^ >
gy= 2.051 
g^= 2.133
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Table IV: Magnetic Resonance Parameters For Intrinsic Centers
In Silver Halides (Cent.)

Species System Parameters Method Ref.
(AgCljBrg)^" x=.02-.05 g = 2.003, ESR 48

g* = 2.114
|3z^- A = 26G B = -6G

A’ (Br) = 124G

(AgCl^Brg)^" x= .02-.05 gy= 2.112,
g^= 2.004 

A = 23G B = 6G 
Ax_y(Cl) = 20G, 
Axiy(Br) = 142G

ESR 50

1x2- y2>

(AgClgBr^)^" x= .05-.15 g„= 2.108, 
g,- 2.044 

A = 23G B = 6G 
A' (Br) = 123G

ESR 50

1x2- y2)

(AgBr^)4‘ x= .15-.53 g,= 2.078, 
g = 2.065

ESR 50

1x2- y2.) A' (Br) = 108G

Silver centers System Parameters Method Ref
(latent image) &iso AH(MHz)
AgBr 2.0035 62 ESR 62
Ir^l/AgBr 2.0291 42 ESR 62
Pb^l/AgBr 2.0291 40 ESR 62
Ir^l/AgCl 2.0154 86 ESR 62
AgCl 2.0051 70 ESR 62
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There are two interpretations given of the data for the
r _

(AgCl^Br) exciton. The second interpretation by Yamaga and 
Hayes^^ assumes that lines C and C  in Figure 8b are part of 
the (AgCl^Br)^" spectrum, arising from those complexes oriented 
with B^ along the z and y axes. This interpretation fits the 
previously unexplained zerofield ODMR measurements.^^ In
earlier experiments, 0’ and C had not been observed, resulting

.rst s<
40,41

in the first set of parameters for (AgCl^Br)^” listed in
Table IV.

Although no hyperfine structure is observed for the exciton 
(AgBr^)^", its g-values are consistent with those measured for 
the corresponding STH in mixed c r y s t a l s , a n d  with eqn. 8.
As X increases, the number of bromide ligands in the self
trapped exciton increases. For 0.3 <  x 0.53, apparently all 
of the self-trapped excitons are of the form (AgBr^)^ , however, 
at X = 0.53 only 2.2% of the silver sites are surrounded by six 
bromide ligands. It is clear that the STE tunnels to these 
deeper traps and a tunneling length of 3.5a^ has been calculated 
from the exciton intensity ratios:. a^ is the nn distance.

Close to the critical concentration in mixed crystals the
eluminescence spectrum consists of a broad band at 4850 A due to

oSTE, and a broad band at 4500 A assigned to free excitons. As
the critical concentration is approached the STE band disappears,
and characteristic phonon structure of the free exciton begins
to appear on the side of the broad free exciton band. With

32further increases in x the broad band disappears. It has been 
suggested that the broad free exciton band arises from the 
B-state of a AgBr c l u s t e r . A  Monte Carlo calculation using 
the calculated tunneling length of 3.5a^ and fitting the curve 
of the relative amounts of free and STE versus concentration, 

found that the transition from self-trapped to bound state for
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cluster (AgBr^)^ occurs at n = 2 54

ii) Extrinsic Excitons
The recombination efficiency of the free exciton in AgBr 

is not very high and even in nominally pure AgBr the emission 
spectrum is dominated by the decay of the iodine-bound exciton 
at 2.5 eV.^^ The zero phonon band of this emission is noted in 
Figure 3b. Multiphonon assisted transitions involving up to 
10 phonons are also observed (Figure 3c). The maximum of the 
iodine-associated absorption is above the exciton indirect gap. 
This suggests that the free exciton is more stable than the un
relaxed impurity-bound exciton and,thus,that the impurity poten
tial alone is insufficient to.bind the exciton. Exciton 
localization at iodine is an example of impurity-assisted self-

3trapping. The localization energy of the iodine bound exciton 
is 43 meV,^^ the binding energy 26 meV,^^ and the estimated

O I f.
radius, 26 A^ (Table V, Figure 9). The electron is sufficiently
loosely bound to approximate a free electron and a g^ value of
1.54 has been obtained from the Zeeman splitting of the zero
phonon luminescence band (Table I V ) . N o  ODMR resonances
associated with the iodine-bound exciton have been observed.
As the iodide concentration in AgBr is increased, a luminescence
at 2.4 eV appears which is assigned to bound exciton decay at
iodine pairs. The pair localization energy is 100 - 150 flieV.̂ ^

In AgCl, as the iodide concentration is increased, a broad
band at 2.66 eV grows in, attributed to the decay of an iodide- 

39bound exciton. The presence of both the extrinsic and intrin
sic emission bands in similar proportions differs from AgBr, 
where in even nominally pure samples the extrinsic luminescence 
dominates the emission spectrum. This can be attributed to the



FIGURE 9
Representation of Binding Energies (di, dz, ci) and 
localization energies (ai +az, bi +b 2) for excitons and 
shallow electron traps.
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TABLE V
Binding Enemies and Radii for Excitons 
andLocalized Carriers in Silver Halides

Localization energy of 
I"“bound exciton “AgBr 
(bl +bz— bz) *
Localization energy of 
I"“pair bound exciton “AgBr
Binding energy of I~-bound 
exciton-AgBr (d 2)
Binding energy of free 
exciton-AgBr (di)
Localization energy of 
shallow-bound extrinsic 
exciton-AgBr
Binding energy of shallow 
trapped e” - AgCl 
unrelaxed - AgBr 
relaxed - AgBr
Radius of I -bound exciton 
-AgBr
Radius of free exciton
Binding energy of e“ in 
shallow trap + Ag"i (AgBr)
Localization energy of hole 
at vacancy (AgBr)

meV

43

100-150

26

20

6-7

30
20

100-200

20 A 
26 A

300-400

-380

Reference

44

44

46

46

38
38
65

47
47

65

3
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fact that the exciton in AgBr is free. The absorption spectrum
of I^-doped AgCl can be resolved into a broad Gaussion line due
to the iodine bound exciton and some fine structure on the
absorption edge more characteristic of a free exciton. This is
not understood and it is suggested that it might arise from

39free exciton decay at some other valence band edge.
There are several unexplained features of the AgBr lumines

cence spectrum. The first of these is the ’’red emission”, a
2 / Q 1broad band at 2.14. eV (Figure 3c). * This becomes more

pronounced in alkali-doped AgBr and in samples doped with di-
2+valent cations such as Cd . On the basis of experiments out

lined below, Kanzaki has proposed that it arises from recombinat
ion of the distant electron-hole pairs, the electrons localized 
at interstitial silver ions and the holes at silver ion

3vacancies. This would be consistent with the enhancement
2+observed on addition of Cd which would increase the silver ion

vacancy concentration. The decay of this emission resolves into
three components with lifetimes of 32^s, 180ps and 866ps.^^ The
lifetimes of the latter two components are long enough to allow
ODMR measurements. Signals from the free electrons, free holes,
and electrons and holes trapped at intrinsic sites have been
observed, suggesting that the red emission includes components
from the radiative recombination of all of these species.
It has also been suggested that some of these resonances might
be due to carrier recombination at small silver specks.

The other puzzling feature of the AgBr luminescence
spectrum are labelled EX and in Figure 3b. The latter band
is not phonon assisted and increases dramatically with the

24addition of alkali ions. The EX transitions are phonon 
assisted and are associated with excitons shallowly localized



34

at extrinsic sites (localization energy ~6meV/). These bands
3increase with the addition of divalent cations.

1.5.4 Folarons in silver halides
The behaviour of charge carriers in the silver halides 

can be understood in terras of weak and intermediate polaron 
t h e o r y . M e a s u r e d  values of microscopic mobility (from 
Hall mobility measurements ) are given in Table VI. At room 
temperature, the microscopic mobility is determined by scatter
ing from LO phonons. The mobility increases with decreasing
temperature to a limiting value determined by impurity scatter-

2ing and interaction with acoustic phonons. The temperature
dependence of the microscopic hole mobility in AgBr is much
steeper than might be expected by polaron theory; however,
Toyozawa and Sumi have shown that this is the result of the

59presence of a metastable self-trapped hole state.
The electron mobility in AgBr and AgCl, and the hole 

mobility in AgBr, are sufficiently high to allow cyclotron 
resonance measurements. These measurements confirm that in 
AgBr, even at liquid helium temperatures, the hole is not self- 
trapped.^^ The cyclotron resonance lines are asymmetric, 
reflecting the nonparabolic nature of the polaron bands which 
is a result of the interaction between the carriers and LO 
phonons. The hole polaron band is the more nonparabolic.

The polaron masses and electronic band masses are given in 
Table VII. The cyclotron resonance lineshapes suggest that 
holes interact with acoustic phonons while electrons are 
scattered by neutral impurities.

The drift mobility of carriers, which reflects the effects 
of shallow traps, is very sample dependent and usually less
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Table VI: Mobilities And Lifetimes For Electrons And Holes
In AgBr At Room Temperature

Hall mobility Drift mobility
(cm /V-sec) (cm /V-sec)

Lifetime
(psec)

Large Crystals
electrons
holes
Emulsion Grains
electrons
holes

60
1.7

60
1.1

0.2
0.001

0 .01-10
0.01-10

3
15

Table VII: Folarons And Band Masses In AgBr And AgCl
Polaron mass ^^/m Band mass /m Ref.

AgBr
Electrons 0.289 + .01 0.2 60
Holes 1.71 + . 06 1.25 60

0.79 ± .01 0.52

AgCl
Electrons 0.43 + .02 97
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than the microscopic mobility. As seen from Table VI, in 
emulsion grains, the drift mobility is ^^/300 of that in 
large single crystals. This is thought to be the result of the 
much higher interstitial silver ion concentration in small 
grains. If, as discussed below, the shallow traps are inter
stitial silver ions, then the ratio of the drift and microscopic

2mobilities suggests a trap depth of 0.05eV. The drift mobility 
of holes in emulsion grains is '^^/lOOO of that in single 
crystals. This probably reflects the greater depth of the 
"shallow hole traps".

Conduction electron processes in powders and emulsion 
grains can be conveniently monitored by microwave photoconduct
ivity.^^ In AgBr microcrystals at room temperature, three 
lifetime components are detected in the decay of the microwave
photoconductivity signal. The two short components are on the

65order of 0.1 and 10 nsec; processes giving rise to these 
components are discussed further below. The longer component 
has a lifetime of — 0.1 ^sec which corresponds to that calculated 
from photoconductivity transit time and field decay measurements. 
These lifetimes are very dependent on sample purity and morph
ology, but some representative values are given in Table VI.

The g-values of free carriers are summarized in Table IV. 
These have been measured by magnetic-optical methods, ODMR and 
electron spin resonance (ESR). In general, the conduction 
electron is too short-lived (10 |isec) for detection by conven
tional ESR techniques, although a signal has been reported in

A photographic emulsion consists of small crystallites, 
1 micron in diameter, suspended in gelatin.
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pure AgCl and AgBr at 1.5K.^^ The electron lifetime can be 
extended sufficiently for observation at higher temperatures 
by the addition of certain i m p u r i t i e s . T h e  reasons for the 
lifetime extension are discussed further in Chapter 5.

The ODMR spectra of free electrons in AgBr and AgCl are 
shown in Figure 8. All of the ODMR resonances in these spectra, 
excluding those from the two self-trapped exciton species, 
result from electron-hole pairs with small exchange coupling.
The spectra of such pairs show features characteristic of both 
the electron and the hole and each can be fit to the Hamiltonian:

« = • ge • I + T • A . I (9)
Free hole resonances in AgBr have not been observed by 

ESR. The g-values for holes, calculated from magnetoabsorption 
and resonance Raman scattering experiments vary widely (Table 
IV). The latter are perhaps more reliable since the magneto
absorption curves for indirect gap materials show only slight 
kinks which are difficult to fit accurately to the appropriate
Hamiltonian. The calculated values of = 2.61 andg^=0 reflect

17the anisotropic hole mass. The ODMR resonance assigned to 
free holes is isotropic with a g-value of 2.08.^^ The isotropic 
nature of the resonance does not rule out this assignment,
(i.e. 2e for Ge is isotropic); however, there is no strong 
evidence for associating the resonance with a free carrier.

As described above, the STH is stable in AgCl. A small 
barrier to self-trapping, ^1.7 meV, has been observed.The 
STH is only stable in pure AgCl below — 2K, but can be readily 
observed at higher temperatures by the addition of an electron 
trap, according to the mechanism;
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hv h"*" + e

+ M “h 4*Ag + h STH (10)
The hole complex is Jahn-Teller distorted with an |x - y ) 
ground state. Hyperfine couplings to silver and four chlorines
are observed (Table IV). 48

A number of interesting points have come out of the 
elaborate ESR studies of the STH (AgClg_ Br ) in AgCl^_.Br.
(i = 0- 0.3) mixed crystals by Yamaga and coworkers. In 
addition to (AgCl^) and (AgBr/)^", the following species have 
been identified:

Cl Cl

Br
Br

c r  —  Ag*— a *  c r — Aq —  Br' Cl— Ag — cr B r— Ag— Br.2+
Br Cl

2 +
Br

Cl

c r
( a )

Cl

cr
(b)

Cl

Br'

Ic)

Br

c r
Id )

All of the STH species are Jahn-Teller distorted along the
z-axis, with an |x̂  - ŷ ') ground state, except (AgCl^Br^)^" (c)

2 2which is in the |3z - r ) configuration. These configurations
maximize the hole density on the Br” ligands, which are less 
electronegative than the Cl” ligands. Thus, for the complex 
(AgCl^Br)^ , the total spin density on the bromide ligand is 
21,6% with 12,k%o on each of the three in-plane Cl ligands.
The electronegativity difference is also reflected in the
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stability of the hole complexes towards thermal decay, which 
increases with the addition of bromide ligands. As the bromide 
content of the mixed crystal increases, the hole complexes 
become less stable as the barrier between the free and self
trapped state is lowered. This decrease in localization energy 
is corroborated by transient absorption measurements of the hole

3complexes. As the temperature is raised, the hole species 
decays by downward hopping to more stable impurity hole traps.
The decay rate is consistent with the theory of the hopping 
motion of small polarons assisted by LO p h o n o n s . A s  observed 
for self-trapped excitons in mixed crystals, the intensity ratios 
of the various hole signals are consistent with a tunneling 
length of 2.5 lattice spacings before permanent self-trapping 
occurs.

1.5.5 Localized electrons and holes in silver halides
The luminescence decay of the silver halides can be re

solved into a prompt and a delayed component. The prompt 
component is attributed to exciton decay, and the long component

3 3g
to the radiative recombination of distant electron-hole pairs.
No Coulomb contribution to the delayed emission is observed.
Thus, the electrons are localized and the resulting site is

3neutral. Decay kinetics suggest that an exponential distri-
2bution of trap depths exist. Further evidence of the existence 

of shallow electron traps is seen in field decay measurements 
and in the low microscopic mobility of the electron.

The transient IR absorption spectrum of shallow traps was 
first recorded by Brandt and Brown during UV Irradiation. These 

studies were extended by Kanzaki and coworkers using the more 
sensitive modulation techniques of conductivity and luminescence
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e n h a n c e m e n t . I n  these techniques, applied during UV 
irradiation, infrared radiation is used to depopulate the 
shallow electron centres to give an enhancement of the conduct
ivity and of the luminescence intensity. At low temperatures 
in silver halides, the conductivity enhancement technique is 
sensitive to electron processes and the luminescence technique 
is sensitive to both electron and hole processes. The lumin
escence technique will tend to be sensitive to electrons local-

3ized close to trapped holes.
The conductivity modulation spectrum of shallow electron 

traps in AgBr is shown in Figure 10a. It is the same as the 
transient absorption spectrum observed by Brandt and Brown and

3confirms that the localized carriers are electrons. The decay
of the localized electrons by tunneling recombination is assisted
by phonons of energy — 17 meV. The luminescence modulation
spectrum is slightly shifted from the conductivity spectrum
because the former principally detects electrons localized in
the vicinity of the bound hole. Binding energies of 30 meV in

38AgBr and 20 meV in AgCl are measured. These energies are
close to the binding energy of the free exciton and support the
model of an electron in a hydrogenic orbital.

It has been proposed that the electrons are shallowly
trapped at interstitial silver ions,based on the fact that the
absorption intensity increases with the addition of divalent 

70 3anions. ' An alternative proposal is that the shallow traps
13are charged surface kink sites. In AgBr, with the addition 

of divalent cations, the intrinsic absorption disappears and a 
new absorption assigned to electrons shallowly trapped at di
valent cation sites grows in (Figure 10c) . The energy shifts 
of the new bands are proportional to the second ionization
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potential of the divalent cation. Similar results are observed 
in AgCl, but here the intrinsic sites do not disappear complete
ly upon addition of the cations. It is suggested that this 
observation implies the production of Frenkel defects during

3UV irradiation. The activation energies for the decays of
these various centers are on the order of ~10meV, except for
the intrinsic center in AgCl, which decays with an activation
energy of~l raeV. The lifetimes of the shallow traps at 2K

7Dare of the order of 10 to 1000 sec.
At higher temperatures, during and after UV excitation, 

conductivity modulation experiments detect several stable, 
higher energy bands due to deep electron traps (Figure lOd).
In AgBr, bands B at 0.3 eV and 0.75 eV are produced by irrad
iation at~20K and band C, at-1.6 eV, by irradiation above 

—7OK. The low energy absorption threshold of band 0 is consis
tent with that expected for the excitation of electrons from 
silver metal to silver halide conduction band and with the
onset of red light bleaching of the latent image in photographic

Le
3

3film. Kanzaki has proposed that band B is due to the sub-
latent image and 0 to the silver latent image.

The microwave photoconductivity decay data, mentioned 
above of Deri, et.al.^^ supports an alternative scheme. This 
is that the short lifetime component is due to the decay of the 
shallow electron traps and the intermediate state to decay of 
a relaxed state of the traps where the relaxation is a thermally 
activated lattice distortion. It is then speculated that bands 
B might be due to the relaxed electron trap. The depth of the 
relaxed state is—100-200 MeV. The lifetime of the long decay of 
the microwave photoconductivity correlates well with those given 
in Table VI. In a wide range of samples, these lifetimes
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are very close to those measured by ionic conductivity for the
71decay of Frenkel defects. Thus, the long decay seems to be 

due to the neutralization of shallow electron traps by a mobile 
silver ion. The depth of the resulting state is 300-4-00 m eV.

The luminescence modulation transition absorption spectrum 
of AgBr reveals a broad band at 0.38 eV not observed by conduct
ivity modulation (Figure 10b). As this transition energy is 
consistent with that of a hole in a Coulomb field, the 0.38 eV 
band has been assigned to a holes bound to vacancies (Table V). 
Thus, one of the processes contributing to the red emission in 
AgBr could be the radiative recombination of shallow-trapped

3electrons and shallow-trapped holes.
The transient absorption spectrum of the STH in AgCl 

agrees well with the static absorption spectrum for doped AgCl,
O Q(Figure 7c). A more deeply localized STH with an associated

vacancy, the absorption of which increases with the addition
70of divalent cations, is also observed. Evidence also exists 

for the presence of an iodine-bound hole in AgCl (Figure 7c).
ODMR measurements have observed resonances in AgBr^^ and 

in AgCl^ attributed to intrinsic electron and hole traps 
(Figures 8b and 8d). The assignments were made on the basis 
of doping experiments. The g-values are given in Table IV.
The isotropic electron-trapped species in AgCl has also been 
observed by conventional ESR at 2K.^^ Three isotropic stable 
resonances, at 2.0036, 1.975 and 1.93 have been detected by 
ESR in unexposed and exposed AgCl and AgBr emulsion grains.
On the basis of doping and washing experiments and responses 
to atmospheric conditions, it has been determined that the 
resonances result from unidentified surface sites. No hyper- 
fine structure was observed on any of these ODMR or ESR
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resonances, which makes more definite identification difficult.
Recently, Eachus et al. have observed an ESR signal in 

pure and doped AgCl and AgBr emulsions which has been assigned 
to silver latent image centers on the basis of correlated ESR 
and photographic experiments.^^ The signal consists of a 
single isotropic line whose g-value is independent of exposure 
levels but depends to some extent on the matrix (Table IV).
No precursor to the signal is observed. Work is in progress 
to relate the observed magnetic resonance parameters to particle 
size.

ESR spectroscopy has been very successful in deducing the 
electronic and defect structure as well as the photobehaviour 
of a large number of deep electron and hole traps associated 
with transition metal impurities in silver halides. Represent
ative examples of such studies are given in references 72-73. 
Transition metal "dopants" are used to control the photographic 
properties of emulsion systems, as discussed in the next section

1.6 THE PHOTOGRAPHIC PROCESS
A photographic emulsion consists of a suspension of 

silver halide microcrystals, approximately 0.2-1 micron in 
diameter, suspended in gelatin. The technology exists to 
prepare monodispersed grains with well defined crystallographic 
faces. Following chemical sensitization, to increase the 
photoefficiency of the grain, and dye sensitization, exposure 
to visible light produces several small silver specks per 
exposed grain, called the latent image. During development, 
the latent image catalyzes the reduction of the entire grain,

O Qresulting in an amplification factor of 10 - 10 . The latent
image forming mechanism is only briefly reviewed below. A
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comprehensive treatment of this and all other aspects of the 
photographic process can be found in reference 5.

The efficiency of the silver halides as recording media 
depends on the quantum yield of silver. This depends in turn 
on the quantum efficiency of the initial photoevent, the pro
duction of conduction band electrons and valence band holes, 
and then on the efficiency of the silver speck formation.
The initial quantum efficiency was shown to be quite high by
W. Lehfeldt^^ and has been measured as 0.6 - 0.75 in AgCl

75single crystals. Measurements on emulsions have found the 
overall efficiency for silver production to be close to 1. 
However, high exposure levels and efficient growth processes 
could mask inefficiencies early in the nucléation process.

The practical efficiency of the photographic process also 
depends on the "concentration effect", that is, the formation 
of only one or two latent image centers per grain, and on the 
size of the developable latent image. In addition, the latent 
image must be induced to form on the grain surface where it is 
most accessible to developers. The latent image forms prefer
entially at internal sites in grains with internal disorder.
In perfect grains, the latent image tends to form at the surface 
and this tendency is encouraged by "chemical sensitization."^

It is usually assumed that the latent image is composed 
of a range of particle sizes. The minimum size that will 
catalyze development (without high "fog" levels, resulting 
from unexposed grains) has been estimated at 3 - 5 silver 
atoms, assuming no preexisting silver centers are present.
This is based on a large body of photographic evidence.
There is also considerable photographic evidence that a stable 
but undevelopable sublatent image occurs, that is, that the
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latent image formation process consists of a nucléation and
78a growth stage. Based on the comparison of theoretical and

experimental low intensity reciprocity failure curves, it is
estimated that the sublatent image contains two silver atoms.
Measurements and calculations of the minimum developable size

79 80of bare nuclei are consistent with these size estimates.
Hamilton and Logel found that four silver atoms or two gold

79atoms on an inert substrate were just developable.
The involvement of both electrons and interstitial silver

ions in the latent image forming process was shown by a series
of experiments in which pulsed electric fields and light
flashes were applied to emulsions in varying sequences and
time separations. The crystallites were then developed only
partially and the distribution of latent image centers exam- 

81 82 8 3ined. ' * Such experiments also showed that light-formed
81silver particles in silver halides act as electron traps.

The most widely accepted theory of latent image formation
8 Lis based on a theory proposed by Gurney and Mott. In this 

scheme, the photoelectron is trapped at a shallow electron 
trap which then traps an interstitial silver ion to form a 
silver atom. Following these initial trapping events, the 
latent image is formed by a series of alternating electronic 
and ionic steps involving the capture of an electron or an 
interstitial silver ion, until a silver speck is produced of

•If # High and low reciprocity failure refers to the fall-off 
in developed silver density observed at high and low intensity 
exposures.
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a size that is both stable and developable.
The nature of the primary shallow electron trap is unknown, 

and the assumptions one makes about its nature affect the 
details of the subsequent latent image forming mechanism. For 
instance, the assumption of the Gurney-Mott mechanism leads to 
the sequence of events shown in Figure 11a. If the initial 
electron trap has a Coulombic charge of +1 relative to the 
lattice, then after trapping an electron it is neutral, and in 
subsequent trapping events the charge alternates between neutral 
and 4-1.

Mitchell^^ has proposed that the primary electron trap is 
associated with an interstitial silver ion, so that the initial 
step forms a silver atom which then attracts an interstitial 
silver ion (Figure 11b). Thus, the site charge alternates 
between a negative and a positive charge in subsequent steps.

Hamilton^^ suggested that the initial trapping event 
occurs at a physical defect site,such as a silver ion surface 
kink or jog in an edge dislocation, which has a Coulombic 
charge of relative to the lattice. The charge on the
site would then alternate between ^®/2 and "®/2 as shown in 
Figure 11c.

Molecular orbital calculations for a model of 12 AgBr 
units and a silver aggregate forming at the surface suggests 
that the favoured trapping site will be a defect with positive 
charge, that even-sized silver atoms do not trap electrons, 
and that latent image stability increases with size.^^ An 
alternative growth mechanism based on these points was proposed 
(Figure lid).

A number of other latent image forming mechanisms.
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differing more radically from those described above have been 
proposed.

87Malinowski suggests that the initial formation of silver 
atoms occurs via the Gurney-Mott mechanism but that aggregation 
occurs by diffusion of silver atoms. He points out that 
evidence suggesting that silver atoms are unstable can be 
explained if the silver atoms are mobile, and that the experi
ments supporting the electron trapping behaviour of small silver 
particles can equally well support electron trapping at struct
ural defects resulting from the presence of the silver particles.

8 8Matajec and Moisar propose that during long exposures 
the latent image forms via the stepwise mechanism described 
above, but that during short flash exposures, a high concen
tration of electrons are produced, causing a "supersaturation" 
of electrons and the spontaneous separation of a silver phase.

Galashin^^ and Chibsov^^ carry this approach further.
They suggest that chemical sensitization of an emulsion 
produces a supersaturated solution of silver centers in the 
silver halide grain. On exposure the photoelectrons raise 
the Fermi level and lower the barrier for the formation of a 
silver phase. It is suggested that the sublatent image 
contains approximately 22 atoms, and the latent image 68-680 
atoms depending on exposure level.

For a critical analysis of these various mechanisms, see 
reference 76.

Figure 12 represents the initial events in the latent 
image forming mechanism in a way that emphasizes possible loss 
processe s. Dir ect  recombination of photocarriers is for
bidden, but can occur between localized and free carriers.
Some of the efficiency of the latent image forming process can
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FIGURE 12
Schonatic representation of the initial events in 
the formation of the latent image (reference 76).
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be attributed to the carrier separation that results from the
negative surface charge and the resulting space charge layer.
Other loss processes include thermal regression of the pre-
latent image clusters and hole attack on the latent image.
The high efficiency of the silver halides indicates that a
parallel mechanism for hole removal exists. One proposal is
that the hole is localized at a silver ion vacancy forming a

91neutral species which diffuses to the surface. The desorption
of halogen molecules from the surface of silver halides during

92exposure has been detected. The diffusion time is consistent
with the diffusion of a neutral species. Hole removal can
also occur as a result of deep trapping by extrinsic im- 

93purities. It is clear from Figure 12 that the photographic 
properties of an emulsion can be controlled by doping with 
transition metal impurities.

1.7 SUMMARY
In conclusion, the highest quantum efficiency of the 

photographic process in the silver halides can be attributed 
to the following unique combination of solid state properties:
1. An indirect bandgap which results in a long absorption 

tail into the near uv and a low probability of carrier 
recombination.

2. A high efficiency for the decay of excitons into free 
carriers at room temperature.

3. Intrinsic shallow electron and hole traps which localize 
carriers and contribute to low recombination inefficiencies.

4-. A negative surface charge and resulting space charge also
contribute to carrier separation.

5. Large differences in electron and hole masses and mobilities.
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6. A Frenkel defect structure with low defect formation 
energy and high defect mobility.
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CHAPTER 2
The Theory Of The Conduction Electron Spin Resonance Signal 
In Semiconductors

The characteristics of the conduction electron spin res
onance (CESR) signal are quite different from those of local
ized electrons. There are also differences between CESR in 
metals and in semiconductors, arising principally from the 
lower free electron concentration in the latter. In this 
chapter those properties which are relevant to conduction 
processes in the silver halides are discussed. Some of these 
properties are elucidated by a brief discussion of CESR in the 
well-studied system, phosphorous-doped silicon.

2.1 The g-value
For a free electron, the g-value, the ratio of the spin 

magnetic moment to the spin angular momentum, has a value of 
gg= 2.00232. If the electron is placed in an isolated atom, 
the departure of g from the free spin value is a result of the 
spin-orbit interaction, that is, the interaction of the elec
tron spin with the magnetic field induced by the motion of 
other electrons. For an electron in a solid, the spin-orbit 
interaction is not much altered from the free atom since it 
occurs deep in the ion core. Thus, the g-shift (from g ) of 
a conduction electron in a solid is expected to be of the 
same order of magnitude as in the free atom. A slightly larger 
g-shift is expected because the electron wavefunction is 
normalized to the unit cell, rather than over all space.
This effectively increases the electron density at the ion 
cores. ̂
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In a solid, however, an additional contribution to the 
g-shift can result from the extended orbital motion of the 
electron throughout the lattice. The electron moves in a 
Bloch wavefunction which is spread over many unit cells.
Thus, the spin angular momentum has an additional component 
arising from the orbital motion of the electron as it diffuses 
through the lattice. Both the spin-orbit interaction and the 
"diffusive" orbital momentum are reflected in the g-shift of 
the conduction electron, and the latter accounts for the huge 
g-shifts of 50 - 200 observed in InSb^ and Bi.^

The calculations of g-values for conduction electrons are 
complicated by two factors. First, because the wavefunctions 
of the electrons extend throughout the lattice, they are greatly 
affected by the magnetic field and perturbation methods cannot 
be used to calculate energy levels and ultimately the g-value. 
Second, the conduction electrons occupy a quasicontinuous 
band of states, where each state has a unique energy character
ized by its k-vector. Each of these levels is split into a 
Kramers doublet by the magnetic field. The splitting is 
related to g, as for a paramagnetic atom, by

h V  = g/XgH (1)

where /Xg is the Bohr magneton. However, the splitting is not 
necessarily the same for each doublet and a range of g-values 
may be obtained. These must be calculated and averaged to give 
the g-value that would be observed under the conditions of 
motional narrowing.

The expression for the g-shift of a conduction electron is 
often of the form:
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The first terra in brackets also appears in the expression of 
the g-shift of an electron localized in an atom. It is a meas
ure of how effectively the spin-orbit interaction, represented 
by X  , the spin-orbit coupling constant, mixes the ground state
of the electron, k, with the state at energy . The effective
mass of the conduction electron, m , is included in eqn 2 
because it is related to the "diffusive" orbital moment of the 
electron, %  ̂ /2m c. Since the effective mass is determined 
by the curvature of the energy band, /̂m'"" = ^/dk^ ,
it is easy to see why A g can be dependent on k. It is also
clear that the g-shift will have a different behaviour above 
the Fermi, or degeneracy temperature, where the conduction 
electrons are nondegenerate and are described by Boltzmann 
statistics, than below the degeneracy temperature, where the 
electrons are degenerate and are described by Fermi-Dirac stat
istics. The degeneracy temperature is proportional to the 
Fermi level or to the concentration of conduction electrons.
The dependence of the g-shift on the effective mass means that 
conduction electron spin resonance studies can be used to deter
mine band parameters in much the same way as cyclotron reson
ance studies. Indeed, under certain conditions pure cyclotron 
resonance transitions, and mixed cyclotron-spin resonance 
transitions can be detected in the conduction electron spin 
resonance experiment. ^

The g-shift has different characteristics depending on 
whether it arises from electrons in degenerate or nondegenerate 
energy bands. For electrons in a nondegenerate band, the
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g-shift is zero if the spin-orbit interaction is negligible, 
as is evident from eqn 2. For electrons at a degenerate 
band edge, such as the valence band in silicon, a nonzero 
g-shift can result even when the spin-orbit interaction is 
"quenched", due to the diffusive orbital motion of the elect
ron. The magnitude of such a g-shift is determined solely 
by the band parameters.

Different approaches to the g-shift must also be taken 
according to whether the conduction electrons have kinetic 
energies large or small compared to the spin-orbit interaction 
energy. This is demonstrated in Figure 1. The g-shift is 
generally determined by interactions with the spin-orbit split 
valence band edges and the filled levels just below these 
bands. If an electron is in a state , it will be affected 
by the spin-orbit interactions to a much lower degree than an 
electron in E^. The condition of large kinetic energy relative 
to the spin-orbit interaction usually applies in metals and 
this case has been treated by Elliott.^ Due to the cancel
lation of the effective mass from the numerator and denomin
ator of the g-shift, a particularly simple relation f o r g 
holds :̂

oc
A e

(3)

Thus, in general, g-shifts for conduction electrons are 
smaller in metals than in semiconductors. The special case 
of carriers in narrow band gap solids has been treated by 
Zawadzki.̂

The high concentration of electrons in metals also means 
that a large range of g-values are obtained. Thus, the 
requirement of motional narrowing is more critical to the
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observation of CESR in metals than in semiconductors. It has 
been suggested that a breakdown in motional narrowing occurs 
at low temperatures in aluminium and accounts for the observed

7linewidth. This fits the experimental observation that the 
linewidth was independent of temperature, as might be expected 
when impurity scattering becomes important, but that it was

g
also independent of sample purity. The spread in g-values
that can be obtained is quite large. For a conduction electron
with kinetic energy large compared to the spin-orbit coupling
in a nondegenerate conduction band, the maximum spread of g-
values is 2Ag where A g is the g-shift of the highest ^max ^max ^ 7energy electrons, those at the Fermi surface. A ' symptom

of the breakdown of motional narrowing is that T^ T^.

Finally, as a result of the high concentration of free
electrons in metals, the degeneracy temperature is very high,
and under most experimental conditions the electrons obey
Fermi-Dirac statistics.

The treatment of the g-shift discussed below was developed
9 10by Luttinger and Kohn, and Roth for application in Si and

3Ge and by Cohen and Blount for Bi. The general treatment has 
been summarized by Yafet.^

Although the magnetic field greatly perturbs the energy
levels of the Bloch wavefunctions, they remain clustered in
bands. The calculation of the energy levels and of g involves 
obtaining an effective Hamiltonian for which interactions bet
ween bands have been "decoupled." When only a small portion
of the Brillouin zone is occupied, that is, when the number of
conduction electrons is small, a perturbation calculation in 
powers of k can be applied. The Hamiltonian that is obtained
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a)

f
E

r
reduced k

b)

Î
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FIGURE 1
Schematic representation of a silver halide-like band structure 
calculated without (a) and with (b) the spin-orbit interaction. 
It can be seen that the spin-orbit interaction has a smaller 
effect on the band structure and thus on Ag for an electron 
at E 2 ccmpared to an electron at Ei.
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is to first order the effective mass Hamiltonian:

K>\1/ -  ^  ^  ^ =  E i/-

The use of an effective mass for the conduction electron takes 
into account the periodic potential of the lattice. For a 
conduction electron at the minimum of a spherical, nondegenerate 
conduction band edge at k = 0, as found in the silver halides, 
the g-value is then given by

M  L  v ^ < ^ o | P x M >  Pv |ko>-<ko|pyl k X k  |pxt^o>

is the energy at the conduction band minimum, p^ and p
o ^ y

are the components of the angular momentum operator coupling
the edge of the conduction band with state k . The summation
is over all bands close enough and with the correct symmetry
to be coupled with the conduction band minimum. In AgBr and
AgCl the conduction band edge transforms as the representation

. The only nearby bands of appropriate symmetry are from the
valence band at F  which is split by the spin-orbit interaction
into a fourfold degenerate Fg state and a doubly degenerate
F^ state. (See Figure 1.2.) If only coupling to these states
in considered, the g-shift for a conduction electron in AgCl
or AgBr is given by:^^

A s  = (gg - g) = ^ - 1 I gg (6)
3E, + 2X m

is the direct energy gap between the conduction band, minimum
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and the valence band, and X is the spin-orbit splitting of the 

valence band at F.
The calculated and measured g-values of conduction elect

rons in AgBr and AgCl are listed in Table I. Experimental 
values for E^ in AgBr and AgCl and for X in AgBr were taken 
from Chapter 1. A theoretical estimate of X in AgCl was usei? 
The experimental polaron masses (Table VII, Chapter l) were 
used for m . As might be expected intuitively, both the 
calculated and measured g-shifts for AgBr are larger than those 
for AgCl. The rather poor agreement between measured and 
calculated g-values is probably the result of ignoring spin- 
orbit couplings to other bands. The two band model also failed 
to give good values for g-shifts of conduction electrons in Si
and interactions where deep lying 2p levels had to be taken 

13into account. Similarly, in the silver halides, interactions 
with deep level p- and d- states are probably important. The 
discrepancy cannot be attributed to the binding of the electr
ons to shallow t r a p s . A s  discussed below, this should result 
in a smaller g-shift than predicted by eqn. 6.

The spin properties of electrons bound to shallow traps in 
semiconductors can also be treated by the effective mass approx
imation. Thus, the effective mass Hamiltonian for electrons 
bound to donor sites is ^

2m
0 =  E </) (7)

U is the potential due to the impurity ion, screened by the 
lattice dielectric constant ( =  ̂ /tr). The solutions are of 
the form
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Table I: Calculated and Experimental g-values in AgCl and AgBr

g (calculated) g (experimental)

AgCl 1.980 1.8785 i .0003

AgBr 1.800 1.1870 - .0005

 ̂Chapter k

Table II: The g-values of Donor Electrons and Conduction*Electrons in Silicon

Impurity Ion Ionization 
Energy (eV)

g-value

Sbl21,123 0.043 1.99858
p31 0.045 1.99850
As75'76 0.054 1.99837
Bi209 0.071 2.00025

®CB - 1.99875

giso (calculated) = 1,9990

from reference l6
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0 = F(r) 0 (k^, r) ( 8)

where 0(k^, r) is the Bloch wavefunction at k^. For an iso
tropic effective mass, such as occurs at the spherical conduc
tion band minimum in AgCl and AgBr, F(r) is just the wave
function for the hydrogen atom, with the electron mass replaced

2 @2 by the effective mass, and e replaced by /€. Thus, the
lowest energy state has an orbital radius and ionization energy
given by:

*0 = ^ (9)
\ (m'/rn̂ )

E = (m /mJ X 13.5 eV
,2

ajj is the Bohr radius. Equations 7-9 can only be used if a^ 
is large relative to the lattice spacing. Equation 9 implies 
that the donor electron behaves like a Bloch electron if obser
ved over small distances. Over larger distances, its orbit is 
modulated by the wavefunction F(r) (Figure 2).^ If m is 
anisotropic, as in Si and Ge, F(r) takes on a somewhat modified 
form. In the case of extreme anisotropy, when 2iLs=: oo or 0, the 
wavefunction looks like a pancake, extended in the plane of 
smallest effective mass.

Thus, in the effective mass approximation, the properties 
of the donor electron are entirely dependent on the host lattice, 
and are only affected by the donor ion via a Coulombic inter
action. The g-value of the donor electron is not affected by 
the spin-orbit coupling constant or the ionization energy of 
the impurity ion, and is the same as a "free" electron at the 
bottom of the conduction band.
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FIGURE 2
Schematic representation of the donor wavefunction 
in the effective mass approximation (fran reference 
15).
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The measured ionization energies and g-values for a series 
of donors in silicon are listed in Table II along with those 
calculated from the effective mass approximation. It can be 
seen that,to a large extent,the approximation holds, and the 
ionization energies and g-shifts are fairly independent of the 
donor nucleus. These change by a factor of ̂ -̂2 from Sb to As, 
while the spin-orbit coupling constant changes by a factor of 
more than 10. The deviations that are observed are a result 
of the breakdown of the wavefunction F(r) in the neighbourhood 
of the donor impurity. The effective mass approximation under
estimates the donor electron density at the nucleus. The ion
ization energies calculated for the excited p states, which 
have a larger radius and very little density at the donor ion,

9are in excellent agreement with experiment. It can be seen 
from Table II that the larger the ionization energy, the larger 
the deviation of the observed g-value from the calculated value. 
This is because the effective mass approximation is not applic
able to deep traps. As the trap depth deepens, the g-shift 
should become closer to that observed for the free impurity 
atom. This appears to be the case for Bi in Si (Table II).

The temperature, microwave power and donor concentration 
dependences of the g-shift are relevant to the studies of 
doped silver halides discussed in Chapter 4. Thus, the trends 
observed in P/Si are presented here. The phenomena of impurity 
band conduction and the metallic-nonmetallic transition are 
discussed only simplistically. More elaborate treatments can 
be found in references 17 - 19.

Phosphorous-doped silicon samples can be divided into
metallic and nonmetallic regimes according to the temperature

20dependence of the electrical resistivity. In heavily doped
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18 - 3samples (N^ >  3 x 10 electrons cm” ) the resistivity decreases
with T, as phonon scattering is reduced, to a finite value at

20T ~ 0  K, determined by impurity scattering. This behaviour
18is characteristic of a metal. At lower donor concentrations

the samples are nonmetallic, and the resistivity increases to
an infinite value as T is lowered. In the metallic sample,
donor ions are close enough for their wavefunctions to overlap
and form an impurity band of states, just below the conduction
band. At sufficiently high concentrations, this merges with
the bottom of the conduction band. Conduction is metallic in
this continuum of states. In nonmetallic samples, conduction
can occur by two parallel mechanisms: thermal excitation of
localized electrons above a "mobility edge" and variable-
range hopping from one impurity to another. Both processes
are decreased as the temperature is lowered and more carriers

19 21become localized. *
In nonmetallic samples, at donor concentrations less than 

16 3■'̂7 X 10 cm , the esr spectrum at low temperature consists
22of a doublet centered at g = 1.98850. The splitting is due

to the hyperfine interaction with the P impurity. The lines
are inhomogenously broadened by hyperfine interactions with 

29 23Si nuclei. As the donor concentration is increased, addit
ional hyperfine lines are detected due to exchange coupling

24between pairs of P nuclei. As the donor concentration is 
increased still further, the two-nuclei cluster lines broaden 
into a single central line. Temperature dependent lineshape 
studies suggest that, at its onset, the broad central line 
results from exchange interactions between isolated impurities 
and 2-nuclei c l u s t e r s . A  radius of 17.2 A for the donor 
electron has been calculated by fitting the lineshape to
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27calculated values of the exchange coupling constant. On
the basis of Monte Carlo cluster calculations, it appears that
spin exchange begins at impurity separations 1.5 times greater

28than those required for metallic conduction. Finally, at
18 — 3donor concentrations of ̂ 1 x 10 cm , a motionally narrowed

line, indicative of complete spin delocalization, is observed
29at low temperature. This occurs at a lower concentration

than that required for metallic conduction. The discrepancy
30has been attributed to the effects of electron correlation.

+  31The g-value for the delocalized electrons was 1.99875 - .0001,
in close agreement with the value of 1.9990, calculated as

13described above. The impurity band of states merges with the
bottom of the conduction band at a donor concentration of appro]

19 3imately 2 x 10 electrons/cm . There is no abrupt change
in g-value at this point. Thus, as the effective mass approx
imation predicts, the donor impurity band is very similar to
the bottom of the conduction band. However, at donor concen-

19 -  3tration greater than 2 x 10 cm” , the g-shift increases
32linearly with increasing concentration. This can be under

stood qualitatively as resulting from the increase in energy
(and k-vector) of the conduction electrons. At a donor con-

20 - 3centration of 10 cm” , an electron at the top of the Fermi
level will have an energy^0.07 eV above the conduction band 

32minimum. On the basis of eqn. 2, this would result in a 
decreased g-shift; however, such arguments neglect the changes 
that result from mixing of band edges at k-values away from 
k = 0.

19 -  3At donor concentrations greater than 2 x 10 cm” , and at
temperatures above the degeneracy temperature, the g-shift also

32increases with increasing temperature. This shift can also
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be attributed to an increase in energy of the conduction
electrons, in this case, as a result of thermal excitation.

19 -3At donor concentrations less than 2 x 10 cm , the g-
shift of the delocalized electrons is essentially independent

34of temperature and concentration. At temperatures lower 
t h a n 2 K in nonmetallic samples, an apparent g-shift was 
observed which has been attributed to the presencecfan"inter
nal" field. This is thought to support the suggestion that 
at low temperatures the spins are localized, forming an amor
phous antiferromagnet.

Finally, it should be noted that although the effective 
mass and g-tensor are anisotropic in Si, under normal experi
mental conditions, only an isotropic conduction g-value, at 
g = (cr̂  + 2 g^ ) is measured. This is a result of the high 
symmetry of the silicon structure. The conduction band minimum 
occurs away from the middle of the Brillouin zone, approximately 
85^ of the way to the zone boundary along (100).^^ As a result, 
there are six equivalent energy minima and six ellipsoidal
Fermi surfaces, one along each (lOO) vector. Unless the crys-

22tal is uniaxially stressed, the energy minima are equally
populated. Thus, the difference between the transverse and
longitudinal orbital motions of the electron, and its effect
on the g-value averages to zero. In a crystal with lower
symmetry, such as graphite, g-anisotropies are apparent in

3 5unstressed crystals.

2.2 Relaxation Times
An electron spin resonance signal can be characterized by 

two relaxation times. T^ is the longitudinal relaxation time 
and is the time in which the spin system loses ^/e of the
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component of the magnetisation which is parallel to the 
magnetic field:

\  - <  (10)
dt

The magnetic energy is lost via interactions of the spin 
system with the surroundings; T^ is also called the spin- 
lattice relaxation time. The lattice interactions which can 
affect T^ are those that produce a modulating magnetic field
transverse to M :z

1 a  (8H 2 + ÔH 2) (11)
rp J

T^ can be measured directly by pulse methods or indirectly by 
a saturation method. The saturation method, which was used 
for the work described in Chapter 4, extracts T^ from the micro 
wave power dependence of the ESR signal intensity. As des-

g /
cribed by Poole, T^ can be derived most simply from the 
relationship :

(4.920 X lO'G) A h ° (seo) (12)

^ ^

is the peak-to peak linewidth in gauss measured at low 
2power. is the field at the sample corresponding to that

microwave power where the maximum ESR signal intensity was 
obtained. H- 
relationship

2obtained. is related to the microwave power by the

P = K (13)
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where K, the cavity calibration factor, is of the order of
1. K can be calculated from measurements of for a standard 
sample with a known relaxation time, such as DPPH. Assuming 
K = 1, in equation (12) is the microwave power in watts.

is the transverse relaxation time and characterises 
the return of the x and y components of the magnetisation to 
zero. It is a measure of the dephasing of the spin components 
in the plane perpindicular to by fluctuations of transverse 
local magneic fields in that plane, as well as by fluctuations 
of fields parallel to :

i oc 2 + gH 2) + gH 2 (14)
Tg 2 ^ y ^

Thus, the transverse relaxation rate is the sum of one-half 
the longitudinal relaxation rate and of a second component. 
Equation (14) can be rewritten:

1 = _1_ +  L_ (15)
Tg 2T^ Tg*

T^ is the spin-spin relaxation time and is a measure of the 
effectiveness of spin-spin interactions ih dephasing the
and M components of the mag^netisatipA For localised spins

^ 1/ 1/ # in most solids, T^ ^  T^, so that ^2 ^ ^ 2  ' ^ homogenously
broadened line usually has a Lorentzian line shape. For such
a line, the transverse relaxation can be obtained directly

g /
from the linewidth measured at nonsaturating powers:

To = (1.3131 X 10"7) (16)2
g A h pp

A line that is inhomogenously broadened, generally has a 
Gaussian lineshape and the linewidth bears no relation to the
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of the individual spin packets which make up the line.
Inhomogenous broadening is the result of unresolved hyperfine
structure, fine structure or dipolar coupling between unlike
spins. However, it has been shown that in some cases and

can be extracted for an inhomogenously broadened line using
36 37the saturation method applied at low powers. '

Most theoretical treatments of relaxation times of conduc
tion electrons have been applied to . However, as measure
ments of are more readily available, one must consider the 
relationship between and . It has been shown that if the 
correlation time of the conduction electron is short compared 
to the Larmor precession time, the view of the lattice from 
the rotating frame and the laboratory frame are the same.
Thus, #H^, and gH^ are independent of the direction of
M^ and for isotropic solids such as the silver halides, T^ =
T^. This equality holds for conditions of motional narrowing 
and an isotropic lattice.^ It is because of the rapid motion 
of the electron that spin-spin interactions are not important
a n d  Ô H  2  = -J(0H 2 + g H  2 ) . 3 9z X y

The spin-lattice relaxation rate for conduction electrons 
is made up of several components:

1 = 1 + 1  + 1  + 1  + 1  (17)iji iji T T T T* phonon s.c. imp surf. hyp

The relaxation process results from phonon modulation
of the spin-orbit interaction. It is the dominant relaxation 
pathway at high temperatures and becomes negligible at low 
temperatures.^ The ^/T^  ̂ term, the spin current relaxation 
rate, arises from the diffusive orbital motion of the electron 
beyond the unit cell and, because of the long-range nature of
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this interaction, it has a Tlog T temperature dependence.^
It will be dominated by the spin-orbit interaction at all but
the lowest temperatures. The last three terms, arise from
impurity scattering, surface scattering and the nuclear hyper-
fine interaction and generally only become important at low
temperatures. Furthermore, it is expected that the hyperfine
interaction relaxation rate will only be significant at low
temperatures in very pure samples.^

Yafet^ has calculated ^/T , for conduction electronsphonon
in a semiconductor with the conduction band minimum at k = 0
or at K /2, where K is a reciprocal lattice vector: n n ^

A' 2 m KoT 7/, (18)

p is the density; u is the velocity of sound. A is approx
imately given by:

A = C Ag i ^ / m E„) (19)

where C is the deformation potential. Equation 9 can be re
written in terms of the reciprocal scattering time T :

3/o
T 7T̂/2 Ü pu'

2 m Kr T
fi

(20)

phonon
1
7

Ag
m

KpT
E^

(21)

T can be replaced by (m n l  } , where ju is the electron
mobility. The dependence of /Tphonon on the term (Ag m__ ) ii

m
not surprising since the spin-orbit interaction is 
involved in both the g-shift and the relaxation process. 
Equation (21) only considers a spin-orbit interaction between
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two bands. It was also derived assuming that the conduction
electrons obey Boltzmann statistics. For a semimetal, T in
equation (2l) becomes the degeneracy temperature. Equation
(21) is applicable to the silver halides; thus the CESR line-

7/2width is expected to have a T temperature dependence
above the degeneracy temperature, and to have a temperature 
dependence which is the inverse of that of the mobility below 
the degeneracy temperature.

For a semiconductor with a conduction band minimum which 
is not at k = 0, such as Si, equation 18 is replaced by:^

2m^ Kb T 
ü2

where a is a length approximately equal to the lattice cons
tant .

For "free electrons" metals, such as the alkalis a rather
simpler temperature relationship for & , holds^ ^ ^ Tphonon

i oc (23)T Tphonon R

is the reciprocal of the resistive scattering time. Thus,
1 is proportional to T at temperatures above the Debye
Tphonon ?
temperature and to^T at lower temperatures.

Elliott estimated that for a semiconductor, the relaxation
rate as a result of impurity scattering is approximately:^

i %av^ (24)
imp j

R

R is of the order of the atomic radius, and k^^ is the average 

k-vector of the conduction electrons. Assuming that each
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impurity donates one electron, below the degeneracy tenperature 1/Timp 
is given by:

1 « êalçli (25)
Timp

and above the degeneracy tanperature by:
2mKBTAg^ R' 

ti" - (26)
A imp

C is the concentration of impurity ions. Thus, the impurity scattering
rate is expected to have the same temperature dependence as the inv e r se
of the mobility at high temperatures. At lower taiperatures, the
impurity relaxation rate will be prcportLonal to T/ii.

The relaxation rate that results frcm surface collisions has been
40calculated by Kawabata:

(27)1 « e{Ag)̂
Tsurf.

Vf is the Fermi velocity, e is a numerical factor of the order of one 
which is determined by the specific characteristics of the spin-orbit 
interaction. Equation 27 does not consider the effect of the environ
ment on surface relaxation. The surface relaxation rate is expected to 
be important in the silver halide samples discussed in Chapter 4. 

Assuming a modest conduction electron concentration of 1 x 10^^ electrons 
on"^ and an approximate particle diameter of 4 microns, a surface 
relaxation rate of *5x10“® sec"^ is calculated.
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The relaxation behaviour of conduction electrons in phosphorous-
doped silicon (P:Si) is now briefly considered. In the metallic regime,
at donor concentrations greater than ~2x cm"®, the Œ S R  linewidth

was proportional to as predicted by equation 25.^^ In both
metallic and non-metallic samples the linewidth decreased with 

32 34temperature. ’ Below 77 K, this decrease was found to be consistent
with the dominance of the impurity scattering mechanism described by 

32equation 25. At higher temperatures, after subtracting the impurity 
scattering contribution to the linewidth, the linewidth had a 
temperature dependence, as predicted by equation 22 for phonon scattering.^^ 
Below ~10 K, in non-metallic samples, the linewidth began to increase 
with decreasing teriperature.^"^’̂ ^ This has been attributed to incomplete 
motional narrowing. Consistent with this interpretation, no miniinum in 
the temperature dependence of the linewidth was observed for samples in 
the metallic r e g i m e . A t  low concentrations, motional narrowing is 
either the result of thermally activated hopping of electrons between 
donor sites, or of exchange interactions between localised donor 
electrons. It is not known to vhat extent each of these mechanisms 
contributes to the observed line broadening. It is thought that the 

amorphous antiferrcmagnetic character of the exchange interaction might
41be important in explaining the temperature dependence of the linewidth.

It is not known whether the line is homogeneously or inhcmogeneously
41broadened in this regime. The miinimum linewidth was observed at 

~3 X 10^® donors/cm®, the concentration associated with the metal-non- 
metal transition.

Relaxation processes of localised electrons in P:Si have been 
extensively studied"^® and will not be discussed here.
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2.3 Relative Paramagnetic Susceptibilities
The amplitude of the ESR line is proportional to the para

magnetic susceptibility of the sample. While absolute suscept
ibility measurements are very difficult to perform, measure
ments of relative susceptibility as a function of temperature 
can yield a great deal of information about the conduction 
mechanisms which occur in a sample.

Ideally, in a sample which can be defined as metallic, 
the paramagnetic susceptibility is expected to exhibit Pauli- 
type behaviour. That is, below the degeneracy temperature,
Tp, the susceptibility should be independent of temperature

, . . 1 18,4-2 and IS given by:

Y  _  NX  _  V . J ( J  + 1) (28)
K T„

where is the electron concentration and J is the spin
angular momentum. This temperature independence is a result
of the Pauli exclusion principle which has a greater effect
than thermal disorder on whether or not the spins align with

4.2the magnetic field. Above the degeneracy temperature, where
the electrons obey Boltzmann statistics, the degeneracy of
the electron gas is temperature dependent and the susceptibility
has a Curie-type behaviour, decreasing with increasing

4.2temperature. The Curie susceptibility is given by equation 28
/ 2 18except that T^ is replaced by the absolute temperature T. * 

Curie susceptibility behaviour is also characteristic of 
localised spins.

In heavily doped P : Si (n >  4 x 10^^ cm’^), a Pauli type 
susceptibility was observed. The signal intensity was essen
tially independent of temperature up to-'^lOO and then
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decreased with increasing temperature once the degeneracy temperature 
44had been reached. In very lightly doped samples where no exchange

interactions occurred between localised donors, the susceptibility
increased with decreasing temperature, in good agreement with the Curie 

33law. At concentrations on the "just-insulating" side of the metal-
non-metal transition, at temperatures below 10 K, the observed deviations
frcm the Curie law have been attributed to antiferrcmagnetic exchange

41interactions between randomly distributed localised spins. As the

concentration is increased, the susceptibility appears to have both
Pauli and Curie carponents. This has also been explained as resulting

18frcm electron correlation effects. An alternative explanation is that 
localised and non-localised spins co-exist and both contribute to the 
susceptibility in the intermediate regime.

2.4 The Dysonian Lineshape
As mentioned above, the CESR signal intensity is proportional to the 

paramagnetic susceptibility of the sample. This is changed in a 
resonant way vimen unpaired spins absorb power frcm the microwave 
electrcmagnetic field and "align" with the static field. The interaction 
of the spins with the microwave field is, of course, dependent on how 
the electrcmagnetic wave propagates in the sample. This, in turn, is 
dependent on the dielectric properties and conductivity of the sample.
In high dielectric materials, the wave is attenuated as it propagates 
through the sample; in highly conductive media, the wave is attenuated 

and also changes phase as it propagates. The classical skin depth, 6, 
is that distance over which the microwave field is attenuated to 1/e of 
its amplitude at the sample surface:
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a is the conductivity and co is the angular microwave frequency. Thus,

as a result of the propagation properties of the microwave field and of
the detection techniques normally used for ESR, the resonance signals of
spins in highly conductive media are characterized by a "Dysonian"
lineshape under certain conditions. An example of a Dysonian line is
shown in Figure 3.

The theory treating the Dysonian lineshape was first developed by
47Dyson for application to CESR signals in "infinite" metal slabs, with

Ho normal to the surface. His treatment was verified experimentally by 
48Feher and Kip. Since then, Dyson's theory has been extended to samples

of arbitrary thickness and conductivity,"^^’ in the "anonalous skin
effect" r e g i o n , w i t h  an arbitrary orientation of Ho and of the
microwave field^^’̂ ^’̂ ^ and to small spherical semiconductor^^ and 

55metal particles. The subject has been reviewed by Khabibullin and 
E. G. Kharakhash'yan^^ and more recently by P o o l e . T h e  qualitative 
results are unchanged frcm those expected by Dyson. In this section, 
the necessary background for extracting the g-value and Tz frcm a 
Dysonian CESR line in a soniconductor crystal is presented, based on the 

treatment by Pifer and Magno. The extension to small spherical 
particles is not necessary since the conductivities of all of the 
systems discussed in this thesis were too low for Dyson lineshapes to 
be observed in powder samples.

The resonant change in the imaginary part of the magnetic susceptibility 
results in a change in the Q of the cavity and an absorption signal. The 

change in the real part of the susceptibility results in a shift of the 

cavity's resonance frequency and a dispersion signal. Both changes 
affect tdie microwave power vdiich is reflected back to the detector. The 

absorption and dispersion signals are related by the Kramers-Kronig
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relations, v^ich ensure that the measurement of either quantity
37uniquely defines the power absorbed. For the measurements described

in this thesis, the two were separated by a lock-in detection syston
viiich autcmatically tuned the klystron frequency to the cavity frequency.
Thus, with the phase of the lock-in detector appropriately adjusted,

only changes in power absorption due to Q shifts were detected. The
phase of the microwave field changes as it propagates in a conductive
sanple; thus, if the lock-in detector phase is adjusted so as to

carpensate for frequency changes at the surface of the sanple, it
will not null out frequency change due resonances occurring in the
bulk. A mixture of absorption and dispersion signals will be obtained.
This effect occurs for both mobile and localized spins. An additional
consideration for mobile spins results frcm the fact that the spin
memory of the electron is usually longer than its resistive scattering
time. Thus, the magnetization carried around by the electron can be
carried past the skin depth. Thus, there exist in the sample an
electrcmagnetic wave viiich is strongly attenuated over the distance
6, and a less intense wave which is weakly attenuated over the distance
travelled in time Ta.^^ For localized paramagnetic nonents distributed
uniformly throughout the skin depth, the asymmetry ratio, A/B, for a

48Lorentzian line is 2.7 and for a Gaussian line is 2.0. As one might 
expect, the linewidth is proportional to I/T2 , just as when 6 is much 
greater than the sanple dimensions. The situation is less clear for 
mobile spins. For mobile carriers, the linewidth and intensity of the 
ESR signal are affected by the fact that the carrier moves through the 

skin depth and so experiences a continuum of frequencies. If an 
electron moves through the skin depth in time Tq, it experiences a band 
of frequencies of width VTq. One might expect therefore that the line
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observed would have width VTq. Indeed, an extremely weak line of 
width /̂Tj) is sometimes observed; however, superimposed on this is a 
line of width VTz (Figure 3.8) . The reason for this can be understood 

by noting that as long as the time the electron takes to move across 

the skin depth is longer than T 2 , it will experience a series of pulses 
of microwave radiation as it moves in and out of the skin depth. The 

interval between pulses varies frcm 0 to T 2 . The electron moves 
randcmly in the skin depth and experiences a different phase history 
during each pulse. The CESR spectrum which results is the sum of all 
the pulses each electron experiences and is an interference pattern 
spread over width However, each time the electron returns to the
surface it experiences the same phase, and thus part of the pulse 
always adds constructively to give a strong central line of width I/T2 
Dyson showed that for a sample with dimensions less than one-quarter of 
the skin depth, the CESR line is Lorentzian in shape. If d >46, then 
the lineshape is a caiplicated function of T 2, Tj), 6 and d. Through 6, 
the lineshape depends on the carrier mobility and concentration. Thus, 
for instance, the asymmetry ratio A/B increases as the sample conductivity 
increases (Figure 4a) . In order to extract the true g-value and T 2 frcm 
the CESR line, the ratios d/6 and T 2/TQ must be known. If the sample is 

not that well-characterized, these ratios can be obtained frcm the 
measured ratio A/B by changing d/6 (by varying the sample thickness or 
conductivity) determining the maximum value of A/B, and fitting this to 

a curve such as that shown in Figure 4a. This determines the ratio 

T 2/Tq and relates A/B uniquely to d/6. T2 and the g-value can then be 
determined frcm curves such as those in Figures 4b and 4c.

The lineshape equations used to calculate the curves in Figure 4 must 
be altered if the experimental conditions are such that the skin depth
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24

CQ

204 8 40 80
d /6

0 -

20. 40. 80.8.S 4.2..2 .4
d/6

FIGURE 4

CM

d /6

Parameters characterizing a Dysonian first derivative CESR line as 
a function of d/6 and Ta/To, calculated assuming Hi impinges on one 
side of the sample. For curves marked A, B, C and D, Ta/To equals 
", 50, 10 and 5 respectively, (a) A/B vs d/6, (b) AHI2 vs d/6 and 
(c) shift of peak frcm true g-value vs d/6. After reference 50.
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is controlled by the ancmalous skin effect. In this region the skin 
depth is catparable or less than the mean free path of the electron. 

In general, the ratio A/B for a given d/6 and Ta/Tü is reduced fran 
the value expected when the classical skin effect holds.
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AN ESR STUDY OF AgCl/NaGl BINARY MIXTURES
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3 , 1  INTRODUCTION
The electronic properties of binary mixtures are topics 

of current interest with practical applications in the fields 
of catalysis and semiconducting devices. As discussed in 
Chapter 1, many of these properties can be understood by 
classifying binary mixtures as amalgamation or persistence- 
type solids. While this approach is useful in explaining 
overall properties, such as optical spectra and density - of- 
states behaviour, it neglects cluster effects.

Clusters form simply as the result of the disorder of the 
binary mixture. Electrons, holes and/or excitons can be con
fined to such clusters or extended throughout the mixture.
If confined to the cluster, they can be either bound or free 
(extending over the entire cluster). The relative stability
of the two states is expected to depend on cluster size and

2geometry. If the nature of the binary mixture is such that 
the clusters are metallic, or can be made so (i.e. by irradiat
ion of a photoconductor), then the electronic and magnetic 
properties of the clusters will also depend on their size and

3geometry. This dependence results from the fact that for 
sufficiently small sizes (the "quantum size regime"), conduction 
levels are discrete, with spacings greater than kT or hu.
Thus, for example, in this size regime the conduction electron 
spin resonance (CESR) g-value is size dependent. Despite an 
interest in cluster properties, arising in part from applicat
ions in the fields of catalysis and photographic science, 
there remains a paucity of theoretical descriptions, which is 
compounded by the difficulty of preparing well-characterized, 
monodisperse clusters for experimental studies. In addition, 
matrix and surface effects, which are expected to be significant.
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have tended to be minimized in theoretical treatments, and in 
experimental studies, which are often carried out in rare gas 

matrices.
Cluster properties are of interest in the field of photo

graphic science because the photographic latent image is 
thought to be a small silver cluster of three to five atoms, 
usually located near the silver halide grain surface. Based 
upon optical and ESR measurements for silver atoms in rare 
gas matrices, latent image particles containing five atoms or 
less should be molecular rather than metallic in nature.
Both ESR and UV-visible spectroscopy have been used to detect 
such species in silver halides but to no a v a i l . M a t r i x  
interference effects might account for the failure of optical 
methods to detect the silver cluster. One reason proposed 
for the failure of ESR to detect any molecular silver species 
is that the ESR spectra are inhomogenously broadened beyond 
detection. The abundance of magnetic nuclei and the delocal
ized nature of wavefunctions in the covalent silver halides 
would contribute to this problem. However, molecular silver 
species (Ag° and Ag^)^'^ have been observed after ^-irradiation 
in the more ionic alkali halides doped with impurity levels 
of silver (<3^).

AgCl/NaCl binary mixtures are known to form solid 
solutions from 0 to 100 mole % silver Ag).^ These mixtures, 
of covalent AgCl, a relatively wide band solid with an in
direct band gap, and ionic NaCl, a narrow band solid with a 
direct band gap, might be expected to exhibit some unusual 
electronic behaviour. In an earlier note, the results of an 
ESR study of ^-irradiated AgCl/NaGl mixed powders were reported? 
The distinctive feature observed after 'y-irradiation of some



93

of these samples, (exact conditions are given below), was a
long-lived structureless ESR signal. In the present chapter,
this is assigned to mobile electrons in a AgCl-like impurity
band. The extremely long free electron lifetime, relative to
that in pure AgCl, is explained in terms of the inability of
the conduction electron to move into the NaCl-rich regions of

2+the grain, where Ag centres are localized. The localization 
of the conduction electron to certain areas of the grain, as 
well as the photo-behaviour of these systems, can be understood 
on the basis of a persistence-type mixture. With the work 
described below, it was hoped to produce silver atom clusters 
in ^-irradiated samples either by annealing to cause atom 
aggregation or by increasing the silver concentration so that 
silver ions were in close enough proximity for silver clusters 
to be formed during the initial irradiation event. Also, by 
increasing the silver levels, the effects of matrix interactions 
on the properties of molecular atom clusters could be studied. 
Unfortunately, no molecular silver metal aggregates could be 
detected. However, CESR signals from free electrons in small 
AgCl clusters, where the clusters were in the quantum size 
regime were observed. Thus, the AgCl/NaCl system offers the 
opportunity to study the properties of metallic (AgCl) clusters 
as a function of matrix polarizability.

Finally, lineshape studies of the CESR line suggest that 
the system might be useful in studying the metal-insulator 
transition in semiconductors, since the conduction electron 
concentration can be varied without changing the disorder of 
the system. (For a comprehensive review of this problem, see 
reference 8.)

The electronic properties of the AgCl/NaCl binary mixtures
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depend in a complicated way on the method of preparation and 
age of the sample. This chapter outlines this dependence and 
the general electronic behaviour as determined by ESR spectros
copy.

3.2 EXPERIMENTAL
The NaCl used for preparation of these samples was re

crystallized twice from doubly-distilled 6M hydrochloric acid. 
AgCl was prepared by dissolving high-purity Ag shot (Alfa 
Products, m6N) in doubly-distilled nitric acid to give AgNO^, 
which was then added to doubly-distilled HCl. The precipitate 
was washed well with distilled H^O and dried. These compounds 
were melted together in appropriate proportions at a temperature 
approximately 50 C above the melting point of each mixture in 
a Cl^ atmosphere, quenched in liquid nitrogen and ground with 
a pestle and mortar. Single crystals, grown in Cl^ by the 
Bridgman technique, were cooled over a period of 6 to 12 hours 
to minimize strains and were then cleaved. Crystals with Ag 
concentrations as high as 60^ cleaved easily and powders were 
not noticeably plastic until the silver concentration reached 
about 70%, when they were ground under liquid nitrogen.

Crystals were transparent immediately after growth.
Spark source mass spectrometry showed that the metal impurity 
concentration in the interior of the boule was about five 
times higher than in the exterior, lOppm of Fe being the 
highest impurity level. For a crystal containing nominally 
56% Ag, silver analysis (X-ray fluorescence spectroscopy) 
showed that the concentration at the core was 6l% and at the 
edge, 55%. Generally, the Ag concentrations quoted correspond 
to the nominal amount of silver added.
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Samples were 'y-irradiated with a Vickrad source with
a dose rate of about 1 Mrad h ? UV exposures were carried out 
with I5OW or 5OOW high-pressure mercury lamps using either 
broad band irradiation or selected wavelengths from a grating 
monochromator. Unless otherwise noted, all of the exposures 
were made at 77 K.

ESR measurements were made on a Varian E-109 Spectrometer 
at 77 K. Helium measurements were carried out using an ESR-9 
Oxford Instruments Cryostat. The high conductivity and di
electric properties of some of the samples required the use 
of a slide screw tuner for tuning the spectrometer. Care was 
taken to ensure that this did not affect lineshape measurements.

3.3 RESULTS
^'-Irradiation of these solids produced free electrons 

and holes. These carriers were eventually trapped to give a 
number of species that could be observed by ESR spectroscopy.
The species produced by irradiation not only depended on the 
sample composition, but also on its age and morphology, on 
irradiation time, and on the wavelength of radiation used.
Figure 1 shows the ESR spectra of the species that will be 
discussed below. The signal referred to generally as the CESR 
signal in Figure 1 was actually one of four different types 
of CESR signals, as shown in Figures Xj 6, 7 and 8, depending 
on the experimental conditions used. Those powder samples 
which had been quenched from the melt, and immediately 'y-irrad- 
iated at 77 K for 30 minutes and observed by ESR, will be 
discussed first.
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3.3.1 Effects of % Ag
Impurity levels of Ag in NaCl (<3$̂  Ag) have been well

studied p r e v i o u s l y . C o n s i s t e n t  with these studies,
it was observed that ^-Irradiation produced the intrinsic

—  21trapped hole or centre (Cl^T), Ag and a single trapped
electron state, Ag^. At sufficiently low concentrations,
only the centre and Ag^ were produced with subsequent
annealing causing the decay of the centre and the appear- 

2+ance of Ag . Due to the large magnetic moment of sodium, 
chlorine superhyperfine structure on the Ag^ lines was not 
well-resolved^^, and the chlorine hyperfine lines broadened 
beyond resolution as the silver level increased.

In the concentration range from 3 to 10^ Ag, Ag° and
2+Ag were the only trapped electron and trapped hole species 

observed. A typical spectrum is shown in Figure la.
As the silver concentration was raised to 30%, Ag° and

2+Ag were still observed; but, in addition, a broad, asym
metric line (C) appeared, at slightly lower field than the 
m^=2 line for Ag°. Its intensity increased relative to Ag° 
as % Ag increased (Figures lb and 2). It was most pronounced 
at high powers and at low temperatures and is shown particular
ly clearly in Figures 3 and 9. On annealing to 200 K, line

2+0 decayed simultaneously with the Ag signal, presumably by 
a recombination process, implying that species C is an electron- 
rich centre.

2tBetween 30 and 50% Ag, Ag was still the only trapped 
hole species observed, Ag° was no longer present, and a third 
electron-rich centre in addition to line C was detected.
This is assigned below to conduction electrons in a AgCl-like 
impurity band and will be referred to as the CESR signal.
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a)

10%  Ag

b)

20%  Ag

c)

30%  Ag
CESR

d)

40%  Ag
CESR

FIGURE 2
Line C in y-irradiated a) 10%, b) 20%, c) 30% and d) 40% Ag/NaCl 
pcwders at 77 K. In c) and d) the narrcw CESR line is apparent. 
[The hydrogen aton line, in the glass, is included as a 
reference.]
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Typical spectra are shown in Figures Ic and 3.
The CESR line was narrow, but had an asymmetric shape, 

as shown in Figure 4-. The g-values were measured at the 
crossover point and were constant throughout the concentration 
range within experimental error at g= 1.8882 i .0010. The 
linewidth and asymmetry (A/B) were also constant within experi

mental limits of 4-.2 t  .;7 gauss and + .12 (see Chapter 4-).
The intensity of line C decreased relative to the CESR line 
as % Ag increased.

Above 50^ Ag, line C was no longer observed and the CESR
signal was the only electron-rich species present (Figure Id).

2 +Ag was still the only detectable hole-trapped species 
produced.

Above 90% Ag, no stable trapped electron or trapped hole
species were produced by ^-Irradiation at 77 K.

Signals with distinct hyperfine components attributable
to molecular silver aggregates were not observed in either
fresh or aged samples, even at high Ag^ concentrations and
after a variety of exposure and annealing treatments. Some
samples darkened after irradiation at 77 K and annealing to
room temperature, or after exposure to room light for extended
periods at ambient temperature. In these samples, a line at
2.011 was observed at temperatures less than 77 K (Figure 3).
This g-value is within the range of values observed for small

12 13silver aggregates in other systems, * but further work is 
necessary before an assignment to inadvertent impurities can 
be ruled out. In addition, an asymmetric, narrow line was 
observed in some samples at g=1.96. Its intensity was initially 
weak but increased dramatically after long exposures (8 hours)
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4-9 G ,
"4----- M

g = 1-8882

FIGURE 4
Œ S R  lineshape typically observed 
in fresh pcwders. 40% Ag/NaCl 
pc^er, y-irradiated and observed 
at 77 K.
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at 77 K. The g-value is close to that of a signal observed in
-1- +electrolytically coloured KCl h e a v i l y  doped with Pb , T1 or 

Ag"*", which was assigned to electrons in the KCl conduction 
band.^^ The lineshape was unusual, with A/B less than 1, but 
again, the assignment of this line is outside the scope of 
the present work.

24-Table 1 lists the ESR parameters measured for Ag as a
function of silver concentration. One can see that as the

+ 2 +Ag concentration increased, for Ag decreased monotonically
from the value measured for holes trapped at isolated silver
impurity levels in NaCl to that measured for the self-trapped
hole in pure AgCl. As the Ag"*" concentration increased, A|j
also decreased, to a value less than that measured in pure

24-AgCl. Analysis of the Ag parameters was complicated by the
very broad lines in the parallel region which we feel arise

2 -|-from the presence of a range of Ag species (Figure 5).
24-When warmed to 180 K, Ag and the electron-rich centres 

(Ag°, C and the CESR species) decayed simultaneously. These 
decays were associated with a strong luminescence.

3.3.2 Effects Of Ageing
NaCl and AgCl form solid solutions above about 170 C. 

Below that temperature, there is a miscibility gap between 
20^ and 85^ Ag.^^ The quenching procedure that was adopted 
had been shown to freeze-in the temperature equilibrium 
situation; but, at silver concentrations between 20^ and 85%,
separation into 20% and 85% Ag phases is expected to occur

15over a period of weeks at room temperature.
The effects of ageing on the CESR line were very complic

ated and varied throughout the silver concentration range.
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The line became more Lorentzian, with a g-value shift to 
1.890, several days after quenching. The g-shift probably 
reflects the lineshape change rather than a real g-shift.
In older samples, however, a real g-shift was observed, with 
the CESR line moving from 1,888 to about 1.886 (see Figure 6). 
The line at highest field tended to be narrower, withAH^^ 
between L, and 9 gauss, while the low-field line had a line
width of 1 to 3 gauss. The presence of the two lines was
often better revealed after annealing, which resulted in the
partial decay of the CESR signals. Also, in the older samples, 

2 +the Ag and symmetric CESR signals were much stronger than 
the signals observed in fresh samples. After ageing, the 
CESR line could be produced at lower Ag concentrations, 
eventually becoming observable in powder samples containing 
as little as 1C to 2C^ silver.

In 5 and IC^ Ag single crystals, Ag°, Ag^^ and a very
weak CESR signal were observed immediately after growth and
exposure to radiation. Thus, it would appear that single 
crystals are already "aged" as grown, and that the highest 
temperature metastable state could not be completely frozen 
into single crystals as a result of the method of crystal 
growth. As a crystal is lowered through the Bridgman furnace, 
the portion of the crystal that has just solidified remains 
at a high temperature while the rest of the crystal growth is 
completed; this encourages ionic diffusion and phase separation 
After growth, the crystal is highly strained and cannot be 
quenched in liquid nitrogen without shattering. It must be 
cooled slowly to allow these strains to anneal out. Crystals 
were initially clear but became cloudy with time. Ageing
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55 Gh— H

g = 1-885

FIGURE 6
Effect of ageing on the CESR lineshape 
for a 40% Ag/NaCl pcwder a) fresh 
sanple, b) after 48 hours.
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occurred more rapidly in powders than in single crystals.
2+Ageing affected the Ag ESR parameters as shown in

2 +Table II. The g and A. values of Ag moved towards those
II II2+measured for disperse .Ag centres in NaCl. However, this 

reversion never went to completion, indicating the continuing 
presence of neighbouring silver ions even in well-aged samples.
It is interesting to note that in older samples with both

2+ 2+ "fresh" and "aged" Ag species present, the "fresh" Ag
species decayed first.

3.3.3 CESR Lineshape
As mentioned, the CESR line became more Lorentzian in 

older samples. In addition to depending on the age of the 
sample, the CESR lineshape was dependent on radiation dosage, 
or more generally, on the conduction electron concentration.
At the electron concentrations produced by low irradiation 
levels (<1 minute), or produced by annealing above 180 K 
after irradiation, a narrow, asymmetric line was observed, 
which became less asymmetric and Gaussian at higher electron 
levels (Figure 7). This effect was more pronounced in older 
samples. The electrons giving rise to the asymmetric line 
had a much longer lifetime than those giving rise to the less 
asymmetric and nearly. Gaussian lines.

In 50 and 60^ Ag crystals, at low electron concentrations, 
the CESR signal had a nearly Lorentzi&n lineshape which became 
Dysonian at higher electron levels (Figure 8). The line 
aysmmetry, A/B increased as the sample was irradiated further. 
This is expected since A/B will increase as T^/Tg increases.
(T^ is the time for the electron to diffuse across the skin
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TABLE II

2 +ESR Parameters of Ag as a Function of Sample Age

% Ag
: | i

A
II

Age

10 2.178 25 fresh
2.186 30 2 days
2.191 29 1 week

20 2.180 25 fresh
2.189 25 2 days
2.191 29 1 week
2.194 32 1 year

40 2.162 24 fresh
2.183 27 1 day
2.190 36 2 days
2.192 36 7 weeks
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a)

9 = 1-8893

I , 10G

FIGURE 7
Effect of dose on the CESR feature 
for an aged 10% Ag/NaCl powder a) 0.008
Mrad, b) 0.17 Mrad.
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depth. It will decrease as the electron concentration and 
thus the sample conductivity increase, causing the skin depth 
to decrease). If the samples were irradiated still further, 
their conductivity increased to such an extent that the Q of 
the ESR cavity was dramatically reduced by the introduction 
of the sample, and no CESR signal was observed. This was 
presumably due to the loss in sensitivity due to both the 
reduced Q and reduced skin depth. At high electron concen
trations, the crystals were bronze coloured. If a thick and 
a thin crystal were irradiated for equal amounts of time, the 
onset of the Dysonian lineshape was observed first in the 
thicker crystal. This demonstrates that in these samples, 
the conduction electron sampled the entire crystal and was not 
confined to small clusters of any type dispersed in the crystal. 
If a crystal with a Dysonian CESR line was crushed at 77 K, 
the line became nearly-Lorentzian in shape. The CESR g-value 
in single crystals was measured as shown in Figure 8. This 
is not the true g-value. The experimental g-value varied 
from 1.890 to 1.883. In older samples the CESR lines tended 
to be narrower and appeared at higher field. The CESR line
shape is discussed in more detail in chapter k.

The CESR lines were often narrower in single crystals 
than in powders. This might arise from fewer strains or more 
advanced ageing in the melt-grown, uncrushed crystals.

X-ray powder diffraction measurements confirmed that the 
fresh powders used in this study were homogeneous. Previous 
X-ray diffraction studies indicated that clear single crystals 
grown as described above were single p h a s e . T h u s ,  it was 
assumed that the fresh single crystals used in this study 
were equally homogeneous. It should be noted that X-ray
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g = 1-883

FIGURE 8
Dysonian CESR line in a 50% Ag/NaCl single crystal, after a 
30-minute exposure to ^°Co y-rays at 77 K. [The wings are 
part of the Dysonian lineshape. ]
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diffraction measurements yield an "averaged" lattice constant 
and will not distinguish clusters smaller than 100 lattice 
units.

3.3*4- Photochemistry
24-Ag and signal C could be produced in fresh samples by 

UV exposure below 77 K, with a wavelength sensitivity tail 
extending to about 375 nm (Figure 9). During UV exposure, an 
intense blue emission was observed. The signals were much

24-weaker than those produced by ^-irradiation. Also, the Ag 
species was different from those species produced by y -  

irradiation. Its ESR parameters are given in Table I, and 
are identical with those measured for pure AgCl. The UV-

24-produced Ag species begin to dynamically Jahn-Teller distort
at about 50 K, which is~100 K lower than the ^-produced species

24-Finally, both Ag and signal G were less stable than in 
'y-irradiated samples, decaying at about 70 K.

3.4- DISCUSSION
The CESR lines observed in fresh and aged samples with 

g-values between 1.883 and 1.890 are assigned to mobile 
carriers for the following reasons. The Dysonian lines and 
skin depth effects observed in 50 and 60% Ag crystals are 
uniquely characteristic of mobile carrier resonances. The 
nearly Lorentzian lineshapes of the signals observed at 
g= 1.890 and 1.886 in aged powder samples are consistent 
with an assignment to motionally narrowed resonances from 
mobile carriers. The narrow asymmetric lines at 1.888 in 
fresh powders are assigned to mobile carriers because of 
their proximity to those observed in single crystals and aged
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powder samples. The origin of the asymmetric lineshape is 
discussed below. These assignments are supported by the fact 
that the microwave cavity Q and frequency were significantly 
changed by the introduction of all of the above irradiated 

samples (see Chapter 4-) •
Furthermore, the CESR signals are due to mobile electrons, 

not holes, since the mobility of holes in these solids is 
expected to be too low to give rise to a mobile carrier reson
ance.^^ Also, localized holes (Ag^^) were present throughout 
the silver concentration range and they decayed simultaneously 
with the CESR resonances. This presumably occured via a 
recombination process, presumably that responsible for the 
observed blue luminescence.

The CESR g-values were close to those observed for AgCl
conduction band electrons in Br -doped AgCl powders (g=1.8775)

2+and for electrons in shallow impurity bands in Pb - and
Cd^^-doped AgCl (g=1.8815).^^ They were too high a field to

12 18arise from sodium or silver metal clusters or colloids. * 
Likewise, the resonances were too far removed from free spin 
to be assigned to electrons in a NaCl-like conduction band. 
Conduction band electrons have been observed in KCl samples 
with high F-centre and heavy metal dopant concentrations ( . 2%)  

at g=1.952 - 1.954»^^ One would not expect NaCl conduction 
band electrons to give rise to a significantly larger shift 
from free spin. Therefore, the observed g-values of 1.890 -
1.883 in these systems implies that the electron is in a AgCl- 
like conduction band or impurity band with no substantial 
NaCl character.
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The broad, asymmetric ESR line, C, was assigned to
electron-rich centres since it decayed concomitantly with the

th(
19

2 +Ag signals. The lineshape and width are similar to those
observed for the CESR of small particles of aluminium,

12 20 silver and magnesium. It has been shown that such asym
metric lines could occur as a result of the g-value dependence

12of particle size and a Gaussian distribution of sizes.
Since line G is so close to the CESR signals assigned above, 
it can be assigned to free or nearly free electrons in small 

AgCl clusters with the asymmetric lineshape resulting from a 
distribution of cluster sizes. A cluster is defined as a 
section of lattice where adjacent cations are silver ions.
Such clusters arise from the statistical disorder of the alloy 
and their existence does not imply that the alloy is inhomog- 
eneous. As the silver concentration is increased, the clusters 
grow in size until at a critical concentration, an inter
connecting network, or ’’percolated cluster” is formed. This 
concentration, ĉ , the percolation threshold, depends on the
crystal structure and has been calculated to be 29^ for a

21simple cubic lattice. The cation sub-lattice in AgCl/NaCl 
mixtures is simple cubic. Thus, the appearance of the CESR 
line at 30^ Ag corresponds with the onset of percolated AgCl 
clusters. Its growth at the expense of line C supports the 
assignment of C to conduction electrons in isolated AgCl 
clusters. The simultaneous presence of isolated and percolated 
clusters has been observed before in emission studies of 
TlCl/TlBr mixtures.

It was difficult to obtain accurate values for g and
2+ . IIA for the Ag species produced by ^-irradiation, since 

2+several Ag species were present. However, it is obvious
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that the "average" g and A values shifted from thoseI I  i l
measured in pure NaCl towards those measured in pure AgCl.
Only a small part of the g-shift can be attributed to the
decrease in lattice constant which occurs as |Ag] is increased,

2 +since only a small g -shift for Ag was observed for compar-
23able lattice constant changes in the alkali halides. The

rest of the change in g and Â  ̂ can probably be attributed to
2 /an increase in the covalency of the matrix.

2+The Ag species produced by ^-irradiation were not
located in the AgCl clusters mentioned above, since their ESR
parameters indicate the presence of some neighbouring Na ions.
Hole trapping most probably occurred at isolated Ag ions in
NaCl-rich clusters. These clusters would become smaller and
the distance from the isolated Ag^ to surrounding AgCl clusters
would decrease as % Ag increased. This is reflected in the
ESR parameter trends. Also, since there would be a distrib-

2+ution of NaCl cluster sizes, one would expect a range of Ag
species to be produced, as was observed.

2+The Ag species produced by UV exposure were in AgCl 
clusters since the ESR parameters were close to those observed 
for (AgCl^)4- in AgCl.

2+The two different types of Ag species produced by 
'y-and UV-irradiation suggests a localization of excitations. 
This, as well as the existence of a AgCl-like conduction band, 
strongly indicates that these alloys have a persistence-type 
band structure. Thus, 7-irradiation produces holes in a NaCl- 
like valence band which in real space is located in NaCl 
clusters. Hole mobility is low, and holes are trapped at 
isolated Ag ions in these clusters. Conduction electrons in
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a NaCl-like conduction band have a higher mobility and migrate 
into the lower energy AgCl-like conduction band (see Figure 10). 
Physically, these electrons are in AgCl clusters or percolated 
clusters. Thus, the physical separation of charge carriers 
would account for the exceptional electron lifetime observed 
in these solids. UV excitation produces holes and electrons 
in a AgCl-like valence band and conduction band. This excit
ation occurs in the AgCl clusters or extended clusters, and 
the increased likelihood of recombination is reflected by the 
greatly reduced quantum efficiency which is observed, and by 
the fact that only those electrons localized in clusters are 
long-lived enough to be detected. Optical absorption and 
emission studies are required in order to elucidate the band 
structure of these materials; however, these alloys do not 
appear to behave as perfect crystals. This contradicts an
earlier study by Kanzaki on Li/AgBr.

The asymmetric lineshape of the CESR line observed at
g = 1.888 in fresh powders is not well understood. The degree
of asymmetry was quite variable from sample to sample. It
cannot be due to the distribution of powder grain sizes, since
the grains were several orders of magnitude larger than the
quantum size regime. It does not simply arise from the
presence of background signal C, since lines in 80^ Ag powders,
where signal C was negligible, were as asymmetric as those in
10^ powders. The asymmetry might arise from overlapping
lines with small g-value differences due to subtle differences
in percolated cluster geometries and dimensionality. Since
there can only be one infinite percolated AgCl cluster per 

21grain, these lines would originate from different grains. 
Some mechanism must be proposed to explain the disappearance
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NaCl

AgCl "impurity band

V. B.

NIE)

FIGURE 10
Schematic diagram of the band structure for Ag/NaCl 
binary mixtures.
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of these differences as the CESR line became Lorentzian with
time. A similar asymmetric CESR lineshape has been observed

17in Pb-doped AgCl powders. This problem is discussed in more
detail in Chapter 4-.

On ageing, the CESR g-value shifted from 1.888 to 1.886,
closer to that observed in pure AgCl. Only in very old, or
heat-treated samples was a separate AgCl phase, with a CESR
line at g= 1.877, detected. It is thought that this g-shift
reflects a decrease in matrix effects on the AgCl extended

2 +cluster. This change parallels the shift in Ag parameters
towards those measured at impurity silver levels in NaCl.
Thus, with time, the AgCl and NaCl clusters and percolated
clusters grew in size and became less inter-mixed. This
resulted in increased charge carrier separation, as in a
heterojunction system, which was reflected in the much greater

2+quantum yield of Ag and CESR signals in older samples.
These ageing effects may represent incipient phase separation
into 20% and 85% Ag phases. However, ageing effects (shift 

2 +in Ag parameters, appearance of CESR line) were also obser
ved at silver concentrations less than 20%, outside the misc- 
ibility gap, where this phase separation is not expected to 
occur.

It is interesting to note that while 7 -irradiation 
produces stable Ag^^ centres in AgCl/KCl mixtures, no long- 
lived conduction electron was observed in either powders or 
"single crystal" mixtures. AgCl and KCl do not form solid 
solutions. However, one might expect the heterojunction 
system that is formed to allow charge separation in the same 
way as the aged AgCl/NaCl samples.
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The relative stability of bound and free electron states 
in a cluster is expected to depend on cluster size and geom- 
etry (Chapter l). The lineshape and g-value of signal C 

indicate that the electron is free or nearly free, bound to 
shallow traps, in the silver chloride clusters.
ENDOR measurements might be able to determine if the Ag atoms 
observed at 10-30% Ag levels are localized in AgCl clusters, 
and possibly the size and geometry of such clusters. Future 
work might also correlate the distribution of cluster sizes 
expected for a given Ag concentration and the position and 
shape of line C.

The CESR signal from percolated clusters was narrow and 
asymmetric at low electron concentration (Figure 7). Once 
again, a distribution of g-values from various "cluster" sizes 
is invoked to explain this asymmetry; however, in this case, 
the "clusters" are not envisaged as electrons localized in 
physically separate clusters, but to electrons confined to 
potential wells in the percolated AgCl cluster. Such local
ization (Anderson localization) can occur if the ratio of the 
fluctuation in the depths of the crystalline potential wells 
(Vq ), which results from the disorder of the alloy, to the
conduction bandwidth, B, is less than ̂ 2 ^ ^  and has been obser-

27ved in doped semiconductors. Even if the criterion, for
Anderson localization is not met, localization of wavefunctions
can also occur in band tails (Figure 10). Then, a critical
energy, E^, exists below which wavefunctions will be local- 

2 8ized. The disorder responsible for the localization is 
assumed to arise from variations in the Coulomb potentials of 
the silver and sodium ions. The band tails might also be 
considered to result from band bending at the interface of
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NaCl-rich and AgCl-rich phases. This view is supported by 
the fact that the asymmetry of the CESR line at low concentra
tions was especially pronounced in older samples. Whether the 
electrons are localized in bandtails or are Anderson localized, 
the localized wavefunctions are generally considered to be 
atomic. In this case, the asymmetric CESR line observed at 
low electron levels is interpreted as arising from a distribu
tion ̂of motionally narrowed CESR lines which implies that the 
"localized" wavefunction extends over sufficient atoms to give 
rise to motional narrowing. This might occur for electrons 
localized in hydrogenic orbitals, at various shallow traps.
The radius of such orbitals is expected to be between twenty 
and thirty angstroms in silver chloride. Further lineshape 
studies and DC conductivity measurements are necessary to 
confirm this interpretation.

We have not been able to detect molecular silver atom 
clusters characterized by distinct hyperfine features in these 
systems. The presence of such clusters in small concentrations
in the samples with less than 30% Ag might be easily masked by 
the Ag^^ spectrum and the broad Ag° lines. Unfortunately, at 
low Ag concentrations (<3%), where spectral resolution is 
better, Ag atoms are apparently too widely separated, and the 
Ag"*” mobility too low for aggregation to occur. The low Ag^ 
mobility results from the Schottky defect structure of the 
NaCl host. The 2.011 line, tentatively assigned to "metallic" 
Ag atom clusters, was only observed at silver concentrations 
greater than about 30%, where Ag^ mobility might be expected 
to be higher.
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3.5 CONCLUSIONS
The events leading to the formation of stable conduction

electron systems in NaCl/AgCl crystals can be summarized as
follows. Initial electron loss on irradiation results in the

- 2+formation of Cl^~ (V^) or Ag centres, the former being
favoured in Na^-rich systems and the latter in Ag^-rich systems.

2+The centres are relatively mobile and react to give Ag 
_________

Clg" + Ag""" => 201" + Ag2 +

2+It is stressed that the Ag centre is better represented as
(AgCl^)^", the hole being stabilized by partial delocalization
onto four of the Cl ligands.

The ejected electron is trapped at isolated Ag^ ions to
give Ag°. "Isolated" refers to Ag"̂  centres in a NaCl enviro-
ment. As the concentration of Ag"̂  increases, there may be a
tendancy for Ag° to move towards neighbouring Ag"*" ions to give
isolated (Ag-Ag)^ centres. It has already been established

2 +  3 +that such centres, as well as Ag^ and Ag^ , are readily 
formed by Ag° in other m e d i a . S o m e  ESR evidence for (Ag-Ag)^ 
units has been obtained for dilute KCl/AgCl crystals,but 
no clear evidence for such entities was obtained in the present 
work. Indeed, instead of moving towards Ag° clusters, there 
is a tendency for electrons to accumulate in a AgCl-like 
conduction band.

Initially, broad conduction electron signals are detected 
co-existing with Ag° signals. These are due to electrons 
confined to small AgCl clusters, whilst the Ag° and Ag^^ 
centres are formed by silver in NaCl environments. As the Ag"̂
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concentration increases, so these clusters grow and eventually
combine, at the percolation limit, to give large AgCl domains
which extend effectively throughout the whole volume of the
crystal. In this model, the conduction electron is unable to

2+penetrate to some of the Ag ions in the NaCl-like zones 
because the AgCl-like conduction band is well below the NaCl- 
like conduction band, and, it seems, tunnelling through this

24-barrier to the isolated Ag ions is unfavourable. Thus, 
charge carrier separation, and the resulting decrease in re
combination inefficiencies, account for the remarkably long 
free electron lifetime observed in these systems.

In the AgCl-rich systems, a reverse clustering is en
visaged in which there are NaCl clusters contained within an
AgCl enviroment. These still contain isolated Ag^ ions which

24-can form trapped Ag centres. Evidently, under these 
circumstances, electrons ejected in such zones move down into 
AgCl-like bands before they can become trapped to give Ag° in

24-the NaCl regions. Any Ag ions formed in the AgCl region will 
be transient since the back reaction with electrons to give 
Ag^ ions (with emission of blue light) is very favourable.

24-Thus, the most stable Ag species produced by 'y-irradiation 
were located in NaCl clusters. Their ESR parameters reflected 
the increasing covalency of the lattice as the Ag concentration 
was increased and the NaCl clusters decreased in size. In

24-contrast, UV exposure produced Ag in AgCl clusters. This 
difference, along with the observation of conduction electrons 
in a AgCl-like impurity band, indicates that the AgCl/NaCl 
mixtures cannot be treated as perfect crystals. On this basis, 
it is suggested that these solids have persistence-type 
structures.
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The g-value of 1.890 - 1.888 for the CESR signal arising 
from percolated AgCl clusters was larger than that measured 
for CESR in AgCl. The CESR line shifted to 1.886 with ageing. 
Correlated X-ray diffraction and ESR studies would determine 
the structural change responsible for this shift. Such studies 
could also provide additional information on impurity band 
CESR and on surface and matrix effects on the CESR g-value of 
clusters. Lineshape studies of the CESR signal suggest that 
at low electron concentrations electronic wavefunctions are 
localized. However, this localization appears to extend over 
sufficient lattice sites to cause motional narrowing of the 
ESR resonances.
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CHAPTER 4

The Analysis of CESR Lineshapes and g-values in Some 
Si^^_Halide2^s^^YSt^^

4.1 Introduction
As described in Chapter 2, the toiperature dependence of the 

paramagnetic susceptibility can be used to characterize a material 

as a metal or a non-metal and to distinguish between shallowly trapped 
or mobile carriers. Characteristics of the sartple, such as ccmpos itional 
honogeneity, structural uniformity and powder grain size, as well as 
details of its conduction processes can scmetimes be deduced frcm the 
tonperature dependences of Ti and Tz and frcm the shape and g-value of 
the CESR line.

Such information is of use in evaluating and irtproving the efficiency 
of practical silver halide photographic systans in which CESR signals 
have been observed. These include Pb^^- and Cd^'''-doped AgCl^ and AgBr^ 
powders Br"-doped AgCl powders and single crystals.^

In this chapter, lineshape studies of the CESR signal in 40% Ag/NaCl 
powders and single crystals are described. These studies expand the 
picture of the AgCl/NaCl binary mixtures presented in the last chapter.
It is of interest to conpare these with the results of lineshape 
analyses of CESR signals in the doped AgCl systems studied. These 
include Pb̂ '''-doped, Br "-doped and I "-doped AgCl pcwders as well as two- 
phase AgCl/AgClI powders. The observation of a CESR signal in the 
latter two systons is reported here for the first time.

Conduction electrons, produced by photolysis, in pure silver halides 

have lifetimes too short to allow their detection by ESR. With a 
modulation frequency of 100 KHz, an ESR spectrcmeter is limited to the 

detection of species with lifetimes greater than 100 usee. At 90 K,
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microwave photoconductivity and photodielectric measurements indicate
3that the conduction electron has a fast ccmponent of less than 7 y sec. 

For longer times, the conduction electron is equilibrated with 
electrons in shallow intrinsic traps, and both decay over a time of

3~40 ysec. One might expect, however, that shallowly trapped electrons

could be observed, since at 1.5 K these have a lifetime on the order of

2 sec,^ and a concentration in pure samples (~1 0 ^̂ )^ sufficient for
detection by ESR. Indeed, at 1.5 K,a CESR signal has been detected in 

2pure AgCl viiich could be attributed to shallowly trapped electrons.
CESR signals frcm either shallowly localized or conduction electrons 

have been observed at higher temperatures only in doped silver halide 
samples. The CESR signal which was observed in Pb̂ "̂ - and Cd '̂"'-doped 
AgCl powders following band gap exposure was indefinitely stable rp to 
~120 K and was observed in powders doped with as little as 0.1 mppm 
(2 X 10^^ ions/cm^) of the divalent cation.^ The g-value of 1.88 was the 
same as that measured in pure AgCl at low temperatures, within experi
mental error. A narrow line at 1.88 was also observed in (X)MR studies 
of pure AgCl, arising frcm the reconbination of free or nearly free

7electron with localized holes.
For exposures below 30 K, both the CESR signal and the self-trapped 

hole were detected. The self-trapped hole decayed above 30 K; deeper

t Microwave photoconductivity and microwave photodielectric experiments 
consist of measuring, respectively, the sample-dependent Q and 
frequency changes in a microwave cavity, which are induced by light. 
The Q change results from a change in the conductivity of the sample 
which to first order results from free electrons.® Holes are not 
expected to have sufficiently high mobilities to respond to the 
10 GHz frequency of the microwave field.® The frequency shift arises 
from changes in the dielectric constant of the sample which to first 
order results from the polarization of shallowly trapped electrons.® 
Microwave techniques are very sensitive and particularly well suited 
to the study of silver halides and of powdered samples since the 
need for contact electrodes is eliminated.
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hole-trapped species were not detected following this decay. Above 

120 K, both the CESR signal and the microwave photoconductivity signal 
decayed at the same rate. The decay was comprised of a fast and a 
slow ccmponent with identical activation energies but different 
frequency factors. Below 140 K,the activation energy was 0.050 eV and

gabove 140 K it was 0.36 eV. The sign and magnitude of the microwave 

photodielectric shift, -1 MHz, implied that the shift resulted from the
gpolarization of shallowly trapped electrons. The shift decayed at the 

same rate as the long decay ccmponent of the CESR and photoconductivity 
signal. The effects just described were also obtained in AgCl powders 
"washed" with Pb̂ '*’ or Cd̂ '*'. No CESR signals were observed in doped 
single crystals.

On the basis of the above data, the following model was proposed.
The microwave and CESR signals were associated with a surface or sub
surface impurity band of divalent cations. ̂ Pb^‘*‘ and Cd̂ ''" are known to
diffuse readily in the silver halide lattice ultimately segregating at 
grain boundaries.̂  For dopant levels of ~5 mppm (4 x lO^® ions/cm®), 
surface levels of 1 0 ^-1 0** mppm (8 x lO^^-1 0 °̂ ions/cm®) may be reached. 
The longer electron lifetime was attributed to the lower electron 
mobility in the impurity band and a partitioning of photoelectrons to 
the grain surface and photoholes to the grain interior. The high 
temperature activation energy was close to that for the diffusion of an 

interstitial silver ion.^^ Thus, the high temperature decay was 
associated with the trapping of electrons at interstitial silver ions. 

This was consistent with the observed build-up of the Ag° CESR signal 
concomitant with the decay of the Pb^'*'-associated CESR signal. ̂ It was
also consistent with the photographic observation that Pb^^ sites

12"locate" the latent image. The change in the 0.36 eV activation
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energy below 140 K reflected the freezing of ionic motion at low

temperatures. Furthemore, it was proposed that the trap depth of the
latent image speck was deepened by the presence of a nearby Pb̂ "*" site.
This proposal is supported by the observation that Pb̂ ''’-doping reduces

13the dispersity of the latent image on the surface.
The origin of the fast and the slow decay components in AgCl might

be the same as for the fast and slow decay components of the microwave
photoconductivity signal in AgBr. In AgBr, as in AgCl, the long decay
had an activation energy close to that for interstitial silver ion 

14motion. As in AgCl, the activation energy for the long decay decreased 
below a critical temperature, in this case, 90 K. Unlike AgCl, the fast 
decay had an activation energy different from the long decay, of 0.024 
eV. The conduction process which was associated with the fast decay was 
the dominant conduction mechanism above 165° K. It was proposed that 
the microwave photoconductivity signal could be attributed to two types 
of mobile electrons: electrons in the conduction band and electrons in
an impurity band, possibly moving by a hopping mechanism. The decay of 
the conduction electrons into a Pb^^-associated impurity band .024 eV 
below the conduction band edge gave rise to the short decay ccmponent 
of the photoconductivity signal. Above 90 K, electrons decayed frcm the 
impurity band by trapping at interstitial silver ions. Below 90 K, the 
impurity band electrons decayed by hopping to trapping sites with an 
activation energy of .010-.060 eV. The latter two decay processes gave 
rise to the slow ccmponent of the photoconductivity decay. The photo

dielectric shift was associated with the impurity band electrons. These
apparently stayed trapped long enough to contribute to the sample 

14polarization. Thus, it is likely that the fast and slow decay 
components of the CESR signal in Pb^^-doped AgCl also arise from
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conduction band and impurity band electrons, respectively. It was the 

purpose of the study described below to determine if the temperature 
dependence of the CESR lineshape was consistent with this assignment. 
Attempts were also made to explain the g-value torperature dependence 

and the asynmetric shape of CESR line.

In order to better define the terms "conduction electron" and 

"impurity band electron", which have been used rather loosely up to 
now, and to provide a model against vdiich to evaluate the results of 
this study, it is useful to review that model which has been applied to 
P:Si.^^'^^ As described in Chapter 2, one expects that as the impurity 
concentration is raised, eventually the impurity wavefunctions will 
overlap sufficiently for metallic conduction to occur. Considering 
this in more detail, at low concentrations, phosphorous ions are well 
separated and each "extra" electron is localized on its atom. As the 
phosphorous atoms become more closely spaced, their ground state 
wavefunctions overlap forming an "impurity valence band". If the 
semiconductor is uncompensated, this valence band is full so that no 
impurity conduction in the impurity valence band occurs. In addition,

d o u b l y  o c c u p ie dof course, an "impurity conduction band" forms from the  ̂ levels 
of the phosphorous atoms. The excitation of an electron to the impurity 
conduction band is analogous to placing a second electron on a phosphorous 
atom. For well separated atoms, the energy required for this, correspond
ing to the "impurity band gap", is (I-A) vÈiere I is the ionization energy 

of the isolated P atom and A is the electron affinity. Because the 
excited state orbitals are more extended, the upper band forms before 
the lower band. As the phosphorous atoms become more closely spaced, 
the impurity band gap decreases. The semiconductor does not become 

metallic Wmen the impurity valence band and impurity conduction band
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merge. This is because states in the band tails are localized due to 
the disorder of the semiconductor. Rather, the system becomes 

metallic when the Fermi level crosses a mobility edge Ec, above which 
electron states are non-localized (Figure 1) . This crossing of the 
mobility edge as a result of a band structure change is referred to as 
a Mott transition. If the Fermi level is raised to cross the mobility 
edge by injecting electrons, the metal-insulator transition is referred 
to as an Anderson transition. The upper and lower impurity bands are 

referred to as the upper and lower Hubbard bands, separated by the 
Hubbard gap. In P:Si, the upper Hubbard band forms at a phosphorous 
concentration of 3 xlo^® ions/cm®. At concentrations lower than this, 
the P" ions are well separated and the extra electron is bound to the 
atcm with an energy of .0017 eV. At this concentration, P° states are 
.04 eV below the conduction band edge. After the formation of the upper 
Hubbard band, the binding energy of the lowest energy P" states increases 
to .008 eV. This energy corresponds to the depth below the conduction 
band edge of electrons localized in band tails of the upper Hubbard 
band.^^ At a donor concentration of 1 xio^^ ions/cm®, the lower Hubbard 
band forms. As the donor concentration is increased still further, the 
upper and lower Hubbard bands merge, and at a concentration of 3 x lo^® 
ions/cm® a Mott transition occurs. The upper Hubbard band merges with 
the conduction band edge at ~3 x ions/cm®.^^

If the semiconductor is "ccmpensated", containing shallow hole traps 
virLch can accept electrons frcm the filled lower Hubbard band, then 
hopping conduction can occur in the lower Hubbard band.^^’̂ ^ This is a 
thermally activated rather than a tunnelling process as a result of the 

local fields of the acceptor ions and the random distribution of the 
impurity ions. The activation energy. Eg, corresponds to an average of



133

C.B.

E

N(E)

E

r

FIGURE 1
a) Density of states diagram for a carpensated, insulating 

p-type sQTiiconductor shewing the upper and Icwer Hubbard 
bands.

b) Schematic representation of the variation of the activation 
energies ei, £2 and £3 with r, the distance between donors. 
After reference 19.
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the difference in potentials between impurity sites. At high concen
trations Wiere overlap in the lower Hubbard band is strong, £3 goes to 
zero in ccmpensated seniconductors. In ccmpensated, insulating, semi

conductors, conduction can occur either by excitation of electrons to 
the mobility edge where either hopping conduction or a band process can 

take place, or by ionization of the donor and excitation of the 
electron into the conduction band where a band process takes place.

The activation energy for the first process is £2 and for the second 
process £ 1. These two activation energies differ the most near a Mott 
transition (Figure lb).

Thus, Pb^'^-doped AgCl is analogous to heavily ccmpensated P:Si. On 
exposure, it may be possible to raise the Fermi level high enough for 
an Anderson metal-insulator transition to occur. If the Pb̂ '*’ ions are 
close enough for a Mott transition to take place, and if the Fermi 
level can be raised past the mobility edge, the sartple will be metallic 
at all temperatures. Impurity conduction might be expected to occur in 
the lower Hubbard band. The activation energy for this would be £ 3  or 
£1 depending on the separation of the Pb̂ "̂  sites. The model described 
above can probably also be applied to pure AgCl since the concentration 
of intrinsic shallow traps is fairly high.

4.2 Experimental
Pure silver halide powders were prepared by adding IM solutions of 

silver nitrate and the appropriate potassium halide salt, at a rate of 

~10 m£/min, to an equal volume of water with stirring. All of the 
solutions were acidified (pH’̂ 4) and kept at ~70°C. The fine powder that 

was produced was then washed with water and reagent grade acetone and 
dried under vacuum in a dark oven at 50°C. Distilled, deionized water, 
with a resistivity of 10 mega ohm-cm was used for all of the preparations
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vÆiich were carried out in acid-etched glassware.
All of the sannple preparation and handling procedures were carried 

out under dim red light (Wratten lA filter) . Electron micrographs of 

powders previously prepared by this technique have shown that the 
grains are "clumped" with very irregular shapes and "diameters" ranging 
between 2 and 4 microns.

The AgNOa salts used in the above preparation were either prepared
from 6N Ag shot (Alfa Products) dissolved in triply distilled HNO3 , or
frcm reagent grade AgNOa recrystallized three times frcm triply
distilled HNO3. The latter method has been shown to decrease to the

20total impurity content frcm .35 weight ppm to .05 ppm. High purity 
potassium halide salts were used (Alfa Products, "Ultrapure", 5N and 
"Purex" 7N) for the silver halide precipitations without further 
purification. The dopant salts Cd(NOa) 2 and Pb(N0 a)2 were recrystallized 
twice and added to the silver nitrate solution at levels ranging frcm 
2-50 mppm (2-100 x 10^^ ions/cm^) .

The Br "-doped AgCl single crystals were grown under chlorine by the 
standard Bridgman technique, the materials being held in HF-etched 
quartz tubes.

Silver chloride emulsions doped with 3% and 6% iodide were supplied 
by Dr. M. Ledger, Kodak Ltd. (Harrow) . The iodide salt was added at 
points 50% and 67% into the precipitation process, resulting in grains 
having a pure AgCl core and an external sheath consisting of a 6% and 

11% Agl/AgCl phase, respectively. The addition of iodide resulted in 
grains which were irregular spheroids, with an approximate diameter of 
.6 microns, instead of the usual well-defined cubic AgCl morphology.

The iodide-doped emulsions were "degelled" in order to increase the 

density of silver halide grains in the sample and, thereby, to optimise
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the concentration of photoactive sample in the ESR cavity and to improve 
the ease of handling. Degelling consisted of heating the emulsion to 
40°C at Wiich point it began to flow, adding an equal volume of distilled 
water, centrifuging the sample and, finally, decanting the gelatin- 
containing liquid. Distilled water was added to the centrifugate which 

was then stirred and recentrifuged. The process was repeated a third 
time after which the compacted material was washed with acetone and 
air-dried at rocm tanperature. The grains of AgCl produced by this 
treatment retained a thin sheath of gelatin, but they packed well into 
an ESR tube.

The degelled emulsions were transferred to ESR tubes and cooled to 
77 K in the dark and measurements were then made in subdued lighting. 
Thus, the samples were not exposed to actinic light at roan temperature. 
Controlled irradiations were made at low températures in the ESR cavity 
using a 20OW high pressure mercury arc lamp v^ose output was attenuated 
with an IR and red light blocking filter, and either a 325 or 400 nm 
band pass filter.

The AgCl/NaCl samples discussed below were prepared and y-irradiated 
in the manner described in Chapter 3.

ESR measurements were carried out on a standard Varian E109 spectro
meter. Measurements below 77 K employed an Oxford Instruments ESR-9 
cryostat.

CESR signals were not detected in all of the doped AgCl powders or 
in any of the AgCl single crystals prepared for this study. This lack 
of sample reproducibility is attributed to the inadvertent incorporation 

of transition metal impurity ions. Cû "** was detected by ESR in same of 
the powler samples at the sub-part-per-million level. In melt-grown 

single crystals, Mn̂ "̂  and Fê '*’ were the predominant transition metal
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impurities and were present at the ppn level. They were probably present
as aggregates in the precursor powder samples and were dispersed during

crystal growth to be included as isolated, substitutional ions. All of
21these impurities act as deep electron traps or recombination centers. 

Their presence would be expected to shorten the lifetime of free or 
shallowly trapped electrons.

4.3 Results
4.3.1 Pb̂ '''-doped AgCl pov\xiers and two-phase AgCl/AqClI emulsions

Following the exposure of the Pb^ "’’-doped silver chloride powders to
band gap irradiation (X <325 nm) below 140 K, a single, narrow ESR line
was observed vhich is shown below to have a behaviour consistent with
the earlier assignment to mobile electrons.̂  The photoproduced hole
was self-trapped as (AgCle)*̂  and detectable by ESR below 30 K (Figure
2) . This signal decayed irreversibly at temperatures above 30 K through
a process in vhich the hole was initially detrapped and subsequently
localised at other deep intrinsic or extrinsic defect sites. The

21existence of "ESR silent" hole traps has been noted previously.
The CESR line had a Lorentzian lineshape at low power levels which 

became increasingly asymmetric as the power was raised to saturating 

levels (Figure 3) . The asynmetry ratio, A/B, decreased with power to a 
minimum value vÆiich was obtained when the signal was well-saturated.
The CESR line in 40% Ag/NaCl sanples had a similar behaviour which is 
shown in Figure 12. For the Pb^^/AgCl powders, the high field lobe of 

the asymmetric line was broadest. Each lobe of the asymmetric line 
could still be fitted to a Lorentzian lineshape. The CESR line also 

became increasingly asymmetric if the power was kept constant and the 

temperature was raised (Figure 4) .
Although the height of the CESR line increased as the temperature was
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g= 1 8785
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(AgBrClg)

T=30K
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g= 1 88

FIGUEE 2
An X-band ESR spectrum of (a) a AgCl pcwder containing 1.7 x 10̂  ̂
i o n s / o f  Pb after band gap excitation at 30 K, (b) a AgCl 
powder containing 5 x lo^® ions/cm^ of Br” ions during band gap 
excitation at 30 K [from reference 1].
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raised between 10 and 77 K, this was the result of line narrowing and
unasked a decrease in the paramagnetic susceptibility. The relative

paramagnetic susceptibility, Xr was calculated from the derivative
peak height, y^, and the peak-to-peak linewidth, AHpp, according to 

22the relationship:
tX = Ym (AHpp) ̂   (1)

3

The temperature dependence of 1/X below 77 K is shown in Figure 5.
The susceptibility continued to decrease with increasing temperature 
above 77 K until the CESR signal decayed irreversibly. Below 30 K the 
linewidth was very large so that the measurement of X was not possible.

The spin-lattice relaxation time, Ti, was calculated frcm power
saturation studies at 77 K, performed according to the method described 

22by Poole (Figure 6) . The spin-lattice relaxation times measured by 
the saturation method and the spin-spin relaxation times calculated 
frcm the CESR linewidth are collated in Table I for all the systans 
studied. At 77 K, Ti was (5 ± 4) x 10 ® sec. It was assumed that the 
cavity calibration factor, K, was unity (equation 2.13) . This assunption 
is expected to affect the value of Ti by less than a factor of 2. The 
Lorentzian lineshape suggests that the CESR line was homogeneously 

broadened and so it is valid to extract the spin-spin relaxation time 
frcm AHpp. T2 at 77 K, corresponding to a linewidth of 1.43 gauss, was 

(5 ± 1) X 10“® sec. The discrepancy between Ti and Tz is outside the 
limits of error for the measurenents. The temperature dependence of T 2 

is shown in Figure 7. The linewidth was approximately independent of 
temperature above 60 K, and then increased rapidly as the temperature 

was lowered.
The g-value of the CESR line in Pb^ "‘‘-doped AgCl powders was 1.8785 ± 

0.0002, measured at non-saturating power levels. The line shifted to
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□  40% Ag/NaCl polder: fresh
O 40% Ag/NaCl powder: 1 week old
A 10% Ag/NaCl pcwder: 6 months old
X AgCl pcwder: Pb^‘‘‘-doped (Ixio^® ions/on^)
+ AgCl pcwder: I"-doped, two-phase

2 4

20

to

.6L.fD
0 8

04

80

Temperature (K )

FIGURE 5
The temperature dependence of the inverse relative paramagnetic 
susceptibility (1/X) of the CESR signal for several systems.
The solid lines depict Curie lav/ behaviour. The dashed lines 
are a guide for the eye. The 10% Ag/NaCl pcwder is included 
for corparison.
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FIGURE 6
The pcwer saturation behaviour of the CESR signal in a 
Pb^^-doped AgCl pcwder (1 xio^® ions/cm^) at 77 K.
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□ 40% Ag/NaCl powder: fresh

O  40% Ag/NaCl pcwder: 1 week old

A  10% Ag/NaCl powder: 6 months old

X AgCl powder: doped
(1 X 10̂  ions/on^) 

AgCl powder: I "-doped 
two-phase

OL16

20 40 60

Temperature (K )

FIGURE 7
The CESR linewidth as a function of temperature. The solid 
lines are a guide for the eye. The dashed line is an exarrple 
of a 1/T taiperature dependence.
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lower field with increasing microwave power, in the manner shown later 
in Figure 11 for 40% AgCl/NaCl powders. Within experimental error, g 
was found to be independent of torperature below 77 K. It did not 
shift during band gap exposure. In agreement with the more complete 
measurements described in reference 1, the g-value did not depend on 

Pb^^ concentration. In this study, careful g-value measurements were 
not made above 77 K; however, the earlier study reported that the CESR 
line shifted to lower field as the temperature was raised above about 
100 K.^

The results obtained frcm the degelled I/AgCl emulsion with a 6% 
iodide phase were identical to those obtained frcm the enulsion 
containing an 11% phase. A CESR signal was observed at g = 1.8785 ± 
0.0003 following band gap irradiation. The signal was less stable then 
in the Pb^^/AgCl system and began to decay at about 80 K. The line was 
approximately Lorentzian at low power levels (Figure 8b) . It became 
asymmetric with increasing power (Figure 12), and the high field lobe 
was the broadest. As in the Pb^^-doped powders, the CESR line shifted 
to lower field at high power levels (Figure 11). The temperature 
dependence of the paramagnetic susceptibility was very similar to that 
observed for Pb^^-doped powders and is shown in Figure 5. The linewidth 
at 77 K was 0.70 gauss which corresponds to a Tz of (1 ±.5) x 10"^ sec.
Ti, measured by the saturation method at 45 K, was (8 ± 7) x i o “  ̂ sec;

Tz at 45 K was (5 ± 0 . 5 )  x i o “ ® sec. Thus, Ti and Tz were not equal.
An additional narrow line was observed in the two-phase AgCl/AgClI 

emulsions following band gap excitation. This was much weaker than the 
CESR line and had a g-value of 1.8934 (Figure 8a). Its linewidth and 

temperature behaviour have not yet been thoroughly studied.

For the systems reported here, the CESR signal intensity reached a



147

T = 45K

a)
so G

Cu** 9=1-8934

9=1-8785

b)

9=1-8785

FIGURE 8
a) X-band ESR spectrum of a 3% I~ tv\80-pbase AgCl/AgClI 

degelled emulsion at 45 K after band gap excitation.
b) g = 1.8785 CESR line fitted to a Lorentzian (•) and 

a Gaussian (a ) lineshape.
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maximum after several seconds of band gap exposure. Most of the 
measurements were made during irradiation. It was assumed that this 
resulted in a steady state population of conduction band electrons.
Band gap irradiation did not affect the g-value of the CESR line. 

Likewise, at low power levels and at temperatures at which the CESR 
line was stable, band gap irradiation did not affect the CESR lineshape 
or intensity. However, at higher power levels, the linewidth increased 
and saturation was reached at slightly lower power levels with the 

light on (Figure 9) . Ti, measured with the light off at 45 K in the 
iodide-doped emulsions, was (4 ±4) xlO”  ̂sec. These changes were small 
and did not affect the overall trend of the results reported here.
Unless otherwise noted, all data reported here were measured during 

irradiation.
Although the CESR line did not change, a reversible shift of the

cavity resonance frequency of +0.8 MHz was observed when the light was
turned on. The AFC (automatic frequency control) lock stabilized
essentially instantaneously viien the light was turned on or off. This

2is in contrast to sane samples studied previously. In these samples 
measurenents could not be made during irradiation because light so badly 
detuned the instrument. When the light was turned off the cavity 
frequency and Q reached equilibrium on a time scale of tens of seconds.

Qualitatively, the same results were observed in Pb^^-doped AgBr 
powders as in AgCl. A g-value of 1.4870 ± .0002 was measured at low 

powers. The linewidth at 77 K was 0.7 gauss.
4.3.2 One-phase I "-doped and Br "-doped powders

No CESR signals were observed in the AgCl powders uniformly doped 
with iodide at 3 and 6% dopant levels. In the 1.2% I "-doped AgCl powder 
a weak single line was observed at g =1.8693 following band gap exposure
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FIGURE 9
Signal height (a) and linewidth (b) of the CESR line as a function 
of micrcwave power in a 3% I’, two-phase AgCl/AgClI degelled 
emulsion. [The dots and x's represent data measured at 45 K with the 
light on and off respectively.]
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at low temperatures. The signal decayed irreversibly above 30 K. The 
signal was too weak for lineshape studies but had a linewidth less than 
one-half that of Pb^"’’-doped AgCl powders and two phase I “/AgCl emulsions 

at comparable tonperatures.
No CESR signals were observed in Br“-doped AgCl powders at Br" 

concentrations of 5% or greater. In the 1% Br~-doped AgCl sample a 

weak signal at g =1.878 was observed at temperatures less than 30 K.
The (AgClsBr)**" species was too broad to be detected. Once again, the 

line was too weak to permit lineshape analysis.
4.3.3 40% AqCl/NaCl powders

This concentration of silver was chosen as a representative example 
of the AgCl/NaCI mixed system. Variations within the system as a 
function of concentration have not yet been investigated.

The powders discussed here were y-irradiated 30 minutes at 77 K.
Thus, the asymmetric CESR line observed at low power levels and assigned 
to localized electrons (Chapter 3) is not discussed here.

The behaviour of the 40% AgCl/NaCI powder differed markedly frcm the 
systans just discussed in a number of aspects. The first of these was 
the CESR lineshape. The CESR line, vdiich was observed after 30' y- 
irradiation was asymmetric even at low power levels. In a fresh powder, 
the asymmetry ratio was 0.66. This falls within the error limits of the 
fairly constant A/B ratio of 0.64 ±0.07, measured in fresh AgCl/NaCI 
powders over the concentration range of 30% to 80% (Table II). Each 
lobe could be fitted to a Gaussian lineshape (Figure 10a). In contrast 

to the asymmetric CESR line in the Pb^^- and I "-doped powders, the line
width was symmetric about the crossover point. As before, A/B decreased 

with increasing power. A minimum was reached at approximately that 
power v^ere saturation of the line began to level off (Figures 12 and 13).
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g=1'8B87

T=77K
W %  AgCl/NaCI 

powder
gain x 1

5G

T = 5K
4 0 %  AgCl/NaCI 

powder gain x 32

g=1 8785

Tr77K
Pb'VAgCl

powder

gain x 14

T = 30K
Pb^VAgCl powder

gain x 180

FIGURE 10
Spectra of CESR lines in a 40% AgCl/NaCI pcwder (a, b) and 
in a Pb^VAgCl powder (c, d) illustrating the increase in 
linewidth with decreasing tanperature. [The dots and
triangles in (a) are the calculated points of a Gaussian 
line, fitted to the positive and negative lobes respectively.
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The CESR line was broader than those described above, with a linewidth 
at 77 K of 4.5 gauss. The linewidth was independent of temperature 

down to 20 K vhere it began to broaden slightly with decreasing 

tonperature (Figure 7). The contrast with the tonperature dependence 
of the Pb^VAgCl CESR line is anphasized by Figure 10.

The toiperature dependence of the relative paramagnetic susceptibility 

was also qualitatively different frcm the Pb^^/AgCl or twc-phase AgCl/ 

AgClI emulsion. This is shown in Figure 5. The relative paramagnetic 
susceptibility was inversely proportional to tonperature, decreasing 
with increasing tonperature up to 160 K, vhere the signal decayed 

irreversibly.
The g-value of the CESR line was 1.8887 ± .0002 for the 40% AgCl/NaCI 

powders on vhich lineshape measurements were made. The error limits 
refer to variations frcm the average of g-values measured for different 
40% AgCl/NaCI powders vhich were prepared frcm the same 40% mixture of 
AgCl and NaCl, but quenched frcm the melt, ground up, y-irradiated and 
measured at different times. The error includes the errors incurred 
in the g-value measurement as well as those vhich might have resulted 
frcm differences between the samples. Typical variations in the ESR 

parameters of the CESR line for 40% AgCl/lSIaCl powlers prepared frcm the 
same batch material are shown in Table II. ESR parameters measured for 
the CESR line in different 40% AgCl/NaCI batches are also listed in 

Table II, showing that the variation in g rises to ± .0005 between 
batches. The ESR parameters for the CESR line for a series of 30%-80% 
AgCl/NaCI powders are included in Table II. The average g-value over 
the entire concentration range was 1.8882 ± .0010. There seems to be a 
trend to lower g-values at high silver concentrations but a larger series 
of measurenents are needed before it is possible to tell if this trend



1 5 6

a I
â

*
0\0

I
0

1

c\0

I

tr>

I
O1:

tp

+1
in KD CP (Nm VO in VO VO VO rH

+1 uro (P ro CP o VO CN (d<uTf ro ro koSH
+1 +>gro CN "T VO f—1 CO CN O00 <P CO CO CO rHCO CO CO CO CO CO CO o •a

CO 00 CO CO CO CO CO o (0
CO

1—1 1—1 rH rH rH rH rH 3
CO "3(g (Do o o o o o > -Pro in VO CO 30) iH
u "33 cS-p UX U•H •H8+1 0) ■§KD LD ro CO in Ü 3

kO VO VO o u3 O.o 3
CO 1

+1 rH
•33<y\ VO m ro VO u 33 Oro % U\ bObO< TJQ)o .3CN r- in O<p CO CO CO o 3

CO CO 00 CO o 0) 3
CO CO CO CO o 33*
1—1 rH rH rH CO 3

CO 30) 3 +>> 3+» 33 •H1—1 8
CO a+» 8 OCN Tf in o 3 3 CO

CO VO rH 0) 38 II0)u 3 3
+1 s 3 8•H

CO in VO VO CN 3 4-><Dro ro ro ro 8 4-» 33 00) 3 •H
CO 8 4->0) 3 3U •H-p 3 •3

r—1 rH '51* CN CN 3 3
CO 00 CO CO O p 3 h
CO CO CO CO O 0 3 Pi
CO CO CO CO O pH 8 M



15 7

is outside experimental error.
The variation in g-value within each 40% AgCl/NaCI batch was 

approximately the same as the variations in g-value measured for each 
of the AgCl systems discussed above and thus, most probably arises frcm 
measurement errors. The same trends in g-value with power and 
tonperature were observed as were described above. The g-value increased 
with power to a maximum value vhich was attained after the saturating 

power was reached. The g-value shift does not seem to be the result of 
a lineshape change since both the crossover and midpoint of the line 
shifted with power (Figure 11) . A small variation was observed in g 
with changing temperature. The g-value shifted from 1.8869 at 20 K or 
below to 1.8887 at 77 K. The g-value continued to shift to higher 
values with increasing temperature until the CESR line decayed 
irreversibly at ~160 K.

Following the formation of the CESR signal, a -3 MHz shift of the
resonance frequency of the filled cavity was measured.

y-Irradiated 40% Ag/NaCl single crys-tals were bronze coloured. A
Dysonian lineshape was observed in those samples vhich had been 
irradiated long enough for the skin depth to exceed the sample dimensions. 
The ratio A/B increased with irradiation time until the sample was so 
lossy that measurements could not be made. A/B was fairly independent 

of temperature above 77 K. Below 77 K,A/B approached unity with 
decreasing terperature. At present, the 40% Ag/NaCl system is not well 
characterized; the conductivity T 2 and To as a function of temperature 

are unknown. Thus, in order to determine Tz/To and d/6 for lineshape 

analysis, as described in Chapter 2, atteipts were made to measure 

(A/B)max- The maximum value of A/B vhich could be observed was ~7.

This is less than (A/B)max Tz/To =0° and large d/6, (see Figure 2.4),
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which made a quantitative analysis impossible. As for powder samples, 
in certain crystals several CESR lines were detected. The linewidths 
varied with the age and thermal history of the sample but tended to be 

much smaller than in the powiers. The narrowest lines detected were 
.1-.2 gauss wide.

As mentioned in Chapter 3, the g-value and linewidth of the CESR line 
produced after y-irradiation were strongly dependent on the age of the 

sample. Over the period of 1-7 days, the CESR signal broadened in the 
wings, becoming more Lorentzian in character and the overall linewidth 
increased. After annealing to a temperature vhich allowed the decay of 
some of the CESR signal intensity, up to three CESR lines could be 

resolved, depending on the sample. In a given sample, the linewidth 
of each CESR line was directly proportional to (Agf^ , as shown in 
Figure 14. Over longer periods of time, the linewidth narrowed again 
and only a single, nearly Lorentzian line at g = 1.886 was observed.
This behaviour was qualitatively the same for 30% Ag/NaCl to 80% Ag/NaCl 
powiers.

4.4 Discussion

4.4.1 Pb^"^-doped AgCl powders and twc-phase AgCl/AgClI emulsions
The observation of a lorentzian lineshape at low powers in both of 

these systems suggests that the CESR line was homogeneously broadened. 
Thus, the CESR line most likely arises from a single type of mobile 
electron and Tz can be extracted from the linewidth. Since Ti k=Tz, the 

variation of linewidth with temperature cannot be understood in terms of 
the spin-lattice relaxation methods discussed in Chapter 2. The 
inequality of Ti and Tz points to a breakdown in motional narrowing.
The AgCl lattice is isotropic so the inequality of the longitudinal and 
transverse relaxation times is not a result of low crystal symmetry.
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FIGURE 14
Plot of Ag^ vs AHpp for the CESR lines in a 1 day old 
40% Ag/NaCl powder. T = 77 K.
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Rather, the motion of the electron is not sufficiently rapid to average
23out spin-spin interactions.

Since Ti was much greater than T2 at 45 K and 77 K (Table I), the
CESR linewidth for both the Pb^^-doped powders and I -doped onulsions
was determined entirely by , the spin-spin relaxation time. One might
speculate that the relevant spin-spin interactions will be those that
most often give rise to hanogeneous broadening for localized spins in
solids, namely, electron spin - electron spin dipolar interactions, and

24electron spin - nuclear spin dipolar interactions. It has been 
estimated that at electron concentrations of 2 x 10̂ ® cm"® in P:Si that 
the former interactions are negligible and it is likely that the same 
is true of the systens under consideration here.^^’̂ ® The spin-spin 
interactions are therefore assumed to arise frcm the fluctuating 
anisotropic hyper fine fields experienced by the mobile electron. Since 
Ti»T2, and thus Wo t >1, the longitudinal relaxation rate is given 
by:^^

.... (2)

vhere y is the electronic gyrcmagnetic ratio; Wo is the Larmor precession
frequency and Tc is the correlation time of the mobile electron. This
is inversely proportional to the mobility of the electron. Thus, as the
mobility of the electron decreases, the linewidth increases, eventually
reaching a maximum determined by the homogeneous line broadening inter-

27actions of a localized spin in the solid. If inhcmogeneous hyper fine
broadening occurs for the localized spin, then this will become a source

26of broadening for the CESR line as motional narrowing breaks down:

(^Pp)inhomogeneous .... (3)

For conduction electrons in the silver halides, the mobility increases 
with decreasing temperature, as phonon scattering is reduced, and then
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levels off at a maximum determined by sample purity. In nominally
28pure samples this maximum occurs around 40 K. Thus, if the CESR line

were due to conduction electrons on the metallic side of the metal-

insulator transition in either the conduction band or an impurity band,
according to equations 2 and 3 the linewidth would decrease with

temperature to a minimum value and then remain constant. This case,
then, does not pertain. The narrow CESR line observed at high
temperatures must arise from electrons excited from shallow traps or
the lower Hubbard band to levels above the mobility edge. This process
is thermally activated and the mobility is trap limited, increasing with
temperature until at a sufficiently high temperature it is determined
by the mobility at the mobility edge. This temperature is ~60 K for
the Pb̂ '*’-doped and two-phase I -doped systems. If the impurity ions
are close enough for the system to be near a Mott-type transition,
then the mobility at the mobility edge should increase with decreasing 

29 30terperature. ’ This occurs vhen £2 <£i (Figure lb) . When £2 % ,
so that thermal excitation places the electron in the conduction band,
then the mobility is that of the conduction band. In this case it is

independent of temperature as a result of impurity scattering. The
mobility is apparently too low to average out spin-spin interactions
and Ti» T 2 . Below 60 K, the CESR line broadened as the mobility

decreased and motional narrowing became less carplete. Also, at seme
temperature below 60 K the spins may became localized and the line
broadening could occur via incomplete exchange narrowing between localized

31spins. This would occur according to the relation

A H^ % QJg (Y0 Wg) .... (4)

Wiere wa is the frequency of the interaction that must be narrowed, and 
We is a temperature dependent exchange frequency. Either or both of
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these mechanisms have been suggested to account for the observed line
broadening in insulating P:Si.^®’̂ ^ Broadening occurred below 10-20 K,

32at the lower temperature in more heavily doped samples.
Thus, in these Pb^'^-doped powiers as well as in the twc-phase 

anulsions, the linewidth behaviour indicated that it is not possible 
to raise the Fermi level high enough by injection of photoelectrons, 

for an Anderson-type metal-insulator transition to occur. Most likely, 

the level of stable photoelectrons is limited by the concentration of 
hole traps or shallow electron traps. In addition, the mobility 
teirperature dependence deduced from the linewidth suggests that 
and thus, that impurity levels were not closely enough spaced for a 

Mott-type transition to occur.
The suggestion that e2 «Ci leads to a paradox. If electrons are 

excited above a mobility edge in impurity-associated upper Hubbard band 
(Figure 1) then the extended electron lifetime can be attributed to 
the fact that this band is localized in space at impurity (or defect) 
levels. If, however, the electron is excited directly from the lower 
Hubbard band into the conduction band, it should be able to move freely 
through the grain and reccmbine at trapped hole sites. Thus, one must 
postulate that the mobility is very low because of impurity scattering, 

so that the electron does not sample the entire grain, or that there is 
a potential barrier between the impurity-rich and "pure" regions of the 

grain. The latter suggestion seems more reasonable.
The temperature dependence of the paramagnetic susceptibility was 

roughly similar for Pb '̂"'-doped powders and I "-doped emulsions. Below 

80 K, 1/x approximately varied as T^, becoming less dependent on 
temperature above 80 K and below 40 K. This temperature dependence is 
much greater than that expected for localized spins or for either a
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33 34non-degenerate or degenerate electron gas. It is also greater than
the decrease in susceptibility that might be expected for an array of

antiferrcmagnets vÆiich become non-aligned above the Neel temperature. ̂ ̂
The temperature dependence differs radically from that observed in

26 32 35either insulating or metallic P:Si. ’ ’ At present no explanation
can be put forward. A better understanding of the behaviour might be
obtained by extrapolating quantitative susceptibility measurements to

low and to high toiperatures.
The magnitude and direction of the frequency shift of the cavity

resonance vhich was observed upon turning off the UV lamp were

consistent with the decay of free conduction electrons. ̂ Since the
CESR signal did not change in intensity vhen the light was turned on
or off at low microwave powers it can be concluded that these free
electrons did not contribute to the CESR resonance. The lifetimes of
the electrons were apparently too short to be detected in the ESR
experiment. The free electrons shortened both Ti and T 2 in the iodide-
doped emulsions at 45 K. A similar effect by photoelectrons has been

36observed for localized spins in P:Si. Thus, this suggests that at 
45 K the spins contributing to the CESR signal were localized to seme 

extent. It would be useful to extrapolate these measurements above 60 K 
vhere the lineshape studies indicated that the electrons were thermally 
excited above a mobility edge. Electron-electron interactions are 
expected to be less important for such free electrons.

Thus, above ~60 K, it is suggested that the CESR line results from 

electrons excited from shallow traps. Below that temperature, the 
electrons move by thermally activated hopping and the mobility decreases 
with temperature so that line broadening interactions are no longer 
broadened out and/or the electrons became localized and exchange
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broadening becomes important. In the Pb^'^-doped powders, the shallow 
traps are the Pb^^ surface states discussed in the Introduction. In 
the iodide-doped emulsions it is suggested that the traps are either
intrinsic traps or are structural defects introduced by iodide-doping.

37Iodide-doping is thought to result in high internal disorder.

Localization might also occur at the interface of the two phases as
the result of Schottky barrier formation or high defect densities. If

intrinsic sites are responsible for the lifetime extension then it must
be proposed that these are physically separated from the photoholes,
since no lifetime extension is observed in pure samples. It is
reasonable to propose that hole trapping occurs in the iodide-doped 

31phase. The CESR g-value indicates that the mobile electron is 
confined to the pure AgCl phase.

The existence of impurity conduction in the lower Hubbard band, in 
addition to the thermally activated conduction band process, was 
postulated in the Introduction. This model explained the microwave 
photoconductivity and photodielectric data as well as the two component 
decay of the CESR signal. The long decays of the CESR line and the 
microwave photoconductivity signal as well as the photodielectric shift 
were attributed to shallowly trapped electrons in the lower Hubbard 

band. One would expect such electrons to have a lower mobility and 
possibly a different g-value from conduction band electrons. Such 
differences were not discernible in the linewidth and lineshape studies 
of the CESR line. In addition, there was no evidence of shallowly 

trapped electrons above 60 K. It is possible that such centres would 

give rise to a very broad undetectable resonance signal, as at 
temperatures less than 20 K. This, however, contradicts the suggestion 
that such centres are responsible for the long decay component of the
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CESR line. Further correlated microwave and ESR studies are required 
to clarify this situation.

In doped AgBr powders, pre-exposure by sub-band gap light

enhanced the microwave photoconductive response observed on subsequent 
39band gap exposure. The effects of sub-band gap radiation indicated the 

presence that a Pb-associated trap ~0.5 eV below the conduction band 
edge. It was suggested that this might be associated with bulk or 
interstitial Pb̂ '*’ ions, or with spin orbit split 6p Pb̂ '*’ levels. 

Alternatively, these deep levels might correspond to the lower Hubbard 
band, i.e. filled Pb^* traps. Then, the observed conductivity would 
occur in the upper Hubbard band, associated with Pb° states, with 
localization occurring in band tails. It would be interesting to 
determine the effects of sub-band gap light in Pb̂ "*"-doped AgCl in
order to test this hypothesis.

The second narrow line observed in the iodide-doped emulsion cannot 
be assigned on the basis of existing data. The g-value suggests 
localization at a deeper "shallow" trap vÆiere spin-orbit interactions 
with the donor ion more irrportant than for the major CESR line.
However, it does not seem likely that any iodide-associated defects 
would act as an electron trap.
4.4.2 One-phase I "-doped and Br "-doped powders

One question raised by the Pb^^-doped and I "-doped, two-phase systems 
is v^ether the shallow traps provided by impurities must be physically 
separated frcm the region of the grain vÆiere hold trapping occurs in 

order for the lifetime of the electron lifetime to be extended. The 
extended electron lifetime might result solely frcm a lower mobility of 
the electron in the impurity band vÈiich reduces the likelihood of the 
electron reaching a recombination centre. The failure to observe a CESR
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signal in AgCl powders unifomly doped with 3% and 6% iodide indicates 

that sane degree of phase separation is necessary.
At present there is insufficient data to determine vÆiether the CESR

signals observed in powders doped unifomly with low levels of Br" or

I are due to localized or free electrons. The reduced linewidth at
low temperatures ccrrpared to the Pb̂ '*’-doped and two-phase systems

could result frcm a greater separation of localized electrons vhich
would reduce exchange broadening. This would be consistent with the

weak signal intensity observed and the expectation that the electrons
giving rise to the CESR signal are distributed unifomly throughout the
grain. The reduced linewidth might also result from a free conduction
electron v^ch would give rise to a narrcwer CESR line through motional
narrowing. The extended electron lifetime might arise from the charge
separation resulting frcm electrons localized at intrinsic shallow traps
and holes localized at widely separated Br or I -associated traps.
Holes trapped at Ag^ ions associated with bromide are more stable than

40the self-trapped hole in AgCl. The latter are not stable above 2 K 
in pure AgCl while the bromide-associated holes were stable up to ~60 K. 
Thus, the decay of the CESR signal at ~30 K would be associated with the 
themaliz ation of the shallowly trapped electrons followed by recombina
tion at trapped holes. If the CESR signal results from free electrons 
then one must postulate a small capture cross-section of iodide- and 
bromide-associated holes for electrons. The CESR line seamed rather 
broad for a conduction electron and on the basis of the present data it 
seems more plausible that the CESR line arises from shallowly trapped 
electrons. This model explains the decrease in the stability of the CESR 
signal with increasing Br" or I" concentration since the electron and 
hole trapped species are only spatially separated at low concentrations.
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If this model holds, it implies that the broad linewidth observed for 

Pb̂ '"'-doped and two-phase I "-doped powders at temperatures less than 

30 K must result in part from exchange interactions, since at equivalent 
temperatures widely separated, localized electrons in one-phase I" and 
Br"-doped powders gave rise to narrower lines. Concurrent ESR and 
microwave photoconductivity measurements would help to clarify the 
situation. It would also be useful to corpare the lifetimes of 
localized electrons as measured by transient absorption spectroscopy 
in pure AgCl and Br"-doped AgCl.'^ Further lineshape studies ccnparing 
relaxation mechanisms in Br"-doped AgCl powders and single crystals 
would be interesting and would be facilitated by improved sample 
purity.
4.4.3 40% AqCl/NaCl powders

It is tempting to use the observation of a Dysonian line with 
A/B >2.7 in 40% AgCl/NaCl single crystals as justification for assigning 
the CESR line in 40% AgCl/NaCl powders and single crystals to 
delocalized electrons. However, in powders and at low electron con
centrations in crystals, the CESR line was not perfectly Lorentzian 
suggesting that a number of ccmponents contributed to the Dysonian 
line. For seme distributions of g-values (but not for a Lorentzian or 
Gaussian distribution) this can result in a Dysonian lineshape with 
A/B >2.7 for localized s p i n s . T h u s ,  the strongest evidence for the 
delocalization of spins in these samples is the disappearance of the 
broad line C and the appearance of a narrow CESR line, presumably as 

the result of motional narrowing, at a silver concentration corresponding 
to the percolation threshold, and the dependence of the observation of a 
Dysonian lineshape on the size of the crystal.

The temperature dependences of the CESR linewidth and intensity were
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analysed to see if they were consistent with this picture and to
determine if localization of spins occurred at low temperature. For
this analysis it is helpful to make a rough estimate of the electron
concentration in the samples used. For a .02 on thick crystal the

onset of the Dysonian lineshape at 77 K was observed after 5 minutes
of y-irradiation. Thus, at this electron concentration the skin depth
was 0.005 cm and corresponding to a conductivity of approximately 100
(ohm-on) " ̂ . Assuming the electron mobility is the same as in pure AgCl

this corresponds to an electron level of~3.5xl0^® cm~^. The signal

intensity increased linearly with irradiation time up to 30', so in
the powders studied here the electron concentration could be as high as
2 X 10̂  ® cm"^. It is also useful to calculate the degeneracy temperature

42according to the equation

Tp = ^  (3 n) .... (5)
2m kg

An electron concentration of 1 x an~^ corresponds to a degeneracy 
temperature of 10 K; an electron concentration of 2 x lO^^ results in a 
degeneracy temperature near room temperature.

The CESR line in powders was asymmetric (A/B < 1 ) and approximately 
Gaussian. The origin of the asymmetry is discussed further below; the 
Gaussian lineshape indicates that the line was inhomogeneously broadened. 
If the CESR line arises from free electrons, Wiich, as discussed above, 

is a reasonable assumption at 77 K, then it is unlikely to be broadened 
by hyperfine interactions. Rather, it must be broadened by a distribu

tion of g-values. The linewidth of the inhomogeneously broadened line
with "relaxation time" Tz' can be related to the true linewidth and 

22relaxation time:

ÛHp'p AHpp ....(6)
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Thus, the torperature dependence of AHpp gives a qualitative indication 
of the tarperature dependence of T2 . T 2' was independent of tarperature
dcwn to 20 K, below viiich sane line broadening was observed. If T 2 is 
governed by spin-spin interactions, as for the Pb-doped powders, then 

the model proposed for Pb-doped powders applies here, with the critical 
tarperature for the onset of hyperfine or exchange broadening inter
actions being 10 K rather than 60 K.

Ti was measured at low powers by the saturation method described by 
22Poole. This has been shown to be valid for inhanogeneously broadened 

lines where AH'» AH.^^ Assuming that this condition holds, at 77 K,Ti 

was 1 X 10  ̂ sec. If Ti = T 2, this yields a linewidth of 0.35 gauss and the 
assumption that AHpp ( =4.5 gauss)» AHpp would probably just be valid.

If spin-spin interactions are important, Ti >T 2 and the assumption is 
probably not valid.

If Ti does equal T 2 then, of the spin-lattice relaxation mechanisms 
discussed in Chapter 2, only impurity scattering (equation 2.25) and 
surface scattering (equation 2.27) result in a tarperature independent 
linewidth. This is consistent with the fact that the linewidth calculated 
assuming that phonon scattering is the dominant relaxation pathway at 
77 K, and using parameters for AgCl, is 50 times less than the measured 
linewidth. The linewidths calculated assuming that surface scattering 
is the dominant relaxation mechanism overestimate both the measured 
linewidth and the proposed "true" linewidth of 0.35 gauss. For a 
particle diameter of 1-2 microns with n = 2 x 1 0 ^̂  cm~^, a linewidth of 
16-32 gauss is calculated. This reduces to 2-3 gauss if n = 1 x 1 0  ̂̂ om"^.

The fact that the g-shifts observed in older samples fitted the 
proportionality 1/Ag^ocAH implies that impurity scattering was the 
dominant relaxation mechanism. As discussed in Chapter 2, ordinarily
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Ag^aAH. The observed dependence can be understood if the change is 
attributed to the separation of an increasingly AgCl-like phase. Thus, 

the g-value moved to high fields, toward the pure AgCl g-value, and the 
linewidth decreased as the AgCl phase became more pure.

Thus, the true linewidth was less than AHpp and was broadened by

impurity scattering. The differing ccmponents giving rise to the line-
with width AHpp probably arose from slight compositional and structural
differences between grains of the percolated AgCl cluster. This view is
supported by the fact that much narrower lines, of approximately the
same linewidth as the estimated "true" linewidth for powders, were
observed in single crystals. It has been suggested that only one

44percolated cluster 1 per grain exists, so the Gaussian lineshape 
cannot be attributed to the existence of inequivalent clusters in the 
same grain. With time, the intergrain differences decreased as the 
system phase-separated, approaching an equilibrium composition. With 
fewer different components, the CESR line became more Lorentzian. The 
g-value changes are consistent with the formation of a NaCl-rich phase 
and the AgCl-rich phase. Eventually the meta-stable solid solution is 
expected to separate into two stable phases of 15% Ag/NaCl and 85% 
Ag/NaCl.^^ The former phase is below the percolation threshold, thus, 
in the oldest samples only a single CESR line was observed, presumably 

from the 85% Ag/NaCl phase. The intermediate phases in the ageing 
process would be expected to vary according to the corposition and 
thermal history of the sample, as was observed.

As described in Chapter 3, the 40% Ag/NaCl single crystals were 
already "aged" vhen freshly grown. The CESR line was more nearly 

Lorentzian than in fresh powders but, in some cases, could still be 
resolved into several components. The failure to fit the observed line
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to a Dysonian lineshape, as described in Chapter 2, is thus attributed 

to the existence of a number of phases in the crystal and several 
overlapping CESR lines.

Below 20 K, the CESR line begin to broaden with decreasing tanperature. 
As in the Pb^’̂-doped AgCl system this is probably due to inccmplete 

averaging of hyperfine interactions by an electron hopping between 
shallowly trapped sites, or due to increasing exchange interactions 
between localized electrons. Thus, below 20 K it would appear that 
these systems are non-metallic. The lower temperature required for 

electron localization suggests that the band tails or traps in which 
electrons are localized are shallower than in the Pb^'^-doped system.
The linewidth seems to beccme temperature independent dcwn to at least 
4 K with age (Figure 7). This might indicate that with time, the 
electron concentration can be increased sufficiently for an Anderson 
transition to occur. It would be useful to expand these studies to 
include linewidth measurenents as a function of sample age and irradiation 
time.

The temperature dependence of the relative paramagnetic susceptibility 
approximately obeyed a Curie law, down to ~15 K. This indicates that 
the mcments giving rise to the CESR line were either localized or part 
of a non-degenerate electron gas with the degeneracy temperature less 
~15 K. The data outlined above indicates that the spins were not 
localized.

A concentration of ~2 x cm"^ spins is required for a degeneracy 

temperature of 15K, vhich is 100-1000 times less than the concentration 
estimated frcm skin depth calculations. Concurrent ESR and DC 
conductivity measurements on both fresh and completely phase-separated 
samples as a function of irradiation time are necessary to resolve this
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discrepancy.
The magnitude and sign of the frequency shift of the cavity resonance 

was consistent with it resulting frcm shallowly trapped species. ̂ It 

should be noted, however, that the magnitude of the shift frcm a few 
localized spins might overv^elm the small shift in the opposite direction 
due to free carriers. Thus, electrons in band tails, vÈiich give rise 

to the weak, asymmetric line at low electron levels, described in Chapter 

3, might doninate the photodielectric shift, vÆiile only those free 
electrons near the Femi level contributed to the CESR line.
4.4.4 G-values and lineshapes

The observation of a CESR g-value of 1.8785 ± .0002 in both Pb̂ '"'-doped 
and two-phase I "-doped AgCl powders is consistent with the mechanisms 
for conduction proposed for these systons. If ci » Gz in the Pb̂ '*'-doped 
pcwders, then, above 60 K, electrons are thermally excited above a 
mobility edge in the conduction band rather than in the upper Hubbard 
band and should have the same properties as electrons vdiich are excited 
frcm intrinsic traps into the conduction band in the two-phase I “-doped 
powders. However, the observation of identical g-values in the two 
systems does not prove that the 1.8785 value is characteristic of the 
bottom of the conduction band, since a g-value arising frcm shallowly 
localized electrons or electrons in the ipper Hubbard band can be 

extremely close to that of the conduction band.
The 1.8693 g-value measured in the 1.2% one-phase I"-doped AgCl 

probably reflects the influence of iodide on the AgCl band structure. 
Using 1.8785 as the AgCl conduction band g-value and extrapolating to 

100% cubic Agi, a g-value of 1.11 is calculated. This is in line with 
the larger spin orbit coupling effect of iodide and the g-value shift 

of ~1.49 observed for pure AgBr. Similarly, the g-value of 1.8887 ± .0005
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observed for 40% Ag/NaCl powders reflects the influence of sodium ions 

on the persistence-type AgCl conduction and valence band structure.
The g-value shift of the CESR line at high microwave power levels

could result frcm two mechanisms. The electron spins may be polarized
at high power levels leading to an induced polarization field Hp and
a higher effective g-value. The magnitude of the observed g-shifts
would be consistent with the fact that Hp is an induced field of 1-2

46gauss. Such an effect has been observed in Li colloids. The g-value 
shift might also arise frcm microwave heating of the free electrons 
and the subsequent population of higher energy levels in the 
conduction. This mechanism is supported by the observed g-shifts with 
tarperature in the Pb̂ '*'-doped AgCl and 40% Ag/NaCl systems. It is 
also consistent with the g-shift to lower field with higher electron 
concentrations observed in all AgCl/NaCl powders.

The decrease of the asyirmetry ratio A/B frcm one at high power levels 
can also be attributed to microwave heating and the excitation of 
conduction electrons to higher energy levels. In order for an 
asymmetric line to be observed, motional narrowing must be inccmplete.
In addition, the g-shift must be related to the linewidth. As discussed 
in Chapter 2, since both these quantities depend on the spin-orbit 
coupling operator, they should be interdependent.

The observation of an asymmetric CESR line even at low power levels 
in AgCl/NaCl powders can be attributed to the higher electron concentra
tions in these sanples. As a result, a greater fraction of the conduction 

band is populated and inccmplete motional narrowing leads to an 

asymmetric line. However, at least seme of the asymmetric character 
is probably due to intergrain structural differences as described above, 
since the asymmetric lineshape was different frcm that observed in doped
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AgCl powders.

4.5 Conclusions
Conduction electron spin resonance was observed for the first time 

in two-phase iodide-doped AgCl powders. Above 60 K, the CESR signal 
was attributed to electrons in the conduction band, thermally excited 
frcm intrinsic shallow traps. The extended free electron lifetime was 

attributed to separation of the electrons and holes. Holes were trapped 
in the iodide-rich phase. The much lower stability of nearly free 

electrons in one-phase iodide-doped AgCl powders indicated that 
electron/hole separation is required for an extended electron lifetime.

In Pb̂ '*’-doped AgCl powiers, the CESR signal above 60 K was also 
attributed to conduction band electrons. In both Pb^"^-doped AgCl and 
two-phase I “-doped AgCl, motional narrowing was inccmplete and line 
broadening occurred via inpurity scattering.

An unusual, strongly tenperature dependent, paramagnetic 
susceptibility was observed vhich is presently not understood. The 
linewidth temperature dependence indicated that the systems studied 
were insulators, with localization occurring at low temperatures. The 
Fermi level was apparently limited by the concentration of shallow 
electron and/or hole traps and an Anderson transition did not take 
place. In addition, the systems did not seem to be close to a Mott 
transition.

The CESR studies of the Pb̂ '*'-doped AgCl powders provided no evidence 
for the presence of a second type of conduction occurring in the lower 
Hubbard band, although this does not rule out such a process. Also, 
shallowly trapped species vhich would rise to a microwave photodielectric 

shift were not detected. Thus, further correlated ESR and microwave 
photoconductivity and photodielectric measurements are called for to
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determine if several types of mobile electrons contribute to the CESR 

signal.

The CESR signal which was observed in one-phase I "-doped AgCl 
powders was assigned to localized electrons shallowly trapped at 

intrinsic sites. At low I" levels these were physically separated 
frcm holes trapped at iodide. A similar mechanism was proposed to 

account for the CESR signal observed in Br "-doped AgCl powders. Again, 
correlated ESR and microwave studies would help prove or disprove this 

model. Such studies would be facilitated by the use of samples of 
higher purity than used in the studies just described.

It was suggested that the g-value characteristic of the bottom of 
the conduction band in AgCl is 1.8785 ±.0002. More ccnplete studies of 
lightly-doped Br"/AgCl and I "/AgCl systems would also help in confirming 
this suggestion.

The CESR line in fresh 40% AgCl/NaCl powders was inhomogeneously 
broadened possibly as a result of intergrain structural differences.
Spin relaxation occurred via impurity scattering. Most evidence points 
to the signal arising from free electrons above 20 K. Below 20 K, 
localization may occur. Thus, after 30' y-irradiation in fresh powders, 
an Anderson transition did not occur, although there is some evidence 
that older samples were metallic after the same irradiation time. The 

temperature dependence of the paramagnetic susceptibility indicated 
that the electron gas was non-degenerate, vÈiich contradicts rough 
estimates of the degeneracy temperature. Further ESR studies as a 
function of irradiation time and of sample age as well as conductivity 

measurements would help resolve these questions.
The dependence of the CESR g-value on microwave power and on 

tarperature was attributed to thermal excitation of conduction band
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electrons to higher energy levels. The resulting range of g-values 
and inccmplete motional narrowing contributed to the dependence of the 

CESR lineshape on microwave power, temperature and electron concentra
tion (Ag/NaCl powiers).
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CHAPTER FIVE 
The Interpretation of ENDOR Spectra

5.1 Introduction
This chapter is meant to provide a practical understanding 

of the mechanisms that give rise to an ENDOR spectrum, the 
theory necessary for its interpretation, and the information 
that can be gained therefrom. A complete mathematical treatment 
of the spin Hamiltonian appropriate to the ENDOR experiment 
can be found in references 1 and 2 and the references therein.
In the following discussion, a familiarity with the techniques 
and the theory of ESR spectroscopy is assumed, and for a 
thorough discussion of these topics the reader is directed to 
references 2-5. For the most part, the discussion of the 
theory of ENDOR is based on the treatment presented by Seidel.̂  
Some aspects of the ENDOR spectrum will depend on the experi
mental setup used and on the relative amplitudes of the various 
spin relaxation rates in the system. For a complete review of 
such effects see references 6 and 7. The experimental details 
of the ENDOR experiment are discussed in Chapter 6.

The ENDOR experiment is ultimately an NMR experiment. 
Briefly, it consists of the application of a static magnetic 
field, B^, to a sample that is simultaneously irradiated with 
saturating microwave and radiofrequency fields. B^ removes 
the degeneracy of the electronic and nuclear spin levels, and
is chosen to fulfill the ESR resonance condition, hu= ĝe B o
for a particular electronic Zeeman transition. The static 
magnetic field and the microwave frequency are not swept during 
the ENDOR experiment. The microwave field, H^cosw^t,induces 
the chosen ESR absorption. The population of the electronic 
spin levels connected by the saturating microwave field tend



180

to be equalized by the field so that the intensity of the ESR 
absorption can be used to detect the NMR transitions. These 
are induced by sweeping the saturating radiofrequency field, 
H^cosw^t, and tend to desaturate the electronic transition.
The details of the various ENDOR mechansims are described in 
section 5.2.

The experimental data that are most often derived from 
ENDOR measurements are hyperfine and quadrupole splittings. 
Quadrupole transitions are not allowed in the ESR experiment.
The data that can be derived from quadrupole splittings are 
discussed in the last section of this chapter. Hyperfine 
splittings can, of course, also be derived from ESR spectros
copy, and the analysis of hyperfine data is discussed in refer
ences 3 and 4-. In ENDOR one can unequivocally determine the 
nucleus giving rise to the hyperfine splitting. However, the 
greatest advantage of the ENDOR experiment over ESR is its 
increased resolution. It is often said that the ENDOR experi
ment combines the sensitivity of ESR with the resolution of NMR. 
Although the ENDOR signal intensity is never as high as the 
ESR signal intensity, it is of the same order of magnitude, 
which, because of the larger energy term in the Boltzmann 
factor, is larger than the corresponding NMR signal by approx
imately the factor exp(g^//gB^/kT) . For an isotropic system, 
such as a liquid, the resolution of an ESR experiment is defined
by the spectral density or number of lines per gauss. This 

6is given by:

K
ESR spectral density = II

k=l K
I 2 AkNk Ik 

k=l

(1)
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where there are N nuclei k with hyperfine splitting and 
nuclear spin . In ENDOR, as in NMR, to first order each 
different kind of nucleus gives rise to a pair of resonance 
lines so that the spectral density is given by

ENDOR spectral density = ^  (2)
max

The ESR spectral density increases much more rapidly with K 
than the ENDOR spectral density. An example of the increase 
in resolution is shoim in Figure 1.

Because of the increased resolution and the smaller line
widths of an ENDOR spectrum, it is possible to resolve hyper
fine splittings that are not detectable in inhomogenously 
broadened ESR lines. A solid state ESR spectrum may consist 
of overlapping spectra from a number of different orientations 
of the paramagnetic complex with respect to the static magnetic 
field B^. The ENDOR spectrum is often simpler being due only 
to those few orientations giving rise to the saturated ESR line 

It should perhaps be noted that because ENDOR spectroscopy 
allows small hyperfine constants to be determined with great 
accuracy, ENDOR can be used for position mapping of nuclei.
In this application, small hyperfine splittings due entirely 
to dipolar coupling of the unpaired electron with distant 
nuclei are used to calculate the distance to such nuclei 
according to the relationship :

r (cm) =
. 3̂1.39962 (3 cos^9-l) (ge)e gN 3n (ergG~^ ) 

h// (MHz)

where ^is the angle between the z-axis and B^.
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al T = 255K

b) T = 255K 

P„ = 100W

Pj, = 200mW 

H„ = 3441-28

v=14 65 
MHz

10 MHz 20 MHz

FIGURE I
A ccmparison of solution ESR (a) and ENDOR (b) spectra 
of the N-phenyl benzophenone imine radical anion, above 
a K/Na alloy suspension in THE, showing the increased 
spectral resolution of ENDOR, The ENDOR spectrum was 
measured using 12.5 KHz FM rf modulation with a 50 KHz 
modulation depth.
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5.2 ENDOR Mechanisms
A number of mechanisms can give rise to an ENDOR response. 

A four level system (mg = è,iHj = 5), with an isotropic g-tensor 
and hyperfine interaction, will be used to illustrate the dif
ferent ENDOR mechanisms. The effective spin Hamiltonian for 
this system can be written as

^  - Pb Bo 9e S + a I S - Pn 'Bo
A A A A (3)

and g^ are the electronic and nuclear g-f actors ;/ig is the 
Bohr magneton and/x^is the nuclear magneton. The first and third 
terms are the electronic and nuclear Zeeman interactions respect
ively, and the second term describes the hyperfine interaction
of the electronic and nuclear spin in the applied static field,

2. The exact eigenvalues are given by

El = -^ [a^ + (ge Pb + gN Nn)^ Bq^ ] ̂  - a/4 

E 2 = (ge NB- 9NPN)Bo] +^/4 

E 3 = +h [a^ + (ge Pb + 9n Pn)^ Bq^ ] ̂  - ̂ /4 

B 4 = (ge MB " gNNN)Bo] +^/4

(4)

In the high field approximation, where KggMg + S ) B J^|a| ,N
E^ and E^ are given to second and first order by'

El = -a/4 (ge PB+ gNNN)Bo

«-a/4 -^(ge Pb+ gNhN)Bo 
E3 = -a/4 + ̂ (ge Pg + gi^P2^)Bo

«-a/4 +^(ge PB + gNhN)Bo

1 +

1 +

2 (ge l̂B ?N Bo

2 (ge Pb 9n Bô

(5)

The energy levels in the high field approximation are shown as 
a function of magnetic field in Figure 2a. The high field 
approximation applies under most conditions for the ESR experi
ment, and the first order eigenvalues are usually sufficient
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to explain the observed ESR spectrum.

In the low field limit, where |a|  ̂̂ ô  '
2and E^ become

El = -̂ /4 -^/2 

Es = -^/4 +^/2

^ (ge UB+ gNUN)Bp^ 
2a"

^ (ge WB+ gNMN)Bp^ 
2â

% -3a 
4

% a 
4

.... (6)

This approximation is illustrated in Figure 2b.
The energy level diagram for the first order solution of

the Hamiltonian in Eqn. 3, in the high field approximation, is
shown in Figure 3a. The allowed ESR transitions are between
levels 1 and , and 2 and 3$ and the allowed NMR transitions
are between 1 and 2, and 3 and 4. The possible relaxation
pathways for a four level system are shown in Figure 3b. T^^
and T^^ are the electron and nuclear spin relaxation times.
T T and T  ̂ are the cross relaxation times. An alternative xl x2
method of representing the relaxation pathways between spin 
levels, as an electric circuit, is shown in Figure 3c. T^ now 
correspond to resistances between points 1 through 4-* the
ENDOR mechanism which is operative in most systems studied, 
the Tjg mechanism, results from an effective increase in the 
relaxation rate between the two levels connected by the satur
ating microwave field, following the application of the 
saturating radiofrequency field. There are two types of T^^ 
ENDOR mechanisms. These are the transient ENDOR and station
ery ENDOR mechanisms. Which one is operative is dependant on 
the relative ratios of the relaxation times T^.



186

lïM-l -P 
•H

•3 5
T 5  -h

, 3
^ i
dJ - PI—I 10

il
fd

IIfO 
•H

lim u u
u

a

i

o' ^
%  31
# 3(0
^ o(d PU
Si u

X!
+om

en

œ

z N



187

For the transient ENDOR mechanism, must be longer
than the instrument response time, and all the other relaxation 
times must be long enough to be considered infinite. Given 
these conditions, the spin populations of levels 1-4- before 
application of either microwave or radiofrequency fields are 
shown in Figure 4-a, the upper electronic levels being lower 
in population by the Boltzmann factor, which is approximately 
1 - ( ĝ /Ug B^/kT) . The last term of this approximation will be 
labelled e . Upon application of a nonsaturating microwave 
field, spins will be pumped from level 1 to level 4-» and an 
ESR response will be observed; however the steady state popul
ations of levels 1 and 4- will not change, as is sufficient
to maintain the Boltzmann distribution. In order to saturate 
the electronic transition, a microwave field must fulfill the 
condition :

VeHi >  (V)

where and is the spin-spin relaxation time.
Application of such a field between levels 1 and 4- will equal
ize their spin populations, so that an ESR response is no 
longer observed .(Figure 4-b) . If a radio frequency field which 
is strong enough to compete with the microwave field and 
relevant relaxation mechanisms, that is:

is then applied between levels 3 and 4-» level 3 will be de
populated and an ESR transition can once more occur, (Figure 4-c) 
This will be a transient ESR response, only detectable if T1 G
is longer than the instrument response time. Eventually the 
populations of levels 1,3 and 4- will be equalized so that no
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ESR absorption is possible, (Figure A d ) , The application of 
the rf field can be thought of as decreasing the relaxation 
time so that the 1-1 transition is desaturated.

The conditions of a long T^^ and other relaxation times 
which are infinite are fulfilled in only a few systems at very 
low temperatures. It is the steady state ENDOR mechanism which 
accounts for the success of the ENDOR experiment in a wide 
range of materials. The steady state ENDOR response results 
from the fact that a saturating rf field increases the relax
ation rate between the levels connected by the saturating 
microwave field and thus desaturates the ESR transition. As 
an example, consider a solid with weak coupling between the 
spin system and the lattice such that T^^ ̂ T^^ <  T^^. ^x2 ’
which involves the selection rule A(m^ + m^)= 2 is usually 
very long, especially for isotropic and axial symmetries,^ and 
is ignored here. Then, before application of the rf field, the 
total relaxation rate between levels 1 and A is given by the 
reciprocal of the "resistance" of the circuit connecting these 
levels, (Figure 3c). Assuming T^^ = T^^ = 1, this is 

'̂̂1 = I/T12 + 1/TiN + + T,^ t 1/(?1N + ?xl)
= 1 + 1 / 3  + 0  = 1.33

The application of a saturating rf field between levels 3 and 
A is equivalent to replacing the T̂ ĵ  resistor with a short, 
increasing the relaxation rate to

= 1 + 5 + 0 =  1.50 

Thus, the ESR signal is enhanced by a factor of 1.50/1.33 = 1.12. 
This is the ENDOR response. An ENDOR response is also obtained 
if the NMR transition 1-2 is stimulated. Thus, a pair of 
ENDOR lines is observed, corresponding to saturation of the 
1-2 and 3-4- NMR transitions. The relative amplitudes of the
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two ENDOR lines and the ENDOR enhancement factors depend on 
the relative values of the relaxation times. Values, under 
various relaxation conditions, are given in Table I. Clearly, 
"percent enhancement studies", as well as ENDOR linewidth 
studies, can provide information about the magnitudes of the

7T^ relaxation times of a system. The intensities of ENDOR 
lines are discussed further in Chapter 6 and in references 6 
and 7.

A number of less common mechanisms have been reported and 
these are described in reference 6. One of these, which has 
some relevance to the studies described in this thesis, is the 
"line-shift" mechanism.

If the saturated electron spin system polarizes the nuclear 
spins of surrounding nuclei through a contact interaction, 
then the induced polarization creates a new effective field 
which adds to the applied static field. The ESR line will 
therefore shift slightly from its nonsaturated position. An 
NMR transition depolarizes the nuclei and causes a return of 
the ESR line to its nonsaturated position. If the signal 
intensity at a particular field value is monitored during these 
events, then the ESR signal intensity at that point will 
change when the sweeping rf field reaches an NMR transition 
frequency. This is shown in Figure 5 for the conduction 
electron spin resonance signal in Li colloids. An NMR trans
ition will occur at the nuclear frequencies of the nuclei which 
are in contact with the electron spin system.
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Table 1; ENDOR Enhancements and Relative Transition Intensities

Relaxation Conditions

Tie- TlN^Ll 
T°Tle- Tia^Ll

Tle= Txi
lOTle-

Tie- Tin= T%i 
Tie- Tm- Txl= T%2
T2e< Ti <T^i<T^

Enhancement Factor ( %  )

1 12

1 4
1 < 1 2
oc 100
oo 10
oo <100
4 36
1 29

0

From reference 6, p 21.
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3357 8 33580
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FIGURE 5
The line-shift ENDOR mechanism:
(a) ESR spectrum of conduction electrons in colloidal

Li at saturating (----) and non-saturating (---- )
microwave powers. Point A is the optimum position 
for observing ENDOR.

(b) ENDOR spectrum fron conduction electrons in 
colloidal Li. Frcm reference 6 .
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5.3 The ENDOR Transition Frequencies
5.3.1 The General Hamiltonian

For a multilevel system, made up of a central nucleus 
and a number of ligand nuclei, the general spin Hamiltonian, 
describing the interaction of the total electronic spin S and 
(N+l) nuclei with nonzero nuclear spin with the magnetic field

, can be written as: 1

^  - ys Bo ge S + (S - gw^ B»

+ I (? - 9N« yNftBot» +

A A A “ A'
N

"A AA i/}‘

(9)

a  refers to the central ion and ̂  to the ligand nuclei. No 
spin-spin terra has been included in eqn 9. The and 7^^
terms describe the quadrupole interaction of the i^^ nucleus 
with the electric field gradient at that nucleus.

The hyperfine and quadrupole tensors can be expressed in 
the following convenient forms. The hyperfine tensor is the 
sum of an isotropic portion, a, the Fermi contact term and an 
anisotropic portion, B:

A
a
B

a + B 
2 (10)

and x^ are Cartesian coordinates. Along principle axes, 
the tensor B has the form

/-O
B =

-b + b
-b - b

2b
(11)

where b - 0 for axial symmetry. The quadrupole interaction 
tensor, Q, has components given by
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^ik~
sQ___

21(1-1) i,k = x,y,z (12)

Q is the nuclear electric quadrupole constant of the nucleus
under consideration and is the crystalline electric
field gradient at that nucleus. For the principal axes system, 

Qik = 0 when i = k, and

1 = x,y,z (13)

8^V/#x^^ is the electric field gradient along the î ^̂  axis. 
Thus, the quadrupole interaction tensor becomes

th

Q =

-q - q
-q + q' 

2q
(14)

q^ (or sometimes q'/q) is called the asymmetry parameter, fj , 

and is zero for axial symmetry. The quadrupole Hamiltonian 
can then be written

.% = f Q TA A A
~ ̂ xx Ix Qyy ly Qzz Iz (15)

where q = eQ

= q [31^ - 1(1 + 1)

4I(2I-W [W I ^
and 1 = eQ / a*̂ v _ all

q - 4K2I-1) 3^2
Q^^are the principal values of the quadrupole tensor.

5.3.2 The First Order ENDOR Spectra
The Hamiltonian in eqn 9 can be considered as the sum of 

an electronic Hamiltonian, which includes the first term and 
any fine structure term, and a nuclear Hamiltonian, made up 
of the remaining terms:
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%  = J€>e+d€)ij (16)A A ® A

The electronic Zeeman interaction is much larger than any of 
the other terms, and to first order the ENDOR transitions can 
be calculated by considering only the nuclear Hamiltonian.

For the moment, however, consider the first order solution 
to the complete Hamiltonian in eqn 3 for a single nucleus 
with nuclear spin I. If I = è» then there will be no quadro- 
pole interaction and the first order eigenvalues are those 
given in eqns 5 which can be rewritten as

E =  (98 tBBo)mg + [A@ mg mi - (g^ PNBo)mi] (17)

vdiere 98 ~ 9xx '^xx *** ^yy'^yy ^zz *^zz

arid. A0 — A ^ y ^ y ' y '  ■^z'z' ^ z / z '

Inland l^^iare the direction cosines relating the magnetic field 
direction with the principal g- and A- directions respectively. 
The selection rules and transition energies for the ESR and 
ENDOR experiments are:

+ I
Amg-±1; Amj - 0 = |g0 ̂ gBo + ^ 8 ^ il

(18)
Amg = 0; Am^ = ±1 = 1̂ 8

Thus, two lines are observed, at the frequencies given by:

U ( i ) = ( A^ / h ) m̂  - uj (19)

U^is the nuclear frequency of the nucleus in question. u(t) 
refers to the m =ig transitions. The pair of lines are 
centred at (A/h)/2t if (A/h)/2>U. , and at (A/h)/2 if 
l|j>(A/h)/2. This is shown in Figure 6. For a nucleus with 
1 , a quadrupolar interaction can occur. The first order
energy levels are given by:^
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E = 90 ^8 ^ 0  Mg- g^yN^onii + A 0 insmj +^[mj - V3K 1 + 1 ) ]Pg (20)

vdiere ?0 = ^ (Qx"x" '^x"x" Qy''y”^y"y" + Q z ”z” ̂ z"z"^

= 3[q(3 œ s ^  6''-l) + q' sin^ 6" cos^ 6"]

are the direction cosines relating the principal axes of the
// "quadrupolar tensor to the magnetic field direction, and (p and 6 

are the corresponding polar angles. Selection rules forbid 
the observation of quadrupole transitions in the ESR experiment, 
and to first order the ESR transitions are not affected. The 
ENDOR transition energies are now given by:^

^ % N D O R  “  1 ^ 0  n i g  "  9 n  1  ( 2 1 )

vdiere iriq = mi + mi'
2

Equation (19) becomes

v(±) = V j j + (2 2 ) ̂h / V h
and 2(21) lines are observed.

For a nucleus with I =3/2, m̂  can equal +1,0 or -1.
Thus, each of the two ENDOR lines given by equation 19 is 
split into three by the quadrupole interacion (Figure 6).

The maximum number of quadrupole transitions allowed is 
21 for each mgComponent, but not all of these are necessarily 
observed. The mj components of the saturated ESR transition 
determine which quadrupole transitions are observed. If 1=3/2, 
then a resolved ESR spectrum will consist of four lines. If 
the mj = -3/2 transition is saturated, only the two mq = -1 

ENDOR lines will be observed.
For K different nuclei with nonzero soin I, there will be

K
n  (21 + 1) ESR lines observed at energies given by

k=l
K I

AEggR = |g0 MrBo + I A q m^ I (23)
k=l m. =-I Ik
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However, only a single pair of ENDOR lines (each of which may 
be split into 21 quadrupole lines) is observed for each differ
ent kind of nucleus, and the transition energies can be calcu
lated to second order by considering the solution to the 
complete Hamiltonian for each nucleus independently.

For N equivalent nuclei, (2NI+ 1) ESR lines are observed 
at transition energies given by

It
^^ESR ~ Î O ^0^il (24)

mj=-lT

where is the total nuclear spin for the system. To first 
order, only two ENDOR lines at frequencies given by equation 
19 ( or 2(2l) lines at frequencies given by equation 22, if 
there is a quadrupole interaction) are observed. To second 
order, these lines are split by an indirect nuclear-nuclear 
spin coupling as described in the next section.

As an example, consider the paramagnetic transition metal 
complex, (RhCl^)^ , which is tetragonally elongated so that 
the single unpaired electron interacts with two equivalent 
chloride ligands (I = 3/2). The ENDOR study of such a complex 
will be discussed in later chapters. The first order trans
ition energies are shown in Figure 7, and the ESR spectrum 
with parallel to the symmetry axis is shown in Figure 8.
The corresponding ENDOR spectrum of the two axial 01 ligands 
is shown in Figure 9. The ENDOR spectrum in Figure 9b exhibits 
all of the allowed quadrupole transitions, and was obtained 
while saturating the mj= 0 ESR line. The spectrum in Figure 
9 bwas obtained while saturating the mj= -3(bigh field) ESR 
line. Thus, only the m^= -1 ENDOR transitions are present.
The quadrupole splitting measured with B^ along the z-axis is 
6q and with B^ perpendicular to the z-axis is 3q, in accordance 

with eqn 20.
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♦1 0 -1

A M s = ±  1 A M j =±1

(a ) (b ) (c)

FIGURE 7
Energy level diagram for (RhCle)^", shewing an interaction 
with two equivalent Cl” ligands, assigning A, q > 0. ESR 
transitions (a) , and ENDOR transitions with (c) and without 
(b) a quadrupole interaction are shown.
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a

b)

50G

3250 G

FIGURE 8
(a) First (---) and second (--- ) order ESR transitions for

twD equivalent nuclei with I = %. The second order 
correction tern, W2, is exaggerated.

(b) ESR spectrum of the (RhCle)̂ " cctTplex in AgCl with 
Bo 11 Z, shewing the hyperfine interaction with the 
two equivalent axial Cl" ligands. A > 0.
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a)

'' Mq = 1 1

Me = - %

b)

Mq = 1 0 ♦ 10 -1

c)

Mq = ♦ 1+ 1

34 MHz 4 4  MHz

FIGURE 9
The ENDOR spectra fron the 2 axial ^^Cl" ligands of 
(RhCle)‘̂"/AgCl with Bo 11 Z, measured v^ile saturating 
the (a) Mi = -3, (b) Mi=0 and (c) Mi =+3 ESR lines 
shewn in Figure 8 .
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5.3.3 Second Order Effects
For large hyperfine interactions, the high field approx

imation breaks down (Figure 2). Then, to second order, the 
eigenvalues for the general Hamiltonian in eqn. 9, for an 
electron interacting with a single nucleus of spin I and an 
isotropic hyperfine coupling, are^

E = 9Q pgBo iHg + anij iiig + mgWz [I (I+l) -mj(mj ±1) ]

“^NhN^onii (25)

13This is sometimes referred to as the Breit-Rabi correction.
For m^=2, and =&, eqn 25 corresponds to the energy levels 
given by eqn 5. The ESR lines will be shifted at large A, and 
the ENDOR lines will be shifted and will be split if I > 5. The 
transition energies are^

AEggR = gg PgBg + a nij + W 2 [I(I+1)~ itij] — gĵ  Bq iHj
(26)

AE(±)end0R ~ - W2 (iHq - %) + 0̂
2is given by a /2g The second order ESR transitions

are shown schematically in Figure 8a for a large positive 
hyperfine interaction with two equivalent nuclei of spin 3/2. 
The second order ENDOR transition frequencies, for a single 
nucleus of spin 2» are shown is Figure 10a, and for a single 
nucleus with spin 3/2 and no quadrupole splitting, in Figure 
10b.

For an anisotropic hyperfine interaction "a” in eqns 25 
and 26, is replaced by " ,  and the third term in eqn 25 is 
replaced by^
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mg W 2 [I (I+l) -mj (mj ± 1) ] ±mg w ”  [I (I+l) - mj (mj ± 1) ] (27)

r - r ' [a - ̂ /2 (3 cos^ 0-1) “^/2 sin^ 6 cos 2 0] ̂Miere W 2 = --------- —--------------------------
2ge Ub Bo

_ sin'*0 (% b  + cos 2^)^ + sin^ 2 ( p cos^ 0
2gePBBo

In eqn 26, the second term is replaced by

-mq(W2' +W2") + hi^2 - ' ^ 2 ) (28)

When equivalent nuclei are present, indirect spin-spin 
coupling through the electron spin can occur. This results in 
a further splitting of the ENDOR spectrum. If there is no 
quadrupole interaction, the energy levels and ENDOR transition 
frequencies can be calculated by replacing m^ with the total 
nuclear spin I^ + I2 + ••. + I^ » as for the ESR spectrum.
The spin-spin splittings for two equivalent nuclei with spin 
3/2 and no quadrupole interaction are shown in Figure 11a.
As for quadrupole splittings, the m^ components of the satur
ated ESR line determine which second order lines are observed
in the ENDOR spectrum.

If a quadrupole interaction is present, the Breit-Rabi 
effect causes the quadrupole lines for a single nucleus to 
shift,but not to split. The energy levels and transition 
energies in eqns 23 and 26 become

E = 98 PgBo mg+ amgmj +mgW2 [1(1+1) - mj (mj ±1)]

+ ̂  P0 [m/ - V31 (I+l) ] - g^ p%Bo mj (29)

AE(±)endor “ â + %W2 ± mq (Pg + W2 ) + hVĵ
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FIGURE 11
Second order ENDOR transition frequencies for two 
equivalent nuclei with I = %, A > 0, (A/h)/2 > and 
(a) no quadrupole interaction, (b) quadrupole interaction 
with P » W 2 , for vhich only the Mg=+% manifold is shewn.
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These quadrupole effects would not be apparent in the second 
order shifts of the SSR lines. The second order ENDOR trans
ition frequencies for a single nucleus with spin 3/2 and a 
quadrupole splitting are shown in Figure lOc.

If both a quadrupole interaction and equivalent nuclei 
are present, the quadrupole interaction lifts the degeneracy 
of the nij = ... states, and the second order effects
can no longer be calculated by using the total nuclear spin 
in eqns 25 and 26. In this case, the ENDOR spectrum obtained 
depends very much on the relative magnitude of the second
order effect, and the quadrupole interaction, . A comp-

8 9lete treatment has been given by Feuchtang and by Schoemaker.
For two equivalent Cl ligands, with q ^  , isotropic a and

aligned along the z-axis, the energy levels are given to
second order by

E = 90 Pb ^ o mg + (amg - PNBoXmi^ + mj^) ,

+ q[3(mij+nil J  -21(1 + 1)) (30)

There are l6 eigenvalues and 20 allowed transitions, some of 
which are degenerate at this orientation. Thus, each mg com
ponent is split into 14- lines, as shown in Figure 11b, Each 
mg component is centered at the same frequency as the second
order ENDOR transitions for a single nucleus. Figure 12 shows

35the ENDOR spectrum for two equivalent 01 ligands in the 
complex (RhCl^)^" in NaCl. As predicted by eqn 30, the largest 
second order splitting (3^^) occurs on the mq = 0 lines, and 
is just resolved in this spectrum.

The distinction between magnetically equivalent and geo
metrically equivalent nuclei should be noted. Magnetically 
equivalent nuclei occur in pairs in complexes with an inver-
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sion centre. Geometrically equivalent nuclei will only be 
equivalent along selected symmetry directions.

diWèreovt
The coupling of inequivalent nuclei, which includes^iso-

topes of the same element, has a much smaller effect on the
ENDOR spectrum than the coupling of equivalent nuclei. It is
of the order of 2 2  2 • If the hyperfine splittings from2ge Ub ^o
both nuclei are resolved in the ESR spectrum, so that each raj 
component can be saturated separately, then a shift of the 
ENDOR lines is observed. A splitting is observed if several 
m ̂ components are saturated simultaneously. These effects have 
been observed in the ENDOR spectra of Cu- and Ag-containing 
organic complexes, which have a large hyperfine interaction of 
the central metal nucleus, and account for the very broad ENDOR 
lines sometimes observed for transition metal complexes.

The presence of strongly anisotropic interactions in the 
effective spin Hamiltonian has a number of direct and indirect 
effects on the ENDOR spectrum that have so far been ignored.

The nuclear Hamiltonian of eqn I6 can be written as

nig " 9n Bo)Iz + Wg GgjBI + I Q I (31)

e g is the unit vector in the z-direction. This can be rewritten 
as

“ ®eff Jz (̂ S®z) BI + I 0 I (32)

where ^eff = l̂ o" inga/gN^Nl^z

For a hyperfine interaction with small anisotropy, the effective 
field is along the applied field direction. Its magnitude is 
inversely proportional to the nuclear f r e q u e n c y , , and is 
therefore enhanced for nuclei with small (eqn 32). A 
related enhancement of the oscillating rf field occurs. This
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is fortunate, since the rf field strength necessary for the 
observation of an ENDOR signal is inversely proportional to 

(eqn 8). For a large anisotropic hyperfine interaction, 
the effective field is no longer along the applied magnetic 
field direction. The magnitude and direction are now defined 
by the equations

|Beff| = IBo -ms(a+B)/gN Mn |

= [(Beff)x +(Beff)y+ (33)

tan e =
(Beff ) 3

€ is the angle between the effective field and the xy plane 
of the laboratory axis system. For axial symmetry, eqns 33 
become

Bgff = Vg^ Pn B (3 cos^ 8-1) - g^ p^Bo^] + sin^e cos^0 ̂ ̂

« ^/gN Mn I ms [a +b(3 cos^ 0-1) - gN Pn B o] | (34)

3b sin 0 cos 0tan £ =
a +b(3 cos^ 0-1) - g^ Bo/mg

The first order solutions given by eqns 20 and 21 only hold 
when the magnetic field is aligned along a principal axis.
At all other orientations, must be replaced by . Thus,
eqn 22 becomes

V(±) = I (^®Ai)ms-gN V N ^ e f f -tlqPei
(35)

P0 = 3[q(3 cos^ 0 e f f - l )  + sin^ 0gff cos2(|)gff ]

// n
where 0 = 0 - e. An example of the deviations from eqn 22 atef f
off-axis orientations, due to a large anisotropic hyperfine 
interaction is shown in Figure 13. This shows the angular
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FIGUPE 13
Angular rotation plot of ENDOR lines from the two axial 
Cl~ ligands in (RhCle)‘̂~/AgCl, showing the crossing 
angle, as influenced by Bgff, of the quadrupole lines. 
[See eqns. 34 and 35]
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dependence of the six ENDOR lines from the two axial chlorines 
of the (RhCl^)^" complex in AgCl. The quadropole splittings 
collapse to a pair of lines a t  $ = 66° instead of at as
predicted by equation 22. Thus, the angle that the effective 
field makes with respect to the normal of the applied field is 
11.6° .

As discussed above, strongly anisotropic hyperfine inter
actions lead to a breakdown of the high field approximation, 
which is essentially the assumption that the electron spin 
is quantized along the direction of This assumption is
also violated when other strongly anisotropic interaction 
tensors are present in the spin Hamiltonian. Thus, an aniso
tropic g-tensor can affect the principal values and direction 
cosines of the hyperfine interaction, causing a deviation from 
the cosine law dependence given by equation 17. This is shown 
schematically in Figure 14-. Except for extremely anisotropic 
g-or fine structure-tensors, this effect can usually be ignored.

As a result of the field dependence of and W^, an 
anisotropic ESR spectrum has a direct effect on the ENDOR 
transition frequencies (eqns 12, 22, 26 and 35). It is help
ful in the analysis of the ENDOR spectra to subtract out this 
strong Larmo.r frequency dependence.

The anisotropy of an ESR spectrum often results in the 
spectral separation of absorptions arising from complexes in 
inequivalent orientations. In such an instance, the ENDOR 
spectrum will be only from those orientations responsible for 
the saturated ESR line. If resolved fine structure features 
are present in the ESR spectrum, ENDOR spectra due to each 
m̂  state can be obtained separately.



212

a)
co . "exp
(Aoa
0)c

0 90 180
d

b)

a
sN<

0 90 180
e

FIGURE 14
Isofrequency plot, for a four level system, of the
(a) experimental ESR data and (b) hyperfine splitting, 
shewing the effect of g-tensor anisotropy on the 
hyperfine interaction. Frcm reference 2.
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When all of the interactions in the nuclear Hamiltonian 
are of the same order of magnitude, the second order approx
imations discussed above are not very good, and higher pertur
bation solutions converge very slowly. In these circumstances, 
an exact diagonalization of the Hamiltonian is necessary. It 
should be noted that second and higher order corrections to 
the ENDOR transition frequencies become necessary when first 
order solutions are still sufficient to explain the ESR trans
ition energies.

5.3.A Matrix ENDOR
In the ENDOR spectra of solids, particularly disordered 

solids, the dominant feature is usually a single line at the 
nuclear free frequency. This is called the matrix ENDOR line 
and is the result of a ENDOR mechanism. It results :from a
purely dipolar interaction of the unpaired electron with nuclei

oup to 5-0 A distant. Closer nuclei give rise to a doublet 
spectrum due to both contact and dipolar interactions, as 
described above. In liquids, rapid tumbling of the paramagnetic 
complex averages the dipolar interactions to zero and no matrix 
line is observed.

The lineshape of the matrix ENDOR line is dependent upon 
the lineshape function, g(  V - of the NMR spin packet.
This is centred at the resonant frequency, and the frequ
ency dependence of g( V -  v is determined by nuclear relax
ation processes involving T^^ and T^. If these processes are 
independent of angle, then v is given by the expression:

 ̂gg (3cos^ 6 - l) m^ I^^ r s u m m e d  over i nuclei

at distance r. The resulting spectrum is a doublet with a line 
corresponding to each m^ manifold, as discussed above
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a)

b)

15MHz12

FIGURE 15
(a) Matrix ENDOR lineshapes simulated with (----) and without

(---- ) angularly dependent nuclear relaxation processes.
Frcm reference 6.

(b) Experimental matrix ENDOR line of trapped H atoms in NHi* 
Y-type zeolite. Motional relaxation processes give rise 
to shoulders on the central line. Frcm reference 16.
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(Figure 15a). If an angular dependence of the relaxation 
processes is assumed, such as is observed for the electron- 
nuclear dipolar (END) mechanism discussed in reference 6, then 
a single matrix line results. The latter case is almost always 
observed experimentally. Depending on the exact nature of the 
END mechanism, one or two shoulders are sometimes observed on 
either side of the matrix line (Figure 15b). This can occur 
when either the matrix nuclei or the paramagnetic species 
undergo rapid motion so that motional relaxation processes are 
much more efficient than END relaxation p r o c e s s e s . I n  
such cases, chemical or physical arguments must be used to 
distinguish between shoulder matrix lines and small isotropic 
hyperfine splittings.

5.4- The Assignment of ENDOR Lines
5.4-.1 Directly from the ENDOR data

If an ENDOR spectrum is comprised of transitions from 
several types of nuclei, some with more than one isotope or 
symmetry poition, and from a number of complexes, the assign
ment of ENDOR lines to a particular complex and nucleus becomes 
difficult. In this section, several data analysis methods 
and experimental techniques are presented which aid ENDOR 
spectral assignment.

As discussed above, to first order, the pair of ENDOR 
lines resulting from a given hyperfine interaction are either 
centred at or separated by . Thus, if ENDOR lines can be 
associated in pairs, the type of nucleus involved in the hyper
fine interaction is unequivocally identified. However, in 
complex spectra, it is sometimes difficult to pick out pairs 
of lines. If the nucleus in question has several naturally
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abundant isotopes, then the associated ENDOR lines will have 
a characteristic pattern which should aid assignment of trans
itions. The ENDOR pairs from each isotope N will either be 
centered at A^/2 or separated by A^ where /A^ =
The intensities of the ENDOR lines from an isotope N will be 
proportional to its natural abundance.

The frequency shift of an ENDOR line as a function of a 
small change in the static magnetic field position is given by

= gff ( ABg) (36)
h

Thus, a measurement of line position as a function of magnetic 
field can aid the assignment of an ENDOR line to a particular 
type of nucleus. This approach can also be used to determine 
if an ENDOR line is one of a pair centered at or centred 
at A/2, since an increase in field causes different shifts for 
the two cases (Figure 16.)

Once an ENDOR spezctrum is resolved into pairs of lines that 
can be assigned to a type of nucleus, these splittings must be 
assigned to a particular complex and site. If the sample is a 
single crystal, an angular rotation study provides information 
about the site symmetry of each nucleus. This very often pin
points the nucleus' position in the complex. If the sample 
is a powder or liquid, one must use chemical techniques, such 
as isotopic substitution, as well as "chemical intuition" to 
assign the splittings. In some cases, as discussed in the 
next chapter, a type of angular rotation ENDOR study is 
possible for powder samples.
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FIOJRE 16
ENDOR line shifts as a function of magnetic field, 
(a) Bo =Bi, (b) Bq =B2 . B2 > Bi .
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5.4-«2 From TRIPLE ENDOR experiments
A double ENDOR experiment, called TRIPLE ENDOR, can be 

used to unravel overlapping ENDOR spectra from different com
plexes. The TRIPLE ENDOR experiment consists of first obtain
ing an ordinary ENDOR spectrum by sweeping the rf field. An 
ENDOR line, at frequency is selected and saturated by 
irradiating the system with a second strong rf field a t V ^ ,  

Meanwhile, the first rf field is swept again, and changes 
induced by the second pumping field are noted.

The nature of these changes can be deduced from Figures 
17 and 18. An experimental example considered in the next 
chapter is ditertiary butyl nitroxide in toluene. The ENDOR 
spectrum consists of a pair of lines at (A„/2) - from the
nitrogen nucleus, and a pair of lines at 'U t  (Ay/2) from the

N'"' N 
N ‘

18 equivalent methyl protons. A simplified six level energy 
diagram for this system, considering only one proton and one 
nitrogen, and assuming that V-^ and Ay are both positive is 
shown in Figure 18a. The ENDOR line intensity will be pro
portional to the population difference between the levels 
involved in the NMR transition following saturation of the ESR 
transition. As discussed above, and shown in Figure 18 b, for 
the transient ENDOR mechanism, this difference is 6/2, for 
each of the four ENDOR transitions. If a saturating rf field 
is applied between levels 7 and 8, that is, the low frequency 
proton line is saturated, levels 6, 7, and 8 will be equalized 
in population (Figure 18b). The population difference will 
decrease for ENDOR transitions 7 to 8 and 7 to 9» and increase 
for 5 to 6 and 4- to 6. The resulting change in the ENDOR 
spectrum is shown in Figure 17. In general, it can be shown 
that transitions in the same electronic manifold as the saturated



219

A m/ 2
a)

a b

a^Z>0, ayZ>0 + %

3M^0, ay<C 0 -Vi +V2 

a^<0, 3m> 0  + %

a^>0, a^< 0 -% +%

* ' / 2

-Vi

-V2

♦V2

- 2 V m -
c d

-V2

* > 2

+V2

-V2

b)

a„>0,aN>0 I

a„<0.aN<0

a „ > 0 , a ^ < 0  1

a„<0,aN>0

( A . / 2 )

FIGURE 17
Schematic ENDOR (a) and TRIPLE ENDOR (b) spectra for an 
interaction with one proton and one nitrogen nucleus, 
showing the intensity changes observed as a result of 
pumping the Mg = nitrogen (or proton) EINDOR line for all 
possible sign combinations of a^ and ay.
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FIGURE 18(a)
Energy level diagram for an interaction for one nitrogen and one 
hydrogen nucleus shewing ENDOR transitions labelled a, b, c and 
d in Fig. 17. A h / A n >0.
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experiment for the system described in Fig. 18(a) .



222

NMR transition will decrease in intensity, and those in the 
other electronic manifold will increase in intensity. If an 
ENDOR spectrum is a composite of several different complexes, 
a TRIPLE experiment on an ENDOR line from one of the complexes 
will distinguish the component spectra. Only ENDOR lines from 
that complex will change in intensity.

TRIPLE ENDOR can also sometimes be used to deduce the 
relative signs of hyperfine couplings. The four possible sign 
combinations and the corresponding TRIPLE responses for the 
DTBN radical are shown in Figure 17. If Ay and Ay have the 
same sign, alternate lines increase in intensity. If the 
hyperfine signs are dissimilar, neighbouring lines increase 
or decrease in intensity. It is not possible to establish the 
absolute hyperfine signs from the TRIPLE ENDOR experiment alone. 
In order for this experiment to work, the ENDOR mechanism must 
have at least a small transient component.

The TRIPLE ENDOR technique just described is referred to 
as general TRIPLE.A variation of this technique, special 
TRIPLE, used to enhance weak spectra, is discussed in Chapter 6.

5. 4-» 3 From ENDOR-induced ESR
The technique of ENDOR-induced ESR can also be used to 

distinguish ENDOR lines arising from different complexes. In 
doing so, it becomes possible to separate overlapping ESR 
spectra.

As described above, an ENDOR response is observed when 
an ESR transition is saturated by a strong microwave field 
fulfilling the resonance condition hi;̂  = and an rf
field is frequency swept until it fulfills the resonance 
condition hUy = inducing an NMR transition.
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The NMR transition causes a detectable change in the signal 
intensity of the saturated ESR line. The NMR transition can 
equally well be detected by first choosing the rf field fre
quency to fulfill the NMR resonance condition and then sweep
ing the static magnetic field until the ESR resonance condition 
is fulfilled. As with the usual ENDOR experiment, the intensity 
change in the ESR signal is detected, but here, as a function 
of static magnetic field. Thus, an ESR spectrum is obtained 
which includes only ESR transitions belonging to the same 
complex as the induced NMR transition. This is the ENDOR- 
induced ESR spectrum. An example of such a separation of ESR 
spectra is shown in Figure 19 for F centers in BaFCl.

The ENDOR-induced ESR spectrum will include only those 
ESR transitions whose m^ components are among those involved 
in the induced NMR transition. Thus, if quadrupole or second 
order splitting, which remove the degeneracy of different m^ 
levels, are resolved in the ENDOR spectrum, the ENDOR-induced 
ESR spectrum will depend on which ENDOR line is stimulated.

As an example, consider the ENDOR-induced ESR spectra of 
(RhCl^)^ in AgCl in Figure 20. The normal ESR spectrum, with 
B^ along the symmetry axis of the complex, consists of seven 
lines due to the hyperfine interaction of a single unpaired 
electron with two equivalent chloride ligands. The ENDOR- 
induced ESR spectrum obtained when the m^ =~è» m^ = -1 quadru
pole line is stimulated consists of only the five high field 
ESR lines. The low field transitions, which involve m^ com
ponents +3/2 and +1/2, are not observed since complexes with 
these m^ components are not involved in the m^ = -1 quadrupole 
transition. If, however, there was efficient relaxation between 

nuclear spin states, or strong T^^ relaxation processes, all
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a) BaClF F (F-)

3250 3350 3450

b)

33503250 3450

FIGURE 19
(a) ESR spectrum ani (b) ENDOR-induced ESR spectra of an 
electron trapped at a Cl" or F" vacancy in BaFCl [F(C1") 
or F(F")]. The ENDOR-induced ESR spectra were obtained 
by pumping the well-separated ENDOR transitions of 
either the F (Cl") or the F(F") center. Fran reference 11.
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34503200 Magnetic Field (Gauss)

FIGURE 20
ENDOR-induced ESR spectra of (RhCle) "^VAgCl, B© H Z ,  
measured while exciting one of the (a) Mq =-1,
(b) Mq = 0 and (c) Mq =+1 ENDOR transitions in Figure
9.
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quadrupole lines would be observed. A complete discussion of 

such effects is given by Niklas and Spaeth.
A number of other variations of the basic ENDOR experiment 

have been developed which are helpful in unravelling complex 
spectra. These are summarized in references 10 and 12.

5.5 The Quadrupole Interaction
A quadrupole splitting is observed when the nuclear 

electric quadrupole constant is nonzero, that is, for I 
and for a nonzero electric field gradient. A nonzero electric 
field gradient at a nucleus can arise as a result of the elec
tron distribution of the nucleus’ electrons. In the example 
of (RhCl^)^", if the host lattice is essentially ionic, then 
the 01 ion has a closed valence shell; the electrons have a 
spherical distribution, and there is no electric field gradient 
at Cl" due to chlorine. Likewise, if the 01 ion is surrounded 
by a distribution of ionic charges with cubic symmetry, as in 
an undisturbed AgCl lattice, this charge distribution has zero 
field gradient and thus gives no quadrupole splitting.
However, an electric field gradient can arise as a result of 
electron density in the Cl"--Rh --Cl" bond. The quadrupole 
interaction is sensitive to total electron density, not just 
unpaired electron density, in a bond and thus provides infor
mation about the degree of covalency in bonding. The quadru
pole interaction also sometimes yield information about sp 
hybridization, since s-electron density does not contribute 
to the quadrupole splitting. Even if the bonding in the 
(RhCl^)^" complex is purely ionic, the electric field gradient 
at the ligands will be nonzero if the ionic charge of Rh is 
nonzero with respect to the host lattice. If the bonding is
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purely ionic and the metal nucleus is treated as a point with 
an overall . charge q, then the electric field gradient along 
the z-axis is

( d ^ v / d z ^ )  = 2q / (37)

r is the distance between the chlorine ligand and the central 
metal ion. Ideally, one could determine the charge on the 
central metal ion using equation (37). However the interpret
ation of the calculated electric field gradient must take into 
account the antishielding effect. If a nucleus is charged, 
the closed shell electrons close to the nucleus are distorted; 
this leads to a huge correction to the electric field gradient 
The correction is a function of r^, the distance from the 
nucleus, but to a good approximation, inside the charge dist
ribution the correction is small, and outside, it rapidly 
approaches a finite value. The correction is

1 -y(rn) (38)

F (r^) is the Sternheimer antishielding factor. 
For Cl, y(oo ) = 48.15



228

Reference s
1. H. Seidel, Habilitationsschrift, Technischen Hochshule 

Stuttgart (1966).
2. C.P.Poole, Jr. and H.A. Farach, The Theory of Magnetic 

Resonance (Wiley-Interscience, New York, 1972).
3. M.C.R. Symons, Chemical and Biochemical Aspects of 

Electron-Spin Resonance Spectroscopy (Van Nostrand 
Reinhold, New York, 1978) .

4-. J.E. Wertz and J.R. Bolton, Electron Spin Resonance;
Elementary Theory and Practical Applications (McGraw - 
Hill, New York, 1972).

5. C.P. Poole, Jr., Electron Spin Resonance: A Comprehensiye
Treatise on Experimental Techniques, 2nd ed. (John Wiley 
& Sons, New York, 1983).

6. L. Kevan and L.D. Kispert, Electron Spin Double Resonance 
Spectroscopy (Wiley & Sons, New York, 1976),

7. M.M. Dorio and J.H. Freed, Multiple Electron Resonance 
Spectroscopy (Plenum Press, New York, 1979) .

8. T.E. Feuchtang, Phys. Rev. 126, 1628 (I962).
9. D. Shoemaker, Phys. Rev. 174 * IO6O (I968).

10. A. Schweiger, Habilitationsschrift, ETH-Zentrum, Zurich
(1983).

11. J.R. Niklas and J.M. Spaeth, phys. stat. sol. (b) 101;
221 (1980).

ti12. A. Schweiger and Hs. H. Gunthard, J. Mag. Res. 57, 65
(1984).

13. G. Breit and I.I. Rabi, Phys. Rev. 3 ^ , 2028L (1931).
14. J.M. Baker, E.R. Davies and T. Rs. Reddy, Contemp. Phys. 

13, 45 (1972).
15. C.P. Slichter, Principles of Magnetic Resonance (Springer-

Verlag, New YorF^ 1980). ~
16. J.C. Vedrine, J.S. Hyde and D.S. Leniart, J . Phys. Ghem. 

76, 2087 (1972).



C H A P T E R  S I X

EXPERIMENTAL ASPECTS OF

ENDOR SPECTROSCOPY



229

CHAPTER SIX 
Experimental Aspects of ENDOR Spectroscopy

6.1 Obtaining an ENDOR Spectrum
The ENDOR sensitivity which is attainable in practice is 

reduced from the ESR sensitivity by a factor of 100; thus, 
the optimization of instrumental and sample parameters is 
especially important. These parameters are material-dependent 
and can have a narrow optimum range so that an empirical 
approach can be rather "hit-or-miss". Therefore, those exper
imental factors affecting sensitivity and relative line inten
sities are outlined below. A description is given of the two 
ENDOR spectrometers used for the studies discussed in this 
thesis, along with an evaluation of their applicability to 
various systems. Several model studies of disordered materials 
and of liquids are discussed.

6.1.1 General Requirements
A general set of conditions which must be fulfilled in 

order to obtain an ENDOR spectrum are^

1 -1 (1)

Tg is the electron exchange time and can correspond to a spin 
exchange time, T^^, a spin diffusion time, or a cross relax
ation time, T^; T^^ and T^^ are the electron spin lattice and 
electron spin-spin relaxation times; T̂ ^̂  and T^^ are the nuclear 
spin lattice and nuclear spin-spin relaxation times; 7^ and 
7^ are the electron and nuclear magnetogyric ratios; and



230

and are the amplitudes of the microwave and radiofrequency 
fields reapectively. The terms (Tg^q)  ̂and  ̂can be
regarded as the times to achieve an electronic or nuclear 
transition. (T^T^)^ is the characteristic time for an electron 
or nucleus to return to thermal equilibrium.

The first condition, Tg;>(T^^T2g)^, requires that the 
ESR line is inhomogenously broadened, that is, that the micro
wave energy is dissipated to the lattice faster than to the 
spin system. If Tg is very short, saturation of the ESR line 
may not be possible or the ENDOR lines may be broadened beyond 
detection. If T^^ is short, the saturation of one ESR trans
ition will be transferred to other transitions in the same 
spin system. If all the T^^ processes are saturated, then no 
ENDOR effect can occur. Thus, the spin concentration, which 
partially determines T^^, is more critical for obtaining ENDOR 
spectra than for obtaining ESR spectra. In liquids, the spin 
diffusion time, as affected by temperature and solvent vis
cosity, is also critical. T^, a rather invariant parameter of 

the system, is usually longer than ('^qe'^2e^^’
The conditions ( Tq^T^^ ) ̂ >  (TgH^) and ( ) ̂ > )  “^

simply state that the characteristic electron relaxation time 
must be long enough ( or strong enough) for the ESR trans
ition to be saturated, and the characteristic nuclear relaxation 
time must be long enough ( or strong enough) for the NMR 
transition to desaturate the ESR transition. In solids, both 
characteristic relaxation times generally decrease with temp
erature. In liquids, the nuclear and electronic relaxation 
times may go through a maximum as the temperature is reduced. 
These can occur at different temperatures and the optimum
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ENDOR signal is obtained when the two relaxation times are 
equal.In solids, the lowest attainable temperature does not
necessarily produce the optimum ENDOR signal, since at low T°

1.(TiT^)^ may become smaller than T^. Note that for nuclei with 
small nuclear frequencies, a stronger rf field is required to 
obtain an ENDOR spectrum. As mentioned in Chapter 5, this 
effect is somewhat counterbalanced by the enhancement of the 
field at the nucleus by the hyperfine interaction, which is 
larger for small 7^. Similarly, if the electronic g-tensor 
is very anisotropic, one might expect higher microwave powers 
to be required for the saturation of low field signals (7^= ĝ /'tf)

The final condition, (7g^q) ^ ̂ * implies that the
nuclear transition time is comparable to all competing relax
ation times, so that the NMR transition affects the saturation 
behaviour of the ESR signal.

As can be seen from Table 5.1, one can expect the % ENDOR 
enhancement to be about 10^ of the ESR signal intensity. The
ESR signal intensity measured in an ENDOR cavity is approx
imately ^/lO the intensity obtainable in an ESR cavity. Thus, 
the ENDOR sensitivity is at least two orders of magnitude lower 
than the optimum ESR sensitivity, and it is necessary to en
hance the ENDOR S/N ratio by the use of single or double modu
lation, phase sensitive detection schemes. Double modulation 
schemes involve modulation of the rf field and of the static 
magnetic field. One side effect of Zeeman field modulation 
can be broadening of the ENDOR lines. This can be particular
ly severe in disordered solids (see below), and can be avoided
by using microwave resonance-signal phase modulation in place

2of field modulation. Magnetic field modulation, without 
phase sensitive detection, can sometimes effect the % ENDOR
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3enhancement. Signal enhancements of lOx have been reported 
for F-centres in KCl^. One reason proposed for this enhance
ment is that more of the spin packets of the inhomogenously 
broadened line are brought into resonance at large modulation 
amplitudes. The effects of Zeeman field modulation on the 
ENDOR signal intensity are discussed further in reference 3. 
The designs of modern ENDOR instruments have improved such 
that those commercial instruments available today use only a 
single phase sensitive detection system, modulating the rf 
field.

The choice of rf modulation frequency is less critical 
than the operating factors discussed above; however, if it is 
fast enough to be comparable to T^^ ^ (or T^^ ^, which is less 
likely) then it effectively increases the relaxation rate.
This then results in the distortion and/or broadening of the 
ENDOR lines and the necessity of higher rf powers ( and micro
wave powers) to obtain an ENDOR signal.^ These considerations 
only become important in most systems at liquid helium 
temperatures.

6.1.2 ENDOR Signal Intensities

i) As a function of Hq and

The results of a straightforward, phenomenological 
treatment of the ENDOR signal intensity, provided by Seidel,^ 
are presented below. A more rigorous, but more complex 
approach, using a density matrix method, has been taken by 
Freed and coworkers, and is reviewed in reference 7.

Seidel took the ESR signal amplitude as given by :
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A = 71" Te Xo  ̂  ̂ g (cjü -cOq ) ( 2)
2(1 + h2 ?2^)5

where X q is the static magnetic susceptibility, g(co -CÔ ) is a
lineshape function, and . Following the application
of the radiofrequency field, the amplitude changes to A ,
with Tg in eqn 2 replaced by . The ENDOR signal amplitude 
is then proportional to the induced change in the ESR signal:

it
^ENDOR "   —  (3)

A

Assuming that the relaxation processes are those shown in 
Figure 5.3 and that T^^T^, T^ is given by:

= (i + f (/i)
^le N

The ENDOR signal intensity is determined by the efficiency of 
the applied field in changing the level populations associated 
with the saturated ESR line. This, in turn, is dependent on
the NMR transition probability, P, which is given by^

" - V  ^2N ] (5)

where = (I + m^)(l - m^ + l) and is the transition
frequency of the ENDOR line, j U ̂  + (A/h)/2| . From eqns 2,4 
and 5, the ENDOR signal amplitude can be written in the form

^ENDOR = ^

X and y are functions of and , respectively:

X " s H n- y = V  "+ "m %2 < 2̂N (6b)
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The factor 21/(21+1) is included because the ENDOR trans
ition affects only 2 of the (21+1) spin levels in each 
manifold. #is a relaxation parameter and is a function of all 
of the transition probabilities involved in the relevant 
relaxation pathways. Thus, at low rf powers, the ENDOR signal 
intensity increases linearly with rf power. For low micro
wave powers, the signal intensity increases as At high
rf or microwave powers, the signal intensity is expected to 
reach a maximum and become independant of power. This behav
iour has been observed for F-centres in alkali halides and in 
the Rh/AgCl system described in Chapter 7. It should be noted 
that the exact nature of the ENDOR signal intensity-rf power 
dependence will be a function of the operative relaxation 
pathways. However, for T^^ mechanisms the dependence will 
generally be as just d i s c u s s e d . A t  high rf powers, the 
ENDOR lines may broaden and split due to coherence effects.
This is discussed further in reference 3.

If the ESR derivative signal amplitude of a homogeneous 
line, from the steady state solution to the Bloch equations, 
is used in place of eqn.2, a slightly different H^ dependence 
is o b t a i n e d . T h e  signal amplitude is then given by

a ' = 2 X q y /  H, (H^ - H)________________________  (8)
(1 + F J  (H^ - H)2 + y /  T2g)2

!Setting A =0 and solving for H, the intensity at the derivative
maximum is

< a x  = i M (9)
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Assuming a ENDOR mechanism, the ENDOR signal amplitude at

this field is

^ENDOR " ^  '̂ 2e %  .
16 (1 + r/ T2,)5/2

where is the change in the effective relaxation time

brought about by the rf field. -̂pnDOR ^G&ches a maximum at
2 2 2y H-, T-, = -̂ and then decreases in intensity at higher© J- _L 0 ^ © ^

microwave powers. Thus, for a homogenous line, the optimum 
microwave power level for ENDOR is three times that which 
gives the maximum ESR intensity. This power dependence behav
iour was observed for the silver olefin complexes described in
Chapter 8.

ii) As a function of ENDOR transition frequency
Since y is proportional to the ENDOR transition frequency 

(eqn 6b), equation 6a predicts that the ENDOR line intensities 
will increase quadratically with frequency at low rf powers 
and be independent of frequency at high rf powers. A more 
complicated dependence will occur at intermediate powers.
Thus, the relative intensities of the ENDOR lines will change 
with rf power and the low frequency line of each ENDOR line 
will usually be weakest. This qualitative rule is sufficient 
for the understanding of many ENDOR spectra. For the inter
pretation and simulation of ENDOR powder spectra a more quant-

12itative approach, as described in section 6.A is required.

iii) As a function of orientation
The ENDOR line intensity frequency dependence described 

by eqn 6 only holds if the hyperfine interaction is isotropic.
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In general, y = 2P(u^) where P, the ENDOR transition
probability, is angularly dependent: 12

irwn-1 = / 27T < 111-1 N m> (w) (11)

is the nuclear Hamiltonian given in eqn 5.16. The trans
ition probabilities represented by the relaxation parameter 
can also be angularly dependent. Angular dependences of ENDOR 
line intensities become important in the interpretation and 
simulation of powder ENDOR spectra.

iv) As a function of number of nuclei
■ Relative intensities of ENDOR lines do not ordinarily 

reflect the number of equivalent nuclei involved in each 
ENDOR transition. Inequivalent nuclei in a molecule with 
different relaxation processes have different ENDOR % enhance
ments (Table 5.1). The ENDOR line intensities also depend on 
the magnitude of the hyperfine interaction for small couplings. 
This results from the simultaneous saturation of overlapping 
ESR hyperfine lines so that only a small population difference 
between NMR levels can be obtained. In an extreme example 
using the four level spin system in Figure 5.3, if both trans
itions 1=>4- and 2 =>3 are saturated at the same time no ENDOR 
response will be possible. This effect can be taken into
account for homogeneously broadened ESR lines by the equation 

1 = 1

10

. a x .
+ 2.5

(12)

where A  w  - A(H z )x 27T . If the nuclei are similar, i.e. protons 

in aromatic radicals, I^^^ can be taken as a constant and the
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corrected ENDOR intensities will reflect the number of equiva
lent nuclei associated with each transition. Some estimates
of are given in reference 10.2e °

In special TRIPLE experiments, the rf frequency is swept 
in both directions simultaneously, starting at the free nuclear 
frequency of interest. Thus, both and u ENDOR transitions 
are simultaneously irradiated (as long as and the
ENDOR intensity dependence on T̂ ^̂  is eliminated. In most cases, 
then, the resulting spectrum, connected with eqn 12, should 
reflect the number of equivalent nuclei.

6.2 Experimental
6.2.1 ENDOR instrumentation

The general block diagram of an ENDOR spectrometer is 
shown in Figure 1. It consists of an ESR spectrometer with 
the modifications necessary to allow the introduction of a 
sweeping radio frequency field at the sample. Thus, the com
ponents unique to the ENDOR spectrometer are the probehead 
(a), made up of the microwave cavity, the radiofrequency coils 
and the low temperature cryostat, and the radiofrequency 
circuit (B). The radiofrequency circuit consists of a scan 
generator, an audio oscillator, which normally supplies the 
Zeeman modulation in ESR experiments, an rf signal generator, 
a broad band rf power amplifier and a 5 0 ü dummy load. The 
radiofrequencies are synthesized by the rf signal generator, 
usually capable of a range of 1-220 MHz. The frequency output 
of the rf signal generator is controlled by the output voltage 
of the scan generator, enabling the frequency to be swept up 
or down, or, using a triangular waveform, simultaneously in
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FIGURE 1
General block diagram of an ESR/ENDOR Spectrcmeter. 
Carponents marked A and B. A is the ENDOR probehead.
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both directions. The scan generator also controls the start
ing frequency and scan range. In both instruments described 
here, the scan generator was based on a digital clock and 
software controlled. As pictured in Figure 1, both ENDOR 
instruments used a single rf modulation, phase sensitive detect
ion scheme. The audio oscillator supplies the EM modulation 
signal to the scan generator and a reference signal, through 
a phase shifter, to the phase sensitive detector. It is useful 
to have the option of converting this signal to FM or AM mod
ulation of the frequency output of the rf synthesizer. The 
output of the rf synthesizer is amplified by a broadband amp
lifier, usually with an output power of 50 - 300 ¥. The out
put impedance of the rf amplifier is about 50Q and is frequency 
dependent. Thus, the current through the ENDOR coils and the 
amplitude of the radiofrequency field in the coils (H^) are 
also frequency dependent due to the mismatch of the amplifier 
output impedance and the impedance of the ENDOR coils.
Impedance matching is provided by the use of a 5 0 Q line, a 
thickness of coil wire such that the impedance across the coils 
is 50Q, and a 500 load, matched to the approximate output 
impedance of the rf amplifier. The 500 load also provides a 
heat sink for the rf power, so that it is not dissipated in 
the coils. With the high rf powers employed in modern ENDOR 
spectrometers, this crude form of matching is adequate. More 
detailed general discussions of ENDOR intrumentation, along 
with descriptions of a number of different instruments, are

1 / 3given by Poole and Leniart.
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i) University of Paderborn ENDOR Spectrometer
Some of the ENDOR experiments described in Chapter 7 

were carried out in the Experimental Physics Department of the 
University of Paderborn, West Germany, under the supervision 
of Professor J.M. Spaeth and Dr. J.R. Niklas. The ENDOR 
spectrometer used was a noncommercial X-band homodyne system 
that worked fully on-line with a Hewlett Packard 21MXE computer.

The bridge design incorporated two notable aspects. The 
first of these was the use of a solid state microwave oscillator 
(Narda Microline 601 A) in place of a conventional Klystron.
This provided several advantages. The frequency range of the 
solid state oscillator (8.2 - 12.A GHz) was larger than that 
of an X-band Klystron (9 - 10 GHz), and the solid state oscil
lator ran at a lower voltage (— 50V) than an X-band Klystron 
(300 - 4-30 V). The lower voltage was easier to stabilize; 
however, the lower current through the oscillator had to be 
carefully controlled. In general, a more stable frequency 
could be obtained with the solid state oscillator than with a 
Klystron.

The second notable feature of the Paderborn bridge was 
the introduction of two GaAs FET microwave peamplifiers 
(Narda 624-4- S-24-) prior to the detector diode.^ These increased 
the signal-to-noise ratio, /N, by a factor of 10 at the low 

modulation frequencies (<1 KHz) and microwave powers (<20 mW) 
generally used with this system.

A single modulation phase sensitive detection scheme, as 
shown in Figure 1, was employed. The rf field could be mod
ulated at any frequency between 1 Hz and 100 KHz. Double 
modulation schemes involving Zeeman field modulation were 
avoided because of possible line broadening effects. For the
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same reason, the rf field was AM (square wave) modulated.
This allowed large modulation depths (usually 100%) to be 
employed without the line broadening that would accompany FM 
field modulation. However, with AM modulation the signal 
was very susceptible to rf leakage. This became particularly 
critical when low modulation frequencies were used as a result 
of interference from lights, elevators, etc. For this reason, 
the microwave circulation port, the two preamplifiers, and 
the detector diode were in a well-shielded box.

One of two SNI power amplifiers were used (A-300 W,
55 dB, 0.3-35 MHz, and 550L, 50 W linear, 50 dB, 1.5-400 MHz). 
The 50 W amplifier was used for frequencies greater than 
30 MHz.

All of the ENDOR signals obtained with the Paderborn 
instrument were superimposed on a large background signal, 
which resulted in part from the use of AM modulation. The 
background signal had a ^/f dependence, as shown in Figure 2 
and the sample signal intensity and the background signal 
intensity were inter-dependent. Thus, the sample signal could 
be optimized, even if it was very weak, by optimizing the 
background signal at some frequency less than 1 MHz. For 
ENDOR-induced EPR and TRIPLE experiments, it is necessary to 
excite an individual ENDOR transition independently. Unfortun
ately, because of coupling with the background signal, the 
pump rf energy was transferred throughout the spin system and 
all ENDOR transitions were pumped to some extent. Thus, a 
”jump-frequency" double modulation scheme was used for ENDOR- 
induced EPR and TRIPLE experiments. In this format, the 
stationery rf pumping frequency was jumped between a position
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FIGURE 2
ENDOR spectra of Rh/AgCl a) as measured, b) after 
subtraction of the Vf background signal, c) after 
digital filtering and d) after deconvolution (100 
iterations).

MHz
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on the ENDOR line of interest and a selected off-line position, 
at a frequency'll KHz. The scanning rf field was modulated at 
a rate of 5 Hz. For such a double modulation scheme, the 
ratio of the two modulation frequencies must be greater than 
1:10. The ENDOR signal was first phase sensitive detected at 
5 Hz and then at 1 KHz. As a result, any background signal 
effects were subtracted out and only those changes due to pump
ing the single ENDOR line were observed. For TRIPLE experi
ments, a very convenient difference spectrum was obtained.
Those signals which had increased in intensity due to the 
second rf pump gave positive absorption peaks.and those signals 
that had decreased gave negative peaks.

The use of low rf modulation frequencies meant that lower 
microwave powers were required to saturate the ESR signal.
At these lower power levels, the system was more susceptible 
to microwave leakage and reflection. To minimize this, alumin
ium wool was packed around the cavity and in the magnet pole 
gap to stop leakage. In order to avoid using optical-access 
gratings in the cavity, the sample was mounted on a cold finger 
which could be lowered, without affecting the crystal orient
ation, below the cavity and exposed through a window. An X-ray 
tube was mounted in the gap, below the cavity, which allowed 
in-situ X-irradiation of the lowered sample. Leakage from 
the top of the cavity was minimal because the cold finger 
stage fit snugly into the neck of the cavity.

The magnet, bridge and cooling system were mounted on a 
platform supported by inflatable shock absorbers to minimize 
vibrational interferences.

The probehead design, shown in Figure 3, allowed some 
flexibility in choice of cryostat, the use of a large sample.
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FIGURE 3
a) ENDOR probehead and b) expanded view of coils used 
with the University of Paderborn ENDOR spectrometer.



245

and automated sample rotation. A mode cylindrical
cavity was used. Such a cavity has a relatively broad /x-wave 
magnetic field maximum, so that large samples (20 x 5 x 5 mm) 
could be accomodated, but was incompatible with the type of 
rf coils used in the Bruker instrument (Figure 6), which have 
a high rf power conversion factor. The single loop rf coil 
used consisted of four silver rods which provided an rf field 
mutually perpendicular to both the static and microwave mag
netic fields. Based on the calibration of a similar Varian 
ENDOR probehead, this coil design was capable of producing an 
rf field at the sample of 5-1 G at 100 W of rf power.^
Because of the lower rf power conversion factor of these coils, 
at high power (300 V/), rf heating was sometimes a problem. The 
sample was mounted on a cold finger which was lowered until 
just the crystal, but not the cold finger were suspended in 
the cavity. A low temperature epoxy (Emerson and Gumming, 
Eccobond 286) ensured that the sample was ridgidly mounted.
This cooling configuration had a minimum temperature of~15 K 
at the sample. The liquid helium coolant was delivered via a 
transfer line (Oxford Instruments) at the top of the cavity 
(Figure 4-) .

An alternative cooling arrangement involved flowing cold 
gas through hollow ENDOR coils, which cooled a stationary gas 
in the cavity. This configuration was amenable to samples, 
such as powders, which could not be mounted on a cold finger.
It also provided efficient cooling of the rf coils and lower 
sample temperatures could be attained.

As will become apparent in Chapter 7, ENDOR single crystal 
experiments often require a high degree of automation in order 
to extract the maximum amount of data in a reasonable length
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of time. Thus, once operating parameters such as power, 

temperature, modulation frequency and magnetic field position 

were optimized, data aquisition with the Paderborn instrument 

could be completely automated. A temperature control circuit 

maintained the temperature, as measured by a carbon thermistor, 

at a preset value, by controlling a heater located in the cold 

finger and the helium flow, via an electrically controlled

needle valve. The needle valve was automatically adjusted to

keep the heater current to a minimum so that helium consumption 

was low. The cold finger stage and crystal were rotated by a

stepping motor (Figure U) which was software controlled.

Critical coupling of the cavity was maintained during the crys

tal rotation by an iris and automatic tuning circuit. The 

static magnetic field postition was software adjusted during 

the crystal rotation, according to the predetermined angular 

dependence of the ESR line. As described in Chapter 5, during 

ENDOR-induced EPR experiments, a stationary rf pumping frequency 

is applied to an ENDOR line as the magnetic field is swept.

The shift of the ENDOR line with changing magnetic field was 

compensated for by automatic tuning of the signal generator 

to the frequency of the ENDOR line. Software provided for the 

preprogramming of any number of experimental sequences, and 

acquired data was stored for future analysis. In general, with 

2U hours/day instrument running time possible, much more com

plete if perhaps less well optimized data could be obtained 

using the ENDOR automation options.
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ii) Bruker ENDOR Instrumentation

The ENDOR spectrometer employed in studies carried out at 

the University of Leicester was a commercial Bruker instrument 

composed of an ER 220 D ESR spectrometer with an ER04-1-MR 

microwave bridge, an ER14-4- data system and an EN250 ENDOR 

accessory. The data system consisted of an Aspect 2000 micro

computer with the manufacturer-supplied EPR/ENDOR software.

The ENDOR accessory included an ENDOR/TRIPLE cavity, two rf 

signal generators (Wavetek 3000-4-4-6, 1-220 MHz) and Programmed 

Test Sources l60, (.1-160 MHz), an ENI 100 ¥ rf power amplifier

and a Bruker computer interface. A complete description of
13this spectrometer can be found in the User's Manual. Low 

temperature measurements above 77 K were made using a Bruker 

V-1000 variable temperature unit and specially adapted cryostat, 

and below 77 K using an adapted Oxford Instruments ESR-900 

helium cryostat and control unit.

The spectrometer's block diagram was similar to that shown 

in Figure 1. A single modulation, phase sensitive detection 

scheme was used, and the ENDOR spectrometer was optimized for

12.5 KHz FM modulation of the rf field. A block diagram of 

the Bruker signal channel is shox-m in Figure 5a. The audio 

oscillator, used for Zeeman modulation in ESR experiments, 

produced an 800 KHz square wave signal, which was converted to 

one of four frequencies by a frequency selection network.

Only the 12.5 KHz modulation frequency could be used for ENDOR 

measurements. Higher modulation frequencies would damage the 

Helmholtz modulation coils. The signal from the frequency 

selection network, divided in two, provided a reference signal 

through the phase shifter to the phase sensitive detector, and 

a signal to a modulation board. This was then passed through



FIGURE 5
a) Signal channel of Bruker ENDOR spectrcmeter for 12.5 KHz 

rf modulation,
b) signal channel for low frequency rf modulation (Brookdeal 

carponents).
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a 12.5 KHz narrow band pass filter which converted it to a 

sinewave signal, passed through awide band pass, low noise, 

low drift, high gain amplifier and applied to the rf signal 

generator through the computer interface. The modulation 

signal to the Helmholtz coils was disabled during the ENDOR 

experiment. The modulation depth was software controlled.

An alternative signal channel was constructed which allowed 

the use of modulation frequencies lower than 12.5 KHz, from 

1 Hz to 12.5 KHz, for ENDOR experiments (Figure 5b). This 

consisted of a Brookdeal Type 4-71 signal source, a Brookdeal 

94-21 phase shifter, a Brookdeal precision 452 AC amplifier 

and a Brookdeal 9412 phase sensitive detector. Band pass 

filters appropriate to the modulation frequency used could be 

selected on the phase shifter and amplifier. The modulation 

signal from this signal channel was fed directly to the Wavetek 

rf signal generator, and thus, modulation depth was manually 

controlled. Calibration experiments found that a 1 V rms 

output of the signal generator corresponded to an FM modulation 

depth of approximately ICC KHz.

The rf scan generator was computer-based. The rf level 

was also computer controlled via a control voltage fed to the 

rf signal generator. The low power rf signal was then fed to 

a ICC W rf power amplifier, the gain of which was constant, 

and applied to the rf coils in the ENDOR/ESR microwave cavity.

A 50 Ü load after the coils provided impedance matching and a 

heat sink for the rf power. The Wavetek signal generator was 

used as the scanning rf signal generator, and the PTS signal 

generator was used to synthesize the pump frequencies for 

general TRIPLE ENDOR experiments. The option of using AM
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rather than FM rf modulation was available at the Wavetek sig

nal generator. However, when AM modulation was used, baseline
g

stability and the signal-to-noise ratio ( /N) were extremely 

poor, and very large background signals were apparent. The 

low baseline stability and /N were probably attributable to 

rf interferences as a result of poor shielding. The large 

background signals, as discussed below, were most likely the 

result of frequency dependent dielectric losses of the mater

ials used to construct the probehead. The increased noise level 

and sloping baseline might also have resulted from the torque 

produced on the coils by switching of the r.f. power. At high 

power levels this can modulate the rf coils and thus the cavity 

frequency and Q.

The ENDOR probehead is illustrated in Figure 6. A TM^^Q 

cylindrical mode cavity was used. This mode was less sensitive 

than the TE^^^ mode used for the Paderborn probehead, to the 

insertion of large quantities of metal in the cavity. However 

the microwave magnetic field maximum was narrow (Figure 6b) 

so that precise positioning of sample and dewar was necessary 

for critical cavity coupling. With the ENDOR coils in place, 

the cavity was very sensitive to the insertion of dielectrics. 

Thus, the amount of quartz and high dielectric sample in the 

cavity had to be kept to a minimum. The liquid nitrogen and 

helium cryostats were constructed of unusually thin quartz.

For high dielectric samples,coupling was achieved with the 

use of a slide screw tuner inserted in the waveguide between 

the bridge and the cavity. The rf coils were tightly wound 

on the outside flow system cryostats. Thus thermal contact 

with the sample was minimal. RF heating was low because most
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Bruker ENDOR probehead - internal view.
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of the rf power was dissipated in the 50# dummy load. Coil 

heating, as well as condensation in the cavity were reduced 

by flowing nitrogen gas through the cavity. It was found that 

a helium flow, ordinarily used during liquid helium ESR exper

iments, caused severe arcing across the rf coils due to the 

electrical discharge of the helium gas.^^ The rf power 

conversion factor of this probehead was very good. For a coil 

with 12 turns, an rf field at 14- MEz of ~6 gauss could be ob

tained at 14. MHz and 100 W rf p o w e r . T h e  conversion factor
17is given as H^= .6032 x (wait) . The power response was

fairly broadband up to 60 MHz. The disadvantage of this probe

head was that the quartz coil support and glue had significant 

dielectric losses which were nonlinearly dependent on rf frequ

ency. This results in a background cavity ENDOR response even 

with FM rf modulation. In addition, the flowing cooling gas 

modulates the cavity’s dielectric constant, causing low frequ

ency microphonics. These effects were only a major problem 

when AM modulation or modulation frequencies less than — 10 KHz 

were used.

Single crystal rotations employed an Oxford instruments 

goniometer. The sample was mounted in a notched perspex rod.

A perspex rather than quartz rod was used because of the lower 

dielectric losses of perspex.

The impedance matching of the rf coils to the rf circuit 

is frequency dependent and can be improved if coils of varying 

turns are used for different frequency ranges."^ It was found, 

however, that over the frequency ranges employed in the studies 

described in this thesis (5 - 70 MHz), a single coil of 12 
turns was adequate.

For ENDOR studies at 77 K, a finger dewar wound with an
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rf coil was constructed. The quartz was etched with HF, and 

ground down until a good Q could be obtained when the dewar 

was inserted.in the cavity. The exact centering of this dewar 

in the cavity was essential for critical coupling. Helium gas 

was bubbled through the liquid nitrogen to eliminate bumping. 

The rf coil was imbedded in heat shrinkable tubing and could 

be easily slipped on and off the dewar. The tubing had an 

ESR signal at free spin and,ideally, heat shrinkable Teflon 

tubing should have been used.^^

Calibration experiments carried out as described in
g

reference 13 found that low and high power ESR /N ratios 

measured with a conventional TE^q  ̂ ESR cavity with 100 KHz 

Zeeman modulation were the same as those obtainable with other 

state-of-the-art homodyne ESR spectrometers (i.e. a Varian E9 

Century series spectrometer). Power and modulation amplitudes 

were calibrated prior to comparison of the two instruments.

The klystron noise increased by a factor of 2 between 1 and 

100 mW for the Varian bridge and by a factor of 1.$ for the
Q

Bruker bridge. The /N ratio of the Varian instrument was 

proportional to log (modulation frequency = f) between .27 and 

100 KHz; over the same range log N was inversely proportional
Q

to log f. /N and N were frequency independent between lOOKHz 

and 12.5 KHz for the Bruker instrument. The /N ratio of the 

Bruker ENDOR signal decreased by a factor of 2 on going from

12.5 to 1 KHz which is similar to the decrease observed in the 

ESR sensitivity over the same range for the Varian instrument. 

Thus, the noise figure, F = (^YN)^^ / (^/^)ouT* the Bruker 
detector diode had a low frequency corner (where F becomes 

dependent on ^/f) of ^10 KHz.
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Although the ENDOR S/N loss of 2 on going from 12.5 KHz 

to 1 KHz was not large, ENDOR measurements using the low 

frequency modulation unit described above, in either an AM or 

FM mode, were not practical. This was because at low modulation 

frequencies the phase-sensitive detector was overloaded by 

huge background signals, presumably due to interference effects. 

The use of a microwave preamlifier prior to the crystal detect

or, as in the Paderborn instrument, would improve sensitivity 

to some extent. The preamplifier essentially lowers the low 

frequency corner of F of the detector circuit. It has been 

reported that following the installation of preamplifiers in 

an older Bruker bridge, sensitivity was limited by excessive
5klystron noise. However, the calibration experiments des

cribed above indicate that the klystron noise levels in the 

modern Bruker bridges are low.
Comparison of ENDOR measurements made on the Rh/AgCl 

system at 12.5 KHz and .8 KHz indicate that the higher modulat

ion frequency, did not give rise to line broadening. Similarly, 

the use of AM or FM modulation did not affect linewidths.

Better resolution was obtained in the ENDOR spectra of Ag- 

cyclohexene complexes at the lower, 1 KHz,modulation frequency.

The S/N ratio of the ENDOR cavity was found to be reduced 

from that of the ESR cavity by a factor of 10. This was the 

result of the lower cavity Q.

The commercial ENDOR software did not provide for ENDOR- 

induced EPR experiments. In particular, no provision was made 

for tuning the ENDOR pumping frequency as the magnetic field 

was scanned. However, if the ENDOR line was fairly broad and 

small ESR scan widths were used, El- EPR spectra could be ob

tained by setting the ENDOR starting frequency to the desired
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pump frequency, killing the rf scan facility (computer command- 

”Kill Trace”) and running a computer-controlled or manual ESR 

spectrum. EI-EPR spectra of a standard ditertiary butyl nit- 

roxide(DTBN)/toluene sample are shown in Figure 7. These were 

obtained sitting on a methyl proton ENDOR line at V =  1/.378 

MHz. Figure 7 illustrates some of the problems that must be 

corrected if the Bruker spectrometer is to be used for EI-EPR. 

Figure 7a was obtained with some rf FM modulation at a frequ

ency of 12.5 KHz and at 50 KHz modulation depth. The lines 

marked with are modulation sidebands at 12.5 KHz. A more 

intense signal was obtained with AM modulation (modulation 

depth = 20%) as shown in Figure 7b. An absorption signal 

should be obtained using AM modulation and a derivative signal 

using FM modulation. It is clear from Figures 7a and 7b that 

dispersion mode signals were detected. This is a result of 

the cavity modulation produced by the flowing nitrogen coolant 

gas. Figures 7c and 7d show that a weaker ESR signal could be 

obtained on an off-ENDOR line position. This is a result of 

the ^/f background signal and was more pronounced for AM mod

ulation. Thus, to optimize the Bruker as an EI-EPR spectrom

eter, lower modulation frequencies are required to eliminate 

sidebands and either a cold finger stage or cold finger dewar 

system must be used. For AM modulation better rf shielding 

is required. Stabilization of the ENDOR coils in Teflon 

shrinkable tubing might reduce coil vibrations during AM

modulation. Tuning of the rf frequency as the field is changed
18could be provided by software or by a simple analog method.
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FM mod. - 50 KHz depth 
V = 14.35 MHz

Gain = 4 xlO^ 
AM mod. - 20% 
depth
V = 14.35 MHz

FIGURE 7
ENDOR-induced EPR of DTBN/toluene measured using 12.5 KHz 
rf modulation, a) FM modulation, pumping frequency (p.f.) 
on CH3 ENDOR line, b) AM modulation, p.f. on CH3 ENDOR line, 
c) FM modulation and p.f. off ENDOR line, and d) AM 
modulation and p.f. off ENDOR line. [The lines marked * 
are mstirumontcĴ  arli-CctciS ]
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6.2.2 Computer analysis of SNDOR data

For work carried out at the University of Paderborn, use 

was made of the available computer programs for data enhance

ment and data analysis. The data enhancement program included 

a background correction option, a digital smoothing filter and

deconvolution routine. A Savitzky-Golay smoothing filter with
19fast algorithm was used. This acted as a low pass flat band

pass analog filter. The deconvolution routine was a standard
20Van Gittert-Jansson resolution enhancement program. However, 

special nonlinear algorithms were used which prevented the 

buildup of noise and spurious signals, a problem ordinarily 

encountered after several iterations. Figure 2 illustrates 

these data enhancement programs for a Rh/AgCl FNDOR spectrum.

Spectra could be processed in blocks, using previously 

optimized enhancement parameters. Following deconvolution of 

spectra, a peak search and plot program could be employed. 

Angular dependence plots, with dot size a chosen function of 

intensity, could then be plotted. Data from these plots or 

from spectra could be directly used as input for a Hamiltonian 

diagonalization and fitting program.

The Bruker software included a noise reduction program 

which applied a Fourier transform and exponential filter to 

spectra. Hamiltionian diagonalization and fitting of ENDOR 

data was accomplished using the program ESR64-, kindly donated 

by Dr. O.P. Keijzers of the University of Nijmegen, The Nether

lands and a NAG-library EĜ . 5BF minimization routine.
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6.2.3 Conclusions

Parallel single crystal studies of Rh-doped AgCl indicated 

that the Bruker and University of Paderborn ENDOR spectrometers 

had approximately equivalent sensitivities. However, the sen

sitivity of the Paderborn instrument could be effectively 

increased by the use of larger samples and data enhancement 

programs. Also, the availability of computer automated tech

niques for data acquisition and data handling greatly increased 

the information that could be practicably obtained from an 

ENDOR single crystal study.

The sensitivity of the Bruker ENDOR spectrometer could 

be improved with the use of 12.5 KHz AM modulation with 100% 

modulation depth. This would require improved rf shielding 

and coil stabilization. For some samples, increased sensitivity 

could be obtained with the use of low frequency AM modulation.

In addition to improved shielding this would require the instal

lation of microwave preamplifiers and the use of a cold finger 

stage or dewar cooling system. The greatest improvement in 

"sensitivity" would result from the use of more efficient data 

handling techniques.

6.3 Sample Considerations

ENDOR studies can be classed as either single crystal 

studies, studies of disordered solids, or liquid studies.

Each class requires different experimental techniques and 

interpretative methods. General techniques and methods, which 

are sufficient for single crystal studies, have been discussed 

so far in this Chapter and in Chapter 5. Examples of some 

single crystal ENDOR studies are given in Chapter 7. This
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section is concerned with the interpretation of ENDOR spectra 

from disordered solids. In addition, the optimization of 

liquid ENDOR spectra is briefly reviewed and several examples 

are given.

6.3.1 Disordered Solids

Often, single crystals of a material are unobtainable and 

the only feasible sample formed is a powder or frozen glass. 

These latter are generally easier to prepare and a great deal 

of information can be gained from ESR studies of disordered
materials.

There are two major problems associated with ENDOR studies 

of powder samples. In principle, the same two difficulties 

are associated with powder ESR studies, that is, a loss in 
sensitivity and an increase in spectral complexity. It is 

useful, therefore, to begin this discussion of powder ENDOR 

spectral patterns with a brief review of the origin of ESR 

spectral patterns.

In a powder, all orientations of the crystallite with 

respect to the magnetic field direction, H^, are equally prob

able. If one considers a paramagnetic species with S = g, 

r = 0 and an anisotropic g-tensor, and assumes that the g- 

tensor is uniquely oriented with respect to the crystal axes, 

then the orientation of a crystallite with respect to is

defined by the direction cosines (1^> 1^, 1^) between and

the principal axes of the g-tensor. For this crystallite, a 

resonance line will be observed at where is given

by:
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+ & 1 _  + \ (13)
H ^ H ^ /y z /

If g , H will range from H to H . It is obvious thatr  ̂ X z
a number of different orientations can result in a resonance 

at For example, assuming axial symmetry, the set of all

allowed values of form a prolate spheroid, as shown in 

Figure 8. Curves of constant are circles in planes perpind-

icular to z. Figure 8 illustrates that there are more orien

tations "almost perpendicular" to z, resulting in a resonance 

at , than are orientations "almost parallel" resulting

in a resonance at . This qualitatively explains why,

despite the random nature of the distribution of crystallite 

orientations, there is a buildup of intensity at characteristic 

fields in the ESR absorption spectrum of a powder, enabling 

one to extract the principal values of the relevant interaction 

tensors (Figure 9a and 9b). The characteristic features in 

the first-derivative ESR spectum of a powder are the so-called 

"turning points", corresponding to relative maxima and minima 

of the absorption spectrum. For the case considered above,

these turning points correspond to H , K and H .
^  ^  X y z

If g is isotropic and A is anisotropic, a powder pattern 

similar to that just described is observed for each of the 

N = (21 + 1) m^- components (Figure 10c). These components 

may overlap, leading to somewhat more complex powder patterns. 

Anisotropies in may also arise from spin-spin interactions.

In the most general case, the spin Hamiltonian will contain a 

number of interaction tensors with anisotropies large enough 

to be resolved in the ESR spectrum, and these tensors will 

not all have coincident principal axes. While the principal
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/ /

1

FIGURE 8
Prolate spheroid formed by allowed g-values of 
an axial systoii, showing circles of constant g
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a)

H

b)
H

FIGURE 9
Absorption (a) and derivative (b) ESR powder spectra 
of a system with an orthorhcmbic g-tensor.
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values of the interaction tensors can be determined from the 

ESR spectrum, the relative orientations cannot. Interpretation 

can also be complicated if intense "forbidden transitions" 

are present.

Quantitatively, the intensity at a particular field is 

calculated by summing the contributions from all possible 

orientations, according to the equation^^

1(a) = Jo’' Jo a(O.d') y sin# d# d</> (14)
Ah(#,0 )

#and0 are spherical coordinates, replacing the direction co

sines in equation 13. P(#,0) is the transition probability,

which can depend on orientation as can the linewidth AK(#,0 ).

is calculated from the appropriate spin Hamiltonian.

I(H) can be calculated over a range of fields, and such computer 

simulations can be invaluable in interpreting powder ESR 

spectra, particularly for low symmetry complexes or if S>2.

Even if P and H are assumed to be independent of orientation, 

assumptions which are usually adequate in all but the most an

isotropic cases, equation (1^) is not easy to integrate and 

computer simulations can be quite time consuming.

An example of the sensitivity loss that results when go

ing from a single crystal format to a powder format is shown

in Figure 10. Figure 10a is the ESR spectrum of a substitut
es- 7ional Rh (d ) ion in a NaCl crystal, with the magnetic field 

aligned parallel to (lOO). Figure 10b shows the corresponding 

powder spectrum where signal intensity has decreased by a 

factor of 50 in the perpendicular region due to the decreased 

number of crystallites with resonances at H^. This sensitivity 

loss is almost compensated for by the larger powder sample
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a)
i

3000 G

100 G

100 G

D

c)

M, = 3 2 0 -1 -2 -3

FIGURE 10
a) Single crystal ESR spectrum of the axial (RhCle) 

center in NaCl;
b) powder ESR spectrum of (RhCls)‘*~/NaCl; and
c) stick diagram of the (RhCle)**" ESR powder spectrum 

resolved into Mi-components. Single-crystal-like 
ENDOR spectra would be obtained at A and C. Four 
different orientations of crystallite occur at B 
and at D.
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size that can be used; however, an intensity loss of a factor 

of 10 in the parallel region of the spectrum still remains.

The loss of sensitivity will, of course, be proportional to 

the degree of anisotropy present in the spectrum.

ENDOR powder spectra can be classified into two types.

The first type is the exact analog of the ESR powder spectra 

just discussed, that is, the ENDOR spectrum is a composite due 

to all possible orientations of crystallites. In the second 

type only selected orientations contribute to the ENDOR spec

trum. Such is the case if, with regard to Figure 10b, the

saturating microwave field is positioned at point A in the
24-parallel region of the Rh powder spectrum. Only those

(RhCl^)^ complexes with g^ parallel to the external field

contribute to the ENDOR spectrum. Here, the g-tensor is what

Hyde refers to as a "separating vector", separating out select 
23orientations. Separating vectors occur in an ESR spectrum 

if one type of interaction is markedly more anisotropic than 

any other. They also occur if several tensors are equally 

anisotropic but have parallel axes, as in the case of the g- 

tensor and chlorine hyperfine tensor for (RhCl^)^"/NaCl.

i) Powder-Type ENDOR Powder Spectra

The first type of spectrum, which will be referred to as 

a powder-type ENDOR spectrum, is obtained if the observed 

ENDOR spectrum is independ nt of the position of the saturat

ing microwave field on the powder ESR spectrum. This occurs 

if there are no separating vectors and an example is the single, 

inhomogenously broadened ESR resonance of the F-centre in an 

alkali halide lattice. Powder-type ENDOR spectra are also 

observed when coupling between individual spin packets
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transfers the energy of the microwave field throughout the

spin system faster than it is transferred to the lattice;

that is, Such a condition is favoured at low temp-XX le ^

eratures, where is long, and in molecular crystals, where

coupling to the lattice is weak. An example of the latter

case are the x-irradiated aliphatic and alicyclic diacids
12studies by Dalton and Kwiram. For a series of irradiated

organic acids and polymers, they found that at 4-.2 K,
3 / _ 2 _2_was in the range of 10 to 10 sec and was in the range

-2 2 -1 of 10 to 10 sec . Their approach to the simulation of

powder-type ENDOR spectra illustrates some of the effects of

temperature, modulation conditions and scan rate on the ENDOR

powder lineshapes, and is outlined briefly below.

Dalton and Kwiram’s approach consisted of calculating

the transition probability "exactly", using equation 11,

which allows for the angular dependence of P, but treating

the effect of relaxation pathways on the ENDOR lineshape

empirically, assuming o: was independent of orientation. If

it is assumed that the ENDOR experiment is performed with a

strong saturating microwave field, and for simplicity, that

m^=2, equation 6a becomes

*ENDOR  ̂ y (15)
(1+yb

2
where, as before, y = P( )T^^. The transition probability 

P( L>_j_ ) is given by eqn 12 in reference 12. Using this, eqn 
15 can be rewritten as

^ENDOR " S [l + B(^,0)/2t;^^ ] R

1  +  ^ [ l  + b " ( 0 , 0 ) / 2 i;j j ]
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b \  defined in reference 12, is related to the hyperfine 

coupling at • For an axial system with aligned J_ to
z, B = A||. Equation l6 must be applied separately to each 

different type of proton since is the relative amp

litude for resonances arising from a particular hyperfine 

interaction. R incorporates the relaxation parameter, R =

0.5(1 - ) , and , the NMR saturation parameter, is given

by (̂7 ^ T̂ )̂. It is assumed that s'and R are independent

of orientation. An experimentally-derived lineshape function 

was used since the observed ENDOR lineshapes were neither 

Gaussian nor Lorentzian, but depended in a complex way on scan 

rate and modulation conditions. This dependence was particu

larly pronounced at 4-.2 K, where the electron and nuclear 

spin lattice relaxation times were of the order of several 

seconds. It was assumed that the lineshape function was iso

tropic. The simulated powder spectrum for ^-protons in x- 

irradiated glutaric acid, that results from this approach 

agrees well with experiment,as shown in Figure 11. A value of 

S of about 0.1 was found to give the best fit for all the di

acids investigated and this was consistent with the field 

used and the approximate relaxation times in such solids. If 

the speatr.um was simulated for x-irradiated glutaric acid 

assuming that P was independent of orientation, the line inten

sities did not fit well with experiment, in particular the 

parallel features are much stronger than actually observed.

One notes that, due to the frequency dependence of 

Qiand g protons each have characteristic powder ENDOR lineshapes. 

For a  protons, the lineshapes observed in the overlap region, 

between the highest frequency lines of pairs centred at ,

(u,), and the lowest frequency lines from pairs centred at
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J - / /
(A/2)

A.B _L ^

±  // (A/2)« X //

20 40 60
Frequency (MHz)

80

FIGURE 11
Experimental and simulated (---) powder-type ENDOR
spectrum of 3-protons in glutaric acid.
A, B and C refer to different molecular orientations. 
*-lines are from unidentified 3 protons.
Fran reference 12.
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A/2, (U ), are very dependent on and useful in characterising S.
/At low values of S only the lines are observed in this

region. Also, the v lines of resonances centered at are

not observed at low values of S (Figure 12).

Figures 12 and 13 show the effect of S on the simulated

ENDOR spectra of aandgprotons,respectively. Experimentally,

S will depend on temperature, so one expects that ENDOR

lineshapes and intensities to vary markedly with temperature.

As S increases, the intensity dependence on frequency changes
/

from quadratic at low S to linear to frequency independent at 
/very large S.

Thus, in powder-type ENDOR spectra, as in powder ESR 

spectra, a sensitivity loss occurs because of the line broaden

ing and spectral spread resulting from the hyperfine anisotropy. 

However, because the spectral resolution is greater in an ENDOR 

experiment, the sensitivity loss for a given degree of aniso

tropy is greater for ENDOR than for ESR. The increased res

olution also allows one to detect the angular dependence of the 

transition probability, and this causes further intensity loss 

at certain regions of the powder spectrum, notably the parallel 

features. Finally, ENDOR lines arising from the most aniso

tropic hyperfine interactions are often completely submerged 

by those due to the least anisotropic interactions. For example, 

the CKproton resonances are often not detectable when resonan

ces from 0 protons are also present.

On the positive side, ENDOR powder-type spectra are 

generally easier to simulate and to interpret than are ESR 

powder spectra. Individual hyperfine interactions can be con

sidered separately and there are no forbidden transtions to be
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A B
|— r

(Ay/2>OLA.B A B
1-- 1

S » 1 0

S = 10

(A/21
S « 0 0 1

20 40
Frequency (MHz)

60

FIGURE 12
Carputer simalations of the powder-type ENDOR spectra 
of malonic acid, showing the Ax, Ay and Az couplings 
of a protons in configurations A and B. The overlap 
region of lines centered at Vp, and v_ lines
centered at A/2, is marked * 
the saturation parameter, S, 
12.

The effect of varying 
is shewn. From reference
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S = 0 05

S «  0*1

20 60
Frequency (MHz)

FIGUPE 13
Carputer simulations of the pov\xier-type ENDOR 
spectrum of glutaric acid, showing, the effect 
on 3-proton line intensities of varying the 
saturation parameter, S'.
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considered. The kind of nucleus giving rise to each hyper
fine interaction can he unequivocally assigned. The major 
difficulty arises in assigning the various hyperfine components 
to the appropriate hyperfine tensors and this is sometimes 
compounded if some of the components are not detected because 
of large anisotropies. As with ESR powder patterns, chemical 
intuition must be used to assign the tensor orientations and 
to assign each tensor to a nucleus within the molecule. This 
can be difficult for the ENDOR spectra because of the large 
number of hyperfine interactions resolved.

In conclusion, the major difficulty for powder-type ENDOR 
studies is sensitivity, whereas the major difficulty in ESR 
powder studies is usually one of interpretation.

ii) ”Single-Crystal like" and "Two-dimensional^' ENDOR Powder 
Spectra

The second type of ENDOR powder spectrum occurs when the 
crystallite orientations which contribute to the ENDOR spectrum 
are determined by the magnetic field position, . The nec
essary condition for this is T^^ >  T^^. The concept of a 
separating vector is useful in considering how the position of 

determines the ENDOR powder spectrum. Consider a complex 
with an axial g-tensor and a hyperfine interaction that is 
unresolved in the ESR spectrum; then the separating vector is 
g II . The ENDOR spectrum at will be due only to those 
crystallites with ĝ  ̂ parallel to and is referred to as a 
"single-crystal like" ENDOR powder spectrum. The observed 
hyperfine splittings will be

= ^xx h " '  + (16)
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where (1 ,, 1 ,, 1 ,) are the direction cosines between thexz yz zz
separating vector and the principal axes of the hyperfine 
tensor (Figure 14-a) . When H is positioned at perpendicular
to the separating vector, a "two-dimensional" ENDOR spectrum is 
observed, resulting from those crystallites with g perpendicu
lar to (Figure 14-b) . Turning points will be observed at

^bl = + A ^  ij, (17)

"b2 = "xx lyy^ + h z

At any field between H and H  ̂ , the ENDOR spectrum will
result from a cone of orientations as shown in Figure 8. If 
the hyperfine tensor and the tensor containing the separating 
vector have coincident axes and the hyperfine tensor is axial, 
then the cone of orientations collapses to a single line, and
one can essentially perform a single crystal rotation by shift
ing the position of the magnetic field between the parallel 
and perpendicular turning points. A can then be measured from 
the single-crystal-like spectrum and A^from the two-dimensional 
spectrum.

Usually, more than one anisotropic tensor is resolved in 
the ESR spectrum. The ESR powder spectrum will then consist 
of the superimposed axial or orthorhombic powder patterns of 
several spin states (Figure 10c). In this more general case 
there are only a few field positions where simple single-crys
tal-like or two dimensional spectra can be obtained. In Figure 
10c, H (position B) selects four cones of orientations in the 
ENDOR spectrum. The situation is further complicated by the 
fact that each cone corresponds to a different m^ transition 
which will excite only certain quadrupole transitions in the
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FIGURE 14
a) Relative orientations of g- and A-tensors;
b) absorption and c) derivative two-dimensional 
ENDOR powder spectra obtained with Ho in the x'-y' 
plane. Abi and Abz are given by eqn. 17.
2vn > Abi / Abz •
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ENDOR spectrum. Except at points A and 0, this case would be
difficult to interpret without computer simulation. In addition
difficulties arise when singularities are observed which do
not correspond to true turning points. These are also observed

22in some ESR spectra.
Temperature might be expected to have a large effect on 

ENDOR linewidths since, as it is lowered, approaches T^^.
In some instances it should be possible to change from 
single-crystal-like or two-dimensional ENDOR powder spectra 
to powder-type ENDOR powder spectra simply by lowering the 
temperature.

The sensitivity in single-crystal-like or two-dimensional 
ENDOR spectra will decrease, relative to single crystal spectra, 
by at least as much as the ESR sensitivity at the field where 
the ENDOR spectrum is taken. This decrease, of course, is a 
result of the reduced number of spins giving a resonance at 
this point. In the Rh/NaCl powder, sample packing has restored 
ESR and ENDOR sensitivity in the perpendicular region; how
ever, the intensity of the simplest two-dimensional ENDOR 
powder spectrum, which is obtained at position 0 (Figure 10b) 
will be reduced by a factor of 10 as described above and by a 
further factor of since the m^ = -3 ESR line rather than 
the m^ = 0 ESR line is being saturated. The ENDOR powder lines 
might be expected to be broader than in crystals since 
excites spin packets in a range AH which corresponds to a 
solid angle A 0. This effect is noticeable in the Rh/NaCl J_ 
ENDOR powder spectrum (Figure 15). Such line broadening would 
be more pronounced if double modulation schemes employing 
Zeeman modulation were used. The difference in line intensities 
between the single crystal and powder ENDOR spectra in
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8 MHz 24 MHz

FIGURE 15
a) Single crystal ENDOR spectrum of (RhClg)‘"'/NaCl 

of those centers with gĵ  parallel to Hq , (positioncenters
D in Figure 10a).

b) ENDOR powder spectrum of a (RhCle)‘'"/NaCl powder 
with Ho at position D in Figure 10b.



28 0

Figure 15 is attributable to the different components 
being excited at field position B.

iii) Frozen glasses

All of the considerations discussed above are applicable 
to frozen glasses. There is only one difference between pow
ders and frozen glasses that need be considered in the inter
pretation and simulation of the ENDOR spectra of frozen glasses. 
This is that, in addition to having a random distribution of 
orientations, in glasses, the paramagnetic complexes are random
ly distributed over a range of enviroments. In the simulation 
of the ESR spectra of frozen glasses, this is usually treated 
by assuming that for each given enviroment there is a random 
distribution of orientations, and conversely that for each 
orientation there is a random distribution of enviroments.
The range of'enviroments effectively results in a spread of 
Hamiltonian parameters. The structure of the glass might be 
such that this spread is smaller for a particular interaction 
component, resulting for instance in an ESR spectrum with the 
g feature larger than the g. f e a t u r e . T h u s ,  due to the 
additional spread of Hamiltonian parameters, the ESR spectra 
from frozen glasses will generally be broader than from powder 
spectra. For all of the same reasons as discussed for powders.
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this leads to additional line broadening and sensitivity loss 
in the ENDOR spectra of glasses.

iv) Sodium Formate Powder ENDOR
y -irradiated sodium formate has often been used as a

standard ENDOR sample since the 00^ radical observed is stable
at room temperature and exhibits strong resonances over a

2 /large temperature range. For these same reasons, it was
chosen as a suitable system for a study of the information
that can be obtained from powder ENDOR.

Sodium formate crystals are monoclinic. There are four
2 5sodium formate molecules per unit cell; their relative pos

itions and the dimensions of the unit cell are indicated in 
Figure 16. The sodium, carbon and hydrogen atoms form chains 
parallel to the b-axis, and these are arranged in layers para
llel to the ab plane. In a given layer, like atoms in neighbour
ing chains are parallel, and like atoms in neighbouring chains 
in adjacent layers are staggered. The 0-0 bond distance is 
1.27 A and the bond angle is 12^°.^^ The crystals used in
this study were grown from aqueous solution and, as noted by 

25Zachariasen, were elongated along the c-axis and cleaved 
easily parallel to the ab plane.

The GOp radical was produced by y-irradiation at 77 K 
or room temperature. The ESR spectrum consisted of four lines 
of equal intensity due to an interaction with a single sodium 
ion. The principal g-values and hyperfine components are 
listed in Table I. Since the principal interest was not in 
the GOp radical, but in ENDOR powder spectra, a single crys
tal rotation study was not done. Instead, the single crystal 
ESR study by Ovenall and Whiffen^^ was used as reference and
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FIGURE 16
24Crystal structure of sodium formate.

Subscripts refer to hyperfine splittings in Table I. 
H(2 ) and Na^g) are in parallel chains in the ab plane,

’(3)(3)223 2 89
vO

u

(1)'(4) ' (1 )

b = 6-72 A
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Table I - Hyperfine and Quadrupole Parameters from Sodium 
F ormate Single Crystal

Nucleus A II b
wq II

A formate plane
Wq formate plane

A a

(MHz)

Wq I I

Na. 27.13 
- .81

22.30
.27

20.46
-.78

Na
B ( 3 ) .99 1.76

.18

Na0 ( 4 ) .35 
. 06

NaD(2) . 64 .37 .96
.18

H
A ( 3 )

H

H

B(2)

0(1)
HD-F

1.85('̂ ii) 2.60(~/„)

1.18 (-'jJ 

1 . 50(||) 

. 8 3  

.26

1.35(-/ ) 

.48(j_)

.43

.12

1.30(/v,J

1.50(-J|| )

.43(J_)

.80

.35

. 2 3

g-yalues g =2.0014 g^=2.0032

AHPP 9.8 10.6

g g = 1 .9 9 7 5

5.5

= from reference 26.
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ESR and ENDOR spectra were measured at selected angles.
Ovenall and Whiffen found that the principal axes of the g-

2 3 13tensor and of the Na and C hyperfine tensors were parallel 
to b, perpendicular to b and parallel to the formate plane, 
and perpendicular to the formate plane. The A.̂ components 
for both Na^^ and were parallel to b. GOp" was shown to
be bent, with a bond angle o f ~ 136°, occupying the same pos
ition as the parent ion. The unpaired electron is in a pseudo 
7T antibonding orbital (4a^) projecting along the external bi
sector of the OCO angle. There is 2.6% spin density on the 
sodium ion responsible for the four line splitting in the ESR 
spectrum, which is either Na^ or Na^ in Figure 16.

' Single Crystal Measurements
ENDOR measurements were made with parallel to b, 

parallel to a, and perpendicular to the formate plane. The 
hyperfine parameters obtained are listed in Table I. It 
should be noted that these directions are not necessarily the 
principal axes for each of the nuclei observed. Optimum ENDOR 
signals were obtained at temperatures between 50 and 120 K.

Quadrupole splittings for several sodium neighbours are 
also listed in Table I. For the principal sodium ion, Na^ on 
the b-axis, either two or four of the six possible quadrupole 
transitions were observed, depending on whether one of the 
outer or inner two ESR lines was saturated. This allowed the 
determination of the relative signs of the hyperfine and the
quadrupole coupling constants. It is reasonable to assume that

26 - 3A|j is positive. If the high field, I = ” /2, ESR transition
is saturated, an rf field will excite only those NMR transitions

_ Q
involving the Na^ spin state I = ” /2. For these transitions.
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m = -1. When H was parallel to b and the I = /2 line wasq o ^
saturated, the outer two quadrupole lines were observed. For 
the highest frequency ENDOR line (m^ = -è)» the observed ENDOR 
transition frequency is given, according to eqn $.21, by:

hi, = l-èA - - hi, I (18)

Since this is the highest frequency transition, the term 
must be positive. For this transition m^ = -1, so the sign of 
P|j must be negative. , the quadrupole splittings measured 
with parallel to , is related to the quadrupole coupling
constant q by equation $.20: P^ = 3^q(3cos^^ -l) + q̂  sin^0
cos ̂  j. q and q'̂ are the components of the quadrupole inter
action tensor Q (eqn $.14-). The quadropole splittings measured 
along the principal axes were approximately -.8 MHz and -.8 MHz 
in the formate plane and +.3 MHz perpendicular to the plane. 
Therefore, q = -.1% MHz and q = -.10 MHz. The quadrupole tensor 
components are proportional to the electric field gradient 
along each principal axis (eqn $.13). From the sign of q and
q , it can be deduced that there is a negative charge density
uniformly distributed in the formate plane at some distance 
from Na^ and a very small positive charge density perpendicular 
to the plane.

The observed major sodium hyperfine splittings indicate
that the hyperfine interaction is with a sodium ion on the b-

27 -axis. CNDO calculations indicate that the 00^" radical forms
a tight ion pair with the Na^ ion (Figure 16). Hyperfine
splittings from two or three types of more distant sodium atoms
and up to six different types of protons were also observed.
The assignments of these splittings to the appropriate nuclei
remain speculative without the aid of a crvstal rotation.
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However, for the purposes of interpreting the powder spectrum 
we have made tentative assignments by assuming the hyperfine 
interactions are largely dipolar and that the symmetry direc
tion of the largest hyperfine component from each tensor will 
be along the line connecting the carbon atom in the COp 
radical and the nucleus concerned. The distances from the 
carbon atom to the nucleus were also considered; these are 
shown in Table III. The most likely assignments for the hyper
fine components are listed in Table I, the numbered nuclei are 
shown in Figure 16. Of course, the measured hyperfine compon
ents in Table I are not all along principal directions. It 
is indicated in parenthesis whether the measured components 
are along approximately parallel or perpendicular axes, based 
on the nuclear assignment. There are two of each type of 
numbered nucleus, one on either side of the 00^ radical.

The largest dipolar coupling to sodium was 1.76 MHz, 
measured when H^ was perpendicular to the formate plane; this 
has been assigned to Na^^^. As the spectrum in Figure 19c 
shows, there are more than the six expected quadropole lines 
centered at at this orientation. This might be due to a
slight inequivalency in the pair of Na^^^ ions. Proton split
tings H^_p might be due to dipolar couplings with very distant 
protons or might be components of tensors for protons 1-1 
where the proton pairs are slightly inequivalent.

Powder ENDOR Measurements
The powder SSR spectrum measured for COp is shown in 

Figure 17. ENDOR spectra were taken with H^ at positions A 
and B, and are shown in Figures 18b^ 18d, 19b, and 19d. Clearly,
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Table II - Hyperfine and Quadrupole Parameters from Sodium 
Formate powder

Nucleus Position A
( H q ^  b, Il to
formate plane)

Position B
(H^ to formate
plane )__________

MHz

Na. 21.71
.83

21.68
.35

25.2
.35

NaB-D .96 1.98

1.6

HA-F 1.6 
.93 
.18 
.23

3.5
1.6 - 1.7 
.88
.10
.23

Table III - Distances to ions from G'

(1)
(2)
(3)
(1)

A
.99

2.9
3.3
5.7

Na
Na
Na
Na

(1)
(2)
(3)
(1)

2.2
3.6
2.83
3.22

from reference 21
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FIGURE 18
Single crystal (a, c) and powder (b, d) ENDOR spectra of CO2" 
in sodium formate at 96°K. Single crystal spectra were 
measured with Ho 11 a; powder spectra with Ho at A in Fig. 17
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FIGURE 19 290
Single crystal (a, c) and powder (b, d) ENDOR spectra of CO2 " 
in sodium formate at 96 K. Single crystal spectra were 
measured with Ho 1 formate plane; powder spectra with Ho at 
B in Fig. 17.
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the ENDOR spectra depend on the position of the saturating 
microwave field, so these are the second type of ENDOR powder

X
Thespectra defined by the condition that ^  T

separating vector is g^. Thus, position A will select out 
orientations parallel to the formate plane and perpendicular 
to b. Position B will select orientations perpendicular to 
the formate plane, and some or possibly all orientations in 
the plane containing this axis and the b-axis, depending on 
the overlap of the ”̂^/2(x) and ”*'̂ /2(y) ESR lines. Since this 
plane contains and A^ Na^ hyperfine components, it is 
expected that the Na^ lines at position B will be broad, and 
that a two-dimensional ENDOR spectrum might be observed.
Only the two inner Na^ quadrupole transitions will be observed

_j_ O
at position A. At position B, excitations of /2(x) ESR lines 
will result in the observation of the outer two quadru-

I q
pole lines and excitation of /2(y) lines will allow obser
vation of the two inner lines.

For equivalent amounts of material the intensity of the 
single crystal and powder ESR signals were approximately the 
same, while the powder ENDOR signal intensity of lines due to 
small dipolar couplings was decreased by a factor of 10.
This loss was restored however by using a powder sample twenty 
times larger than the single crystal sample.

Figure 18 compares single crystal ENDOR spectra taken 
with parallel to a and powder spectra obtained at position 
A. For the purposes of this study, the orientation || a 
will be considered equivalent to the orientation parallel to 
the formate plane and perpendicular to b (position A).
Figure 19 compares single crystal ENDOR spectra taken with 
perpendicular to the formate plane with powder spectra measured
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at position B.
For position A, in the proton region (Figure 18b), the 

largest splitting is 1.6 MHz and is just discernible. It 
probably corresponds to the 1.3 and 1.5 MHz splittings in the 
single crystal spectrum. The smaller splittings are approx
imately the same as in the single crystal with slight differ
ences probably arising from orientation differences. In the 
powder, lines from small couplings are relatively much more 
intense than in the single crystal. The sodium lines (Figure 
18d) are approximately twice as broad in the powder, which 
results in the loss of quadropolar information for small sodium 
couplings. The hyperfine splitting for the Na^ ion agrees 
well with single crystal results. There is a weak m^ = 0 line, 
which implies that a range of orientations, corresponding to 
a range of field positions H^ i A H , including some m^ =-5 
transitions, were excited. An additional small sodium coupling 
of 1.6 MHz was detected in the powder.

At position B an essentially two dimensional powder spec
trum was observed from crystallites with their A ̂ (Na^) direct
ion in the plane perpendicular to the formate plane through 
the b-axis. For Na^ interactions, turning points should occur 
at A^ (outer quadrupole lines) and A ̂ (inner quadrupole lines). 
Only the A turning point was observed and the lines were very 
broad and weak (Figure 19d). This suggests that there is not 
complete overlap of the g and g components and only orien-^ y
tations in the g^-g^ plane and within an angle A d  o f the g^ 
direction were observed. The broad baseline drift at higher 
frequency could be due to other orientations in the plane.
Some unexplained lines, at too high a frequency for A^ (Na^) 
lines, were also observed. The dipolar Na splittings broadened
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into a single splitting of 1.96 MHz centered at which
is consistent with the 1.76 MHz splitting observed in the 
single crystal.

The proton region at position B is much the same as at 
position A (Figure 19b). Approximately the same small couplings 
as in the single crystal were observed. The two largest pro
ton splittings, of 3-5 and 1.6 MHz, were extremely weak.
These probably correspond to A ̂ for proton 3 and an intermed
iate hyperfine splitting value for proton 2. Comparision of

1 2Figures 19 a and 19b indicate that in the powder, I oc / A .

The principle values for A ̂ (Na^) obtained from powder 
measurements and A (Na^) obtained from single crystal measure-

II 2ments agree well with those measured by Ovenall and Whiffen.
The spread of proton splittings measured in the g^, g^ and g^- 
directions are consistent with the observed ESR linewidths 
(Table l).

ENDOR measurements were made at  ̂K in an attempt to
obtain powder-type ENDOR spectra, characterized by the condition

T^”  ̂^  "̂ lê * However, spectra could not be obtained below 30 K
and at this temperature T was still larger than T-, .X ^ le

In conclusion, the ENDOR signal intensity was generally 
down by a factor of 10 in the sodium formate powder, but this 
could be restored by using larger powder samples. With the 
improved sample packing, at well separated orientations (A), 
the intensity of Na lines were approximately the same intensity 
as in single crystals,but about twice as broad. As more orien
tations were saturated, the Na^ lines quickly broadened beyond 
detection (B), while the small dipolar couplings broadened, 
but remained intense. The small proton dipolar resonances 
were the dominant proton feature. The proton signal intensity
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was approximately inversely proportional to the square of the 
hyperfine splitting. In this sample, however, the ESR signal 
was sufficiently intense to allow measurements of the more 
interesting larger hyperfine splittings. The data was less 
complete than in single crystals, but interpretable. For an 
example of a powder-type ENDOR powder study where (T^^ ^̂
see Chapter 8.

v) An ENDOR Study Of DTBN In Frozen Glasses
Frozen solutions of the ditertiary butyl nitroxide (DTBN) 

radical were used as a model system to determine the ENDOR 
sensitivity losses and line intensities that might be expected 
to occur in a glassy medium. The very intense ESR spectra 
obtained for DTBN in toluene provided a good starting point for 
such a study.

The ESR spectrum of a degassed, ~1 x 10"^ solution of DTBN 
in toluene is shown in Figure 20a. The isotropic nitrogen 
hyperfine splitting was 15.4- gauss. Well-resolved, intense 
liquid ENDOR spectrum could be obtained from such a sample, as 
discussed further in section 6.3.2 i (Figure 21). The ESR 
spectrum obtained from a frozen DTBN/toluene glass is shown in 
Figure 20b. The spectral breadth increased by a factor of 
~2.5 as the A/y (N) hyperfine splittings of 35 gauss became 
resolved. Aĵ (N) was less than 5 gauss. In order to obtain an 
ENDOR spectrum of the DTBN glass, it was necessary to increase 
the DTBN concentration by a factor of 10 - to the point where 
significant spin exchange line broadening was observed in the 
ESR solution spectrum.

ENDOR measurements, obtained at the optimum temperature 
of 20 K, with the ER200D Bruker spectrometer, were taken at 
the maximum and minimum of the outer Aŷ (N) ESR features, and
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at the crossover point and maximum of the A^^N) feature, 
points A, D, B and C respectively in Figure 20b. The spectra 
so obtained were very similar but not identical, indicating 
that they were single-crystal-like and two-dimensional powder 
spectra.

Those spectra obtained with at point A are shown in 
Figure 22. The measured hyperfine splittings taken at points 
A(=D), B and C are given in Table IV. Two large hyperfine 
splittings of 5.76 and 7.2 MHz were resolved; the remaining 
smaller splittings were superimposed on a large proton matrix 
line and were identical at all three field positions. The 
smaller splittings could be divided into two groups. Those 
less than 2 MHz have been attributed to purely dipolar couplings 
with near matrix protons. This was based on an ENDOR study 
of DTBN in a trifluoromethylsulfonic acid glass (CF^SO^H).
As discussed below, in this glass three hyperfine splittings 
were observed which correspond closely to the 2.6l, 3.36 and 
3.98 MHz splittings measured in toluene (Table IV). The smaller 
splittings were absent. Thus, those splittings of less than 
2 MHz observed in the DTBN/ toluene glass have been assigned 
to toluene matrix protons. Because the splittings close to 
2.6l, 3.36 and /..55 MHz were observed in both matrices, it is 
assumed that these arise from the DTBN radical. Also, the 
splittings of 5.76 and 7.20 MHz observed in the toluene glass 
have been assigned to DTBN splittings, as they are too large 
to arise from matrix protons. All of the splittings of less 
than 2 MHz probably arise from purely dipolar coupling to near 
matrix protons. The alternative is that some of them are 
shoulders on the matrix line, as discussed in Chapter 5.
However, it seems unlikely that the motional relaxation processes
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FIGUEE 22
ENDOR spectrum of DTBN/toluene frozen glass at 20 K, taken 
with Ho at position A in Figure 20b, showing a) couplings 
to methyl protons, b) dipolar couplings to matrix protons 
superimposed on matrix line.
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Table IV - Hynerfine Splittings Measured in DTBN/toluene and 
DTBN /CF^SO^H Solutions and Glasses

DTBN/toluene DTBN/CF.SO-H

A|j(N)
Aj_(N)

35 G 
<5 G 
15.4 G

Aiso(%)

47.5 G 
8.8 G 

21.7 G

<1.3 G

3.3 G

Hyperfine Splittings from ENDOR studies of Frozen 
Glasses of DTBN/toluene and DTBN/GF^SO^H measured
at positions in Figures 20b and 23c.

DTBN/toluene

Position :
A(MHz) 

A B

DTBN/CF^SO.H

A(MHz)
A B

^dipolar'
toluene
matrix
protons

.23 .22 .2

.39 .34 .3

. 44 .43 .4

.78 .77 .78
1.25 1.08 1.25
2.61 2.58 2.60 2.3
3.36 3.34 3.35 3.5
3.95 3.80 3.90 4.6
5.76 5.74
7.20 7.20

3.5
4.6
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at 20 K would be sufficient to give rise to such shoulders.
The 5.76 and 7.2 MHz splittings were observed in ENDOR 

spectra taken at positions A and 0, but not at postion B. It 
is expected that ENDOR resonances from complexes with their 
nitrogen hyperfine z-principal axis parallel to the field 
direction, that is with H^ perpendicular to the plane contain
ing the nitroxide radical, would be strongest at points A and 
C. Those resonances from complexes with their z-axis J_ to H^ 
would be strongest at B. Thus, the 5.76 and 7.2 MHz splittings 
are assigned to protons in complexes with A^(N) parallel to H^. 
Since the proton and nitrogen hyperfine tensors are not likely 
to have coincident principal axes, these are probably not 
A||(H) splittings. If they are "almost" A ̂ (H) splittings, then 
Aĵ (H) splittings would be expected at 3.2 and 2.4 MHz assuming 
that Aj|(H) is negative. These could be buried with the 2.6l- 
3.95 MHz splittings. If they are "almost" A^(H) splittings, 
then the much larger A^(H) splittings, which should be observed 
with H^ at position B, were too weak to be detected. The 2.61, 
3.36 and 3.95 MHz splittings, which were observed at positions 
A, B, C and D, could be due to three fairly isotropic proton 
interactions, or could result from a larger number of aniso
tropic splittings which superimpose to give a less well-resolved 
isotropic spectrum.

Neither parallel nor perpendicular nitrogen splittings 
could be detected.

Generally the same results were observed in DTBN/CF^SO^H 
glasses. In the ESR solution spectrum, an isotropic proton 
splitting of 3.3 gauss (/̂ 9.2 MHz), resulting from the proton
ation of the nitroxide radical, was observed on each of the
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three nitrogen hyperfine lines (Figure 23a). At intermediate 
temperatures, 135 K <  T <200 K, a good glass was formed and a 
parallel proton splitting of ^6 gauss was resolved (Figure 
23b). The perpendicular proton splitting was unresolved, and 
thus less than 2.5 gauss. With a further reduction in temper
ature, T < 135 K, the glass remained clear but the ESR lines 
broadened until Â  ̂(H) was no longer resolved (Figure 23c), 
presumably due to the onset of a phase transition or phase 
separation. The ENDOR spectra obtained at 95 K are shown in 
Figure 24. Very similar spectra were observed with at point 
A and point B in Figure 23c. These consisted of two structure
less matrix lines from F and H nuclei and three "isotropic" 
splittings of 2.3, 3.5 and 4.6 MHz, similar to those observed 
in the toluene glass. No parallel hyperfine splittings from 
the acid protons were observed. The perpendicular interaction 
could correspond to the 2.3 MHz splitting if Â ând A^ are both 
positive or both negative. No nitrogen hyperfine splittings were detected. 
It was hoped that narrower ENDOR lines might be obtained at higher 
temperatures, where the ESR spectra were better resolved, but no ENDOR 
resonances could be detected above 120 K.

Thus, the same trends in sensitivity loss were observed 
in a glassy matrix as in powders, with a greater overall loss 
in sensitivity.

Spectral simulation programs, as described above would 
allow one to extract more data from ENDOR studies of disordered 
systems.
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6.3.2 Liquids
Some aspects of liquid ENDOR are discussed here for the 

sake of completeness. A good overview of this subject can be 
obtained from references 28 and 29.

Generally, liquid ENDOR spectra, once obtained, are less 
complex than the corresponding ESR spectra (see Figure 5.1) 
and interpretation is straightforward, using the equations and 
methods discussed in Chapter 5. However, finding the optimum 
experimental conditions can be more difficult than for most 
solid state ENDOR studies. The experimental considerations 
unique to liquid ENDOR studies can be deduced from eqn, 1.
In liquids, the solvent viscosity, and spin concentration, as 
well as temperature must be fully optimized so that the spin 
exchange time fulfills the condition T^)^. In addition,
solvents must be dry and thoroughly degassed. Very narrow
operating temperature ranges sometimes occur, since nuclear
and electron relaxation rates generally reach a minimum at 
different temperatures as T is reduced.

Nuclei in a molecule with differing relaxation times, will 
undergo optimum ENDOR conditions at different temperatures, 
and microwave and rf power levels.

Spin relaxation times in liquids can be of the order 10”^
to 10 ^S,so that fields of up to 100 gauss, or up to ̂ 1000 W
of rf power can be required.

Thus, an empirical approach to the optimization of sol
vent, temperature, radical concentration, and can lead
to a rather low success rate in obtaining ENDOR spectra. A 
rigorous approach to this problem has been taken by Mobius^^

nusing the density matrix method developed by Freed. ENDOR
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amplitudes are computer optimized as a function of ,
temperature, spin concentration and modulation conditions.
Line distortion and coherence effects are correctly predicted. 
Input parameters included the number, spin, nuclear frequencies 
and isotropic coupling constants of nuclei, and parameters 
which determine the relaxation processes such as viscosity, 
temperature,tumbling volume and the r^^, the electron nuclear 
distance.

i) A Solution ENDOR Study Of DTBN
Some aspects of liquid ENDOR are illustrated by the ENDOR 

study of some DTBN solutions described below. The original 
intent of this study was to determine the sign of the isotropic 
methyl proton hyperfine coupling in acidic media using TRIPLE 
resonance spectroscopy. In toluene, A^^^(CH^) is 0.3 MHz, as 
measured by ENDOR (Figure 21). As the spin density on nitrogen, 
and thus A. (N) is increased through a range of solvents,ISO ^ ^
ESR lines become narrower as A. _(CHg) decreases. In veryISO 3
acidic media, with large spin density on nitrogen, the ESR 
linewidths begin to increase again. If the linear decrease of 
A. (CHo) with increasing A. (N) is to be maintained, thenISO 3 ISO
^iso^^^3^ would have to change sign. Thus, attempts were made 
to determine the sign of A^^^(CH^) in trifluoromethylsulfonic 
acid (CF^SO^H).

CF^SO^H has a high dielectric constant, so capillary tubes 
were used for ENDOR measurements. DTBN is fairly unstable in 
acidic media. Thus, solutions of DTBN in CF^SO^H were pre
pared by immersing a glass thread in DTBN and touching this 
to a frozen solution of CF^SO^H in a capillary tube. This 
was then placed in an X-band ESR tube, evacuated and very
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slowly thawed. If any decompostion of the DTBN occurred, the 
solution coloured a blue-green, and was discarded. After thaw
ing, the solution was freeze-thaw degassed. Solutions of DTBN 
in CF^SO^H/phosphoric acid mixtures and in concentrated sulfuric 
acid were prepared in an attempt to obtain more viscous solut
ions for ENDOR measurements. However, DTBN decomposed in phos
phoric acid solutions and was not stable enough in sulfuric 
acid to give ESR signals intense enough for ENDOR measurements.

The ESR solution spectrum of DTBN/CF^SO^H is shown in 
Figure 23 and the ENDOR spectrum in Figure 25. The latter was 
quite weak because of the lowering of the cavity Q by the high 
dielectric solvent, the small sample size and the low stability 
of DTBN in CF^SO^H. The ENDOR signal intensity was optimum at 
the lowest possible solution temperature, and at the highest 
available microwave power (200 mVJ) and rf power (100 W) . Thus, 
the unsuccessful attempts to decrease relaxation rates by 
increasing solvent viscosity were made. Isotropic methyl pro
ton splittings were not resolved and were taken to be less 
than 0.X MHz. ENDOR signal intensities were insufficient for 
TRIPLE resonance measurements. As mentioned in section 6.3.1v, 
the information obtained from frozen glasses of CF^SO^H was 
not complete enough to allow the determination of the sign of 
A. (CHg) based on A (CHg) and A (OH?) values.1 S O ^ || j

ENDOR measurements of DTBN/toluene solutions were more 
aiccessful. The ENDOR spectrum is shown in Figure 21. This 
was also optimum at the lowest liquid temperature and highest 
available rf power. A microwave power of 100 mW was used.

General TRIPLE ENDOR measurements were carried out in 
order to determine the relative signs of A. (N) and A. (CH^).ISO ISO 3
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If the high frequency N ENDOR line was pumped, the low fre
quency N line and the high frequency proton line both increased 
in intensity. As explained in Chapter 5, with an energy level 
diagram appropriate to this system (Figure 5.18), these changes 
imply that A. (N) and A. (CHg) have opposite signs (FigureISO ISO
5.19). Since A. (N) must be positive, this implies that A.DL S O ISO
(CH^) is negative.

Finally, A^^^(N) was large enough for the measured coupl
ing to require the second order correction given in eqn. 5.26. 
However, second order effects were not large enough to give a 
second order splitting when the m^ = 0 N ESR transition was 
saturated. More precise ENDOR measurements of A^^^(N) of 
nitroxides have shown that the nitrogen transition frequencies 
were not adequately explained by a Breit-Rabi correction. A 
dynamic frequency shift, proportional to the mean square fluc
tuation of the resonance frequency had also to be taken into

. 28account.
Further liquid ENDOR studies would require more powerful rf amp

lifiers and would benefit from the rigorous optimization of parameters 
using the software described above.
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CHAPTER SEVEN

ESR and ENDOR Studies of Rhodium-Doped A&C1 
7« 1 Introduction

Trivalent transition metal ions can be incorporated into silver halide 
melt-grown single crystals by addition to the melt, or into powders and emul
sions by co-precipitation from aqueous solution. The majority of such adden
da occupy substitutional positions on the cation sub-lattice and act as deep 

1—7electron traps. ~ They can have a significant effect on the photographic 
degradation of the silver halide lattice and are used to control the sensi- 
tometric properties of photographic materials. In commercial products, tran
sition metal ion addenda convert the silver halide system from the negative- 
working format ordinarily used for black and white and colon print films to 
the positive-working system used for transparencies. In graphic arts pro
ducts, dopants are used to increase contrast and reduce high intensity 
reprocity failure.

The photographic effect of a transition metal ion is determined by its 
trapping cross-section and by the lifetime of the trapped species, as well 
as by the trapping parameters of the photoproduct. These in turn are a func
tion of the attractive potential of the impurity ion and of the mechanism of 
relaxation of the impurity ion and surrounding lattice following a trapping 
event. The attractive potential of trapping states can be considered to be

g
made up of two components. For distances r >r^ from the ion, the potential 
is Coulombic and can be treated by the effective mass approximation described 
in Chapter 2. For r<r^, the potential is a core potential which depends on 
the electronic structure as well as on the charge of the impurity ion. For 
shallow traps, such as the divalent cations discussed in Chapter 4, the trapped 
electron has a Bohr radius greater than r̂ , so that the trapping behaviours 
of these impurities are determined entirely by the Coulombic potential. 

Likewise, the ESR spectrum can be predicted by the effective mass approxima-
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tion and is principally a function of the properties of the host lattice.
For deep traps, many properties of interest, such as optical and phonon

Qproperties, are determined mainly hy the Coulombic potential.^ To first 
order, many aspects of the trapping behaviour of deep traps are also deter
mined by the Coulombic potential. However, the myriad of trapping behaviours 
exhibited by trivalent metal ion addenda indicates that the core potential 
and the lattice structure in the core region must be considered in any 
detailed explanation of trapping mechanisms. Since the orbital radii of the 
impurity valence electrons are less than r^, where r^ is of the order of the 
nearest neighbour distance, the ESR spectrum of deep impurites is determined 
by the core potential and by the immediate environment of the impurity ion.
Thus, ESR spectroscopy has been widely used to study the electronic wavefunc-

1—7tiens in the core regions of deep traps.
In the silver halides, aliovalent impurity cations are generally

associated with charge-compensating silver ion vacancies. It has been
found experimentally that the trapping behaviour of impurity-defect
complexes is very sensitive to the number and arrangement of vacancies, and
to the relaxation mechanism of the impurity-defect moiety once trapping 

1—7occurs. ” While ESR spectroscopy has proved a valuable tool in studying such 
structures in the silver halides, the resonances observed are always broadened 
by hyperfine interaction with the many surrounding magnetic nuclei. Hyper- 
fine data is usually only resolved for either axial or equatorial first shell 
halide ions, so that the structure of the impurity-vacancy complex must be 
inferred from the symmetry of the g-tensor. The study of these complexes 
should benefit from the greater resolution provided by ENDOR spectroscopy

Only one ENDOR study of metal ion-vacancy complexes in the silver halides 
has been reported.In this study, of the interstitial Fê "*” ion in silver 
chloride single crystals, only the hyperfine data from four equivalent 
Cl” ions in the first ion shell could be analyzed. In the work described
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below, it was possible, with the aid of digitally controlled ENDOR instru
mentation and data handling facilities, to analyze the hyperfine data from 
all chlorines in the first ion shell, as well as the small couplings from 
more distant shells. Rh^^-doped AgCl single crystals were chosen as a 
model system for these initial exploratory ENDOR studies since it had been 
reported thdt a strong Rĥ "̂  ESR signal, from a single type of (RhOl̂ )̂ ” 
defect sitê  with an apparently simple structure, could be produced by 
methods other than photolysis.̂ * ^̂ * ^

Earlier studies have shown that the rhodium dopant is incorporated into 
silver halide crystals grown in a nonoxidizing environment as the d ion,
Rĥ .̂-̂ * Crystals grown under halogen contain the diamagnetic ion,
3+5 5 13Rh . In both AgBr^ and AgCl the trivalent rhodium acts as a deep electron

24-trap. The Rh species produced by photolysis has an infinitely long life
time at room temperature. The same species can also be produced by annealing
Rh^^-doped crystals in air or vacuo above 300°C.̂ * This procedure injects

7 3+electrons, ' which can then be trapped at Rh-̂  ̂ sites.
Because of its properties as a long-lived electron trap, rhodium (ill) 

is used as a dopant in some photographic products to increase contrast. The 
contrast increase is a result of the exponential relation between the developed 
optical density of the silver halide film (d ) and the level of exposure (e ).
If X Rĥ"*” traps are added to a film that ordinarily requires n photoelectrons 
to attain maximum density, the number of electrons required by the doped system 
increases to (n + x). This shifts and compresses the s-shaped D-log E curve 
along the abscissa, so that the slope of the exposure-dependent region of the 
curve increases?'̂ ' The slope of the D-log E sensitometric curve is a measure 
of the contrast response of the film. Of course, the shift of the D-log E 
curve also represents a loss in the sensitivity of the film.

In the initial ESR studies of rhodium-doped silver halides, some con
fusion arose as to the valence state of the paramagnetic rhodium species.
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This stemmed, from uncertainty as to the valence state of rhodium as incorpo
rated in the melt (Rĥ *̂  or Rĥ"*” in oxidizing environments, and Rh° or Rh^^ 
in non-oxidizing environments) and from the difficulty of distinguishing d

Qand d ions by ESR. The observation of a rhodium-associated ESR signal was 
first reported by Wilkens, et. al.,^^ in Rh/AgGl single crystals grown in 
vacuo. At temperatures less than 110 K, an axially symmetric spectrum was 
observed, with t and hyperfine splittings from two equivalent chloride
ions. Between l60 and 300 K, this reversibly converted to a spectrum with 
^  ^  , showing no hyperfine interactions. Finally, at temperatures above
200 K, a broad, single, isotropic line began to appear at the isotropic g- 
value of the two low temperature species. These signals were assigned to 
the d̂  Rh° ion, in a d̂ 2 ground state undergoing a static Jahn-Teller contrac
tion below 110 K, in a d^g y2 ground state undergoing a static Jahn-Teller 
elongation between l60 and 300 K, and finally undergoing a dynamic Jahn- 
Teller distortion at high temperatures. No explanation for the change in
ground state was put forward. This assignment was called into question when

3+ . 2+a similar species in Rh -doped AgBr was assigned to Rh , in an elongated
d^2 ground state at low temperatures, and in a contracted d^2 2̂ ground state 
at higher temperatures, on the basis of ESR, optical absorption and micro
wave photoconductivity measurements.^ A later study of Rh/AgCl crystals grown

34-in vacuo, y-irradiated Rh doped aqueous grown NaCl single crystals and y- 
irradiated Nâ RhCl̂ * ÔH^O powders provided further evidence that the paramag-

24- 22.netic species observed in Rh/AgCl were Rh complexes.
No direct evidence for vacancy compensation could be obtained from the

2+Rh ESR spectrum. If it was assumed that compensation did occur, the axial 
symmetry of the ESR spectrum indicated that the compensating silver ion 

vacancy was located along the distortion axis.^ It was hoped that in the 
present ENDOR study more direct information about the nature of vacancy com
pensation could be obtained.
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In addition to single crystal studies, exploratory ENDOR studies of 
rhodium-doped powders were carried out. Such preliminary studies are 
required before ENDOR investigations can be extended to any practical 
photographic systems.

7.2 Expérimenta1

Rhodium-doped single crystals were grown from ultrapure AgCl, prepared 
as described in Chapter 4, and from the dopant salt Na^RhCl^*ÔH^O (Atomergic 
Ghemetals, Plainview, N.Y.). Crystals were grown under chlorine by the 
Bridgeman method, aligned by the standard x-ray back reflection technique, 
and cut into cubes with either a (lOO) or (llO) axis parallel to the cube 
faces. Crystals with nominal dopant levels of 50t 200, and 1000 mppm were 
studied. The crystals ranged in color from light orange to dark red. Crystals 
from the latter boule are referred to below as heavily-doped, and from the 
50 and 200 mppm boules, as lightly doped. The paramagnetic rhodium-associated 
species were produced by annealing the crystals at 300°C in air. In this way, 
a stronger ESR signal was produced than could be obtained by photolysis.
In situ photolysis with the ENDOR cavity had to be accomplished by using
the crystal mounting rod as a light pipe, and was not very efficient.

3+Rh-̂  -doped NaCl crystals were grown from saturated aqueous solution 
saturated with ultrapure NaCl (Puratronic, Ventron, Karlsruhe) and doped with 
the salt Na^^Cl^’ÔĤ O. Dopant levels of 1000 mppm were used. The resulting 
crystals were pink and cubic with the dimensions 4x4x1 mm. The large faces 
were (100) planes. Paramagnetic rhodium centers were produced by 7-irradiation 
(as in Chapter 3) at room temperature for a period of twelve hours. The 
crystals were subsequently annealed for several hours at 100°C to destroy 
the center ESR signal.ENDOR studies of rhodium-doped NaCl crystals 
were used as an aid to the interpretation of ENDOR data from rhodium-doped 
AgCl crystals.
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X-band. ESR measurements were carried out on a standard Century series 
Varian E-109 spectrometer using an Oxford Instruments helium cryostat for 
measurements made below 77 K. Q-band measurements were made with a Varian 
E-12 spectrometer with a Q-band bridge.

ENDOR measurements were obtained using the University of Paderbom 
ENDOR spectrometer and the commercial Bruker ENDOR spectrometer which were 
described in detail in Chapter 6. The absorption ENDOR spectra shown in the 
figures in this chapter were measured on the former instrument at — 30 K, 
using .8 KHz pulsed AM modulation, 20 mW of microwave power, and an rf field 
of .5 - 2 G at the sample. The derivative spectra shown here were measured 
with the commercial Bruker instrument at— 30 K, using 12.5 KHz FM modulation 
with a 25 - 50 KHz modulation depth, 40 mW of microwave power and a— 5 G 
rf field at the sample. No line broadening was observed as a result of 
FM modulation of the rf carrier as long as the modulation depth was less 
than 50 KHz. The sensitivities of the two instruments were comparable ; 
however, the sensitivity of the Paderbom spectrometer was effectively increased 
by the use of digital filtering and deconvolution programs and of automated 
peak searching and plotting facilities. Thus, most of the ENDOR angular 
rotational studies and all of those shown here were carried out on the 
Paderbom spectrometer. The programs used for data fitting and analysis are 
described in Chapter 6. All of the absorption ENDOR spectra shown below have 
been digitally filtered and deconvoluted.

7.3 Results

7.3.1 ESR Measurements

Intense ESR spectra were obtained from both lightly-doped and heavily- 
doped Rh^^/AgCl single crystals, which had been heat-treated as described 
above. Signals from a primary and a secondary species were observed. The

11 15primary species was essentially the same as that reported previously, * 
giving rise to a different ESR spectrum in each of the three temperature ranges
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4 - 85 K, 85 K - RT, and >RT. The predominant form of the primary species 
in each of these temperature ranges is referred to below as the low 
temperature species, the high temperature species, and the isotropic species, 
respectively. These signals could be reversibly interconverted by varying 
the temperature. ESR signals from the secondary species were more pronounced 
in lightly-doped crystals and are marked with an asterisk in Figures 1-4.

The ESR spectrum of the low temperature species, measured with // (lOO),
is shown in Figure la. Angular rotation studies in the (lOO) and (llO) planes 
indicated that the symmetry of the low temperature species departed slightly 
from axial (Figures 5 a-nd 6). The principal axes of the g-tensor were parallel 
to the cubic axes, indicative of a symmetry which could only result from a 
substitutional site. The orthcrhombic nature of the site was confirmed by 
angular rotation measurements made at Q-band frequencies. The parallel region 
of the spectrum, at g = 2.013 - .002, was composed of a septet of lines in the 
intensity ration of 1:2:3:4;3:2:1. The ENDOR studies described below confirmed 
that the septet resulted from a hyperfine interaction with two equivalent 
chlorines along the z-axis; thus, Â  was parallel to ĝ . The perpendicular 
region of the spectrum was the superposition of the g^ component, made up 
of a poorly resolved septet, and the g^ component, made up of a much weaker 
multiplet. Again, ENDOR measurements confirmed that the septet arose from 
a hyperfine interaction with the two chlorines perpendicular to the (lOO)
plane containing Ĥ , along the z-axis. The ESR spectrum of the low temperature

2 2species, measured with / / (llO), is shown in Figure lb. The i’(ĝ  + g^)

and |-(g + gg) features overlapped to give an eight line spectrum at this
2 2orientation while a septet was observed at |‘(ŝ  + ĝ ) from those complexes 

oriented such that was along a (110) axis perpendicular to the z-axis. The 
X and y g-values obtained by fitting the angular rotation data were 2.432 ±

.002 and 2.397  ̂.002.
The spectrum shown in Figure la could be measured up to approximately
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FIGURE 2
ESR spectnm of the (RhCle) " complex in a lightly-doped 
AgCl single crystal with a) Ho / /  (100), b) Ho / /  (111) and 
c) Ho / (110). The * marks the secondary paramagnetic 
species. T = 20 K.
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FIGURE 3
ESR spectrum of the (RhCle)**" complex in a lightly-doped AgCl 
single crystal with Ho / /  (100) showing the growth of the high 
temperature species. The * marks the secondary paramagnetic 
species.
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FIGURE 4
ESR spectrum of (RhCle)^ in a heavily-doped AgCl single 
crystal with Ho / /  (100), showing a) the high tanperature 
(RhCls) signal and b,c) the growth of the isotropic 
signal (g = 2.2 8 9) with increasing tanperature.
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80 K. Between 80 and 90 K, the parallel region of the spectrum Became pro
gressively weaker relative to the perpendicular region (Figure 3a). By 
—'110 K, the hyperfine splittings of the parallel feature were poorly re
solved, Being superimposed on a Broad Background signal. At the same 
temperature lhat the parallel feature disappeared (~125 K), a signal grew 
in at g = 2.216. In lightly-doped crystals, this feature rapidly increased 
in intensity until, at that temperature at which the parallel feature disap
peared, it was 1 - 2  times the intensity of the g^ feature. At this point, 
the g = 2.216 feature was composed of a l4 line multiplet with a splitting 
of —'10 G. In heavily-doped crystals, the g = 2.216 feature was very weak 
at that temperature at which the parallel feature disappeared, exhibited no 
hyperfine structure, and approached the intensity of the g^ feature at a 
temperature -—BO K higher than in lightly-doped crystals. Considering now 
the temperature dependence of the perpendicular components of the low tempera
ture species, these Broadened and hyperfine resolution was lost, as the 
temperature was raised above 80 K. As the temperature was raised further, 
the linewidths of the ĝ  and g^ components Began to narrow until, at 110 K, 
the envelopes of the two g-values could Be clearly distinguished. The g^ 
component disappeared at the same temperature as the parallel feature, 
leaving a spectrum composed of a symmetric g^ feature and the g = 2.216 
line (apart from lines associated with the secondary species). This spectrum 
was that of the high temperature species and is shown in Figures 3t>, 4a and 
4B. Rotation studies showed that the g^ feature rotated as a parallel 
component and that the g = 2.216 feature Behaved as a perpendicular 
component. The principal g tensor components were parallel to the cubic axes.

At approximately 210 K, an isotropic ESR signal appeared at g = 2.289.
As the temperature was raised, this line grew in intensity, while the parallel 
and perpendicular features of the high temperature species Broadened and 
moved in towards the isotropic line. By 0̂0 K, the isotropic signal was
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the dominant signal. At 3^5 K, the highest temperature attainable with 
the ESR cavity used, the isotropic species was the only resolved line present, 
with a very small amount of spectral anisotropy apparent in the wings 
(Figure 4c).

The g-values of the low temperature species, the high temperature species, 
and the isotropic species are listed in Table I. The following points, 
apparent from this tabulation, are noteworthy: i) ^  of the high tempera
ture species was the same, within experimental error, as the averaged g- 
values of the y and z components of the low temperature species, ii) g^ 
of the high temperature species was identical to g^ of the low temperature 
form. These points suggest that the low temperature form of the primary 
species was converted to the high temperature form via motional processes 
which averaged spin interactions in the yz plane. Such averaging would make 
the X direction a parallel axis and the yz plane a pseudo-perpendicular 
plane of the axially symmetric high temperature species. The nature of the 
spectral changes which accompanied the conversion between the low tempera
ture and high temperature forms confirmed that an averaging interaction 
occurred in the yz plane of the primary complex as the temperature was raised. 
Of the spectral features which were averaged, those spread over the smallest 
field range averaged at the lowest temperatures. Thus, with // (llO), 
spectral averaging was apparent at lower temperatures than with // (lOO). 
The origin of the averaging processes became clear upon completion of the 
ENDOR study of the primary species, and is discussed further below.

It is also apparent from Table I, that the g-value of the isotropic 
species was the same as the isotropic g-value of both the low temperature 
and high temperature species. Once again, the spectral changes which accom
panied the conversion of the high temperature species to the isotropic 
species were indicative of a motional process, which in this case averaged 

the spin interactions along the x, y and z directions of the primary species.
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TABLE I
G-Values of the Low Temperature, High Temperature and
Isotropic Forms of the Primary Rh Species in AgCl

Type of Distortion g-tensor components^
X y z

static elongation 
(low temperature . 
form)

2.432 2.397 2.013

Dynamic two- 
dimensional (high 
temperature form)

2.216 2.216 2.432

Dynamic three- 
dimensional 
(isotropic form)

2.289 2.289 2.289

a ±.002

TABLE II
Natural Abundances, Nuclear Spins and Nuclear 

Frequencies for Selected Isotopes
Isotope Natural Abundance Spin in 3500 G Field

100 3/2 3.9416
■̂̂ Cl 75.53 3/2 1.4601
37ci 24.47 3/2 1.2152
“ 3Rh 100 1/2 .4690

51.82 1/2 .6030
48.18 1/2 .6932
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Resonances from a secondary species were observed in all crystals cut 
from the three Rh/AgCl boules studies, as well as in heat-treated, powdered 
crystals. These signals, which are just visible in the ESR spectrum of the 
heavily-doped crystal in Figure la, are more clearly shown in Figure 2, 
where they are marked with asterisks. The secondary signals were relatively 
more intense in lightly-doped crystals, with intensities — 30̂  of those of the 
primary species in crystals containing $0 mppm rhodium. The observation of 
secondary signals in powders ruled out the possibility that they arose from 
misaligned primary species in twinned crystals. The secondary species were 
not observed in pure AgCl crystals; thus, they were associated in some way 
with rhodium doping. The signals were not the result of impurities intro
duced with the rhodium dopant salt, since their intensities, relative to 
those of the primary signals, were inversely proportional to the rhodium 
dopant concentration. For the same reason, they probably did not result 
from rhodium ion aggregates. Therefore, the secondary species could arise 
in one of three ways: i) the center is a rhodium-defect complex with a 
configuration favored by the intrinsic defect equilibrium existing at low 
aliovalent dopant levels, ii) the center is a rhodium-impurity complex, with 
a concentration limited by the impurity content of the undoped crystal, or 
iii) the center results from hole-trapping, either by rhodium or by impurities, 
and is only stable if a deep, long-lived electron trap is present to prevent 
recombination at the hole trap. The latter possibility does not seem likely
since it is generally assumed that the annealing treatment used to produce

2+ 5 7the Rh centers only injects electrons.̂ *
The overlap of the ESR signals from the primary and secondary species 

made analysis of the secondary signals difficult. The latter appeared to be 
composed of septets of lines, with maximum and minimum turning points in the 
(lOO) and (llO) planes occurring at less extreme field values than for the 

primary species. Partial rotation plots are shown in Figures 5 and 6. The
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unlabelled dashed and solid lines in these figures are not theoretical 
curves, hut are meant to show the general angular dependences of the 
secondary signals. These rotations indicated that the center had prin
cipal axes which were nearly parallel to the (ill), (llo) and (ÏÏ2) 
directions. The seven line hyperfine pattern, exhibited clearly at 
turning points, suggests interactions with two equivalent chlorine nuclei.
Such an interaction is most likely to occur for a substitutional site.
If the secondary species is a rhodium center, one would expect it to 
prefer the octahedral coordination provided by a substitutional position.

As the temperature was raised, resolution of hyperfine splittings on 
the secondary signals was lost, at somewhat higher temperatures than for the 
primary species (Figure 3b). Overlap with the primary species signals made 
analysis of the temperature behaviour difficult. The further evaluation of 
the nature of the secondary species is left for future studies.

In summary, ESR measurements identified a substitutional, orthorhombic 
primary species in AgCl crystals which was produced by rhodium doping and 
subsequent heat treatment. Hyperfine interactions, most likely from two 
chlorines along the z-axis of the complex, were observed. Motional processes 
which averaged spin interactions in the yz plane of the complex occurred as 
the temperature was raised. At room temperature and above, motional processes 
averaged interactions along all three principal directions. A secondary 
species, also introduced by rhodium doping, was observed. This had principal 
axes approximately along (ill), (llO) and (ÏÏ2). It appeared to be a substi
tutional center and exhibited hyperfine interactions most likely arising from 
two equivalent chlorine nuclei.

7.3.2 ENDOR Measurements

All ENDOR measurements were carried out on the heavily-doped AgCl 
crystal at approximately 30 K, and thus, only the low temperature form of
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the primary species was examined. Angular rotations were carried out in 
the (lOO) plane. These were performed hy locating the saturating microwave 
field on a component of the ESR signal and moving the field to follow this 
line as the crystal was rotated. ENDOR measurements were then taken every 
two degrees over a fifty degree interval. The ENDOR spectra obtained were 
greatly simplified by the fact that the g^ and g^ features of the primary 
species were well separated from ĝ . Thus, data could be obtained independ
ently from those complexes oriented with their z-axes parallel and perpen
dicular to the magnetic field. As a result, the angular plots obtained were 
of three types : those measure while saturating the parallel component of the
ESR spectrum as the crystal was rotated to make it a perpendicular component, 
those measured while saturating the perpendicular region and following the 
component which moved towards the parallel region as the crystal was rotated, 
and those measured while saturating the nearly isotropic component of the 
perpendicular region as the crystal was rotated. The first two types of 
plots gave information about those primary species oriented with either their 
X or y axes perpendicular to the plane of rotation, while the third type per
tained to those complexes oriented with their z-axes perpendicular to the 
plane of rotation. Because of the overlap of the x and y components of the 
ESR signal, ENDOR data could not be obtained separately from each component.
The various plots are referred to below as those measured in the plane 
containing z, from // z towards 1 z ( ̂/ —*• 1 ) ; those measured in the 
plane containing z, from ± z towards // z (1 -* ̂ /); and those measured 
in the plane perpendicular to z (x^y).

The ENDOR spectra described below arose from hyperfine interactions with 
2+a central Rh nucleus, with first shell axial and equatorial chlorines, and 

with second and fourth shell silvers. For convenience, the nuclear spins 
and nuclear free frequencies of the isotopes relevant to this study are listed 
in Table II. The conventional numbering scheme used to refer to the ion shells
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2 +

1

The following scheme was used for numbering the first shell chloride ions:

(c r
2 +(Cl‘ ) ( C D

y

□

Thus, the axial chlorine ions will be referred to as (C1
EiroOR spectra, measured with // z and in the frequency range where the 

large hyperfine splittings observed in the ESR spectrum might be expected to 
occur, are shown in Figures 7 and 9a- When the m̂  = 0 ESR line was saturated, 
eleven EI'IDOR lines were observed with relative positions and intensities
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37 33consistent with their assignment to Cl and Cl hyperfine lines, split
hy a quadrupole interaction. The EKDOR transitions have been labelled
accordingly in Figures 7 and 9a. The assumption has been made that the signs
of the chlorine hyperfine tensor components are positive.The EI-EPR and
EKDOR-vs.-fieId position experiments, described in Chapter 5 (Figures 5*20
and 5*7-5*9 respectively) each established that the quadrupole splittings
had a sign opposite to that of the hyperfine splittings. At this orientation,
the ^̂ 01, m̂  = m̂  = +1 and the ^̂ Gl, m̂  = +j, m̂  = +1 lines overlapped,
reducing the number of lines observed from the expected twelve to eleven.

The angular rotation plot for these large hyperfine interactions, measured
in the (lOO) planes containing z, from // z towards 1 z, is shown in
Figure 7* The m  ̂= -1 lines are missing from the first 25° of the plot because,
for these measurements, the field was not centered on the m  ̂= 0 ESR line. It
is evident from the EKDOR spectra and from the angular rotation plot that
the ^̂ 01 EKDOR lines were split into multiplets with // z and that the
number of splittings increased as the crystal was rotated off axis. The
splittings observed with // z are shown clearly in the expanded spectrum
in Figure 8. The splittings at this orientation disappeared on all but the
m = 0 EKDOR lines if the m̂  = 0 ESR line was saturated (Figure 9a)- Such

33behaviour, as well as the fact that only the ^^Gl EKDOR transitions were split,
is characteristic of second order effects due to indirect spin-spin coupling
of two equivalent nuclei. The isotopic pairs ^̂ Gl-̂ -̂ Gl, ^̂ 'Ol-̂ Ĝl, and
^^Gl-^^Gl occur in the population ratios of 9:3:1. Thus, the strongest
^̂ 01 EKDOR signals are from equivalent isotope pairs, which will exhibit a

37second order splitting, while the strongest 01 EKDOR signals are from inequiv
alent isotope pairs where second order effects are negligible. As discussed

in Ghapter 5 (eqn 5*30)» the largest second order splitting, of 3̂ 2*
33expected to occur on the m̂  = 0 Cl EKDOR line. This was qualitatively 

observed, as shown in Figure 9^. The small central feature of the m̂  = 0
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FIGURE 8
Expansion of the ̂ s = ~h, Mq = +1 (̂ ^Cl”)i,2 ENDOR line, 
measured with Ho y g and sitting on the Mi =+2 ESR line. 
The second order splittings are shown a) as measured and 
b) after filtering and deconvolution.
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FIGURE 9
Spectra of (Cl”) 1,2 showing a) the simplified second order splittings 
and b,c) the orthorhanbic splittings of the ENDOR lines, measured 
with (a,c) Ho on the Mj =0 ESR line and (b) Ho on the Mi =+2 ESR line, 
Rotation in (100) plane.
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line is protably due to -̂̂ Gl nuclei in ^^Gl-^^Gl pairs. However, eqn 5*30 

could not be used to quantitatively calculate second order transition fre

quencies because the second order interaction energy and the quadrupole inter

action energy were of the same order of magnitude, that is, =  P . Under 

these conditions, the mixing of quadrupole terms must be considered, and the 

more involved treatments of Feuchtang^^ and Shoemaker^^ must be used. As a 

result of the mixing of quadrupole terms, the patterns of ENDOR transitions 

observed at all crystal orientations other than // z were quite complex and 

the lines could not readily be assigned to m^ = +1, 0 and -1 groups. Indeed, 

as can be seen from Figure 7, as a result of the complexity introduced by the 

second order splittings, an orthorhombic hyperfine tensor and an asymmetric 

quadrupole tensor, it was not possible to follow the course of individual 

transitions past 6 = 25*̂ * This difficulty was overcome by supplementary rotar 

tions measured while stimulating the m^ = +2 or +3 ESR lines. This reduced 
the number of observed quadrupole transitions, and also simplified second 

order couplings (Figure 9b). Fitting of the ENDOR data was also simplified 

by following the ^^Gl ENDOR lines, although these tended to be quite weak at 

off axis positions (Figure 9c). The ENDOR spectra shown in Figures 91) and 9c 

confirm the orthorhombic nature of the. axial chlorine hyperfine tensor. In 

this way, it was possible to establish that the // —  1 chlorine transitions 

in Figure 7 were associated with those lines observed when was perpendicular 

to the z axis and parallel to (lOO) in the l4 - 24 MHz range, which moved to 

higher frequency in the course of the 1 —  // rotation (Figure 10), as well as 

with those lines in the same frequency range which were nearly isotropic in the 

X ^  y rotation (Figure 11). These resonances were in the frequency range ex

pected from the perpendicular ESR spectrum. Although, as mentioned above, it 

was difficult to assign individual lines at off-axis positions, it is clearly 

shown in Figures 7 and 10, that the ENDOR lines from the large chlorine hyper
fine splittings moved in four groups which could be assigned to m =-|-
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components from "̂̂ Gl and ^^Gl isotopes. In the x ^  y rotation plot, the 
angularly dependent curves of the rotation were observed for 0 = -10°-
20°, as there was some overlap of ESR signals from the x ^  y component and 
the 1 —*// component at these orientations. It should be noted that the curves 
originating at l6, 14 and 13 MHz in Figures 10 and 11, and moving from high 
to low frequency as 6 was moved from 0° to 3 0 °, quite clearly originate from 
nuclei with a symmetry different from those chlorines with the largest hyper
fine splittings.

The orthorhombic nature of the hyperfine tensor associated with the large 
chlorine ENDOR splittings is not immediately obvious from the x ^  y isofre
quency plot (Figure 11). While the rotational curves are apparent,
only a few of the A^ —  A^ curves were resolved. This was because the overlap 
of the g^ and g^ ESR components was such that at any given saturating field 
position, different x- and y- component quadrupole transitions were excited.
The orthorhombic character of the hyperfine tensor can be seen clearly by 
comparing the ENDOR spectra shown in Figures 12a and 12b, which were measured 
with in the plane perpendicular to z and oriented parallel to (lOO) and
(no) respectively. The 01 A^ and A^ components are marked. These com-

27ponents coalesced at // (llO) and thus the G1 transitions were easily . 
assigned at this orientation. It is useful to compare these spectra with

\4-those measured for the complex (RhGl^) in NaGl, which had an axial g-tensor
(Figure 6.15). In this system, identical ENDOR spectra from the axial chlorines
were obtained with in the plane perpendicular to z, oriented parallel to
(lOO) and oriented parallel to (llO). The assignments of the ^^Cl lines shown

in Figure 12 were consistent with the results of TRIPLE ENDOR experiments,which
extablished the parent m^ manifold of each line.

The ^^01 transitions, marked in the angular rotation plot of Figure 11,

are clearly doublets. As discussed above, doublets of equal intensity can not
37be attributed to second order effects for G1 transitions. Neither can the
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FIGUBE 12
ENDOR spectra of (Cl") 1,2 in (RhCle)** measured with Ho in 
the plane perpendicular to z and with a) Ho // (100) and
b) Ho // (110) . Ax and Ay coalesce to give a simpler 
spectrum in (b), where the ^^Cl” lines are marked.

37
Cl

25 MHz12 MHz

0 = 45

12 MHz 25 MHz
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splittings be attributed to crystal misalignment, since the lines did not 
cross during rotation, and no splitting was observed with parallel to z.
Thus, the most likely assignment for the doublets is that they result from 
twinned crystals, with a small relative misalignment of the two crystallites 
about a screw axis parallel to the (lOO) axis in the plane of rotation.
Screw dislocations are commonly observed in heavily-doped silver halide 
crystals, and would be most likely to occur in the large crystals used for the 
majority of the angular rotation measurements. Initially, it was thought that 
the large number of lines observed in the 14 - 24 MHz region of the EKDOR 
spectrum measured with z indicated the presence of more than one type
of complex. However, the complexity was considerably reduced in the absence 
of twinning (Figure 12). The remaining multiplicity, which was greater than 
the 24 lines expected to first order for overlapping and components, 
could be attributed to second order splittings of the ^D1 lines. This was 
confirmed by TRIPLE and ENDOR-vs.-field position experiments. In the latter, 
as the position of the saturating microwave field was moved from low field to 
high field across the perpendicular ESR signal, the quadrupolar transitions 
were excited in the sequence m̂  = (+l), (+1, O), (O, -l), (-1) in a manner 
which encompassed all of the lines in the 14 - 24 MHz region, and which illu
strated the mixing of quadrupole terms by second interactions (Figure 13)•

37The interpretation of these experiments for the 01 lines was straightforward,
as it had been for both *̂̂ 01 and -̂̂ 01 lines when H^ was parallel to z (Figures
5*7 - 5*9)* In the TRIPLE ENDOR experiments, if any of the ^ 0̂1 transitions

35were saturated, changes were observed in all of the ^D1 lines, but in none
37 . 37of the ^4oi lines. Conversely, if any of the ^'01 transitions were excited,

37 35responses were observed from all of the Cl lines as well as from some ^^Cl
lines, which had been very weak in the normal ENDOR spectrum. This behaviour

35confirmed the fact that the major part of the -̂ Cl line intensities originated 
from -̂̂ Cl-̂ -̂ Cl pairs, while the major part of the ^^01 line intensities
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FIGURE 13
ENDOR spectra of (Cl") 1,2 measured with Hq in the plane 
perpendicular to 2 and with Ho // (110). Ho was moved from 
the Mi =+3 to the Mi =-3 ESR line in (a)-(e). Signals 
frcm equatorial chlorines are marked e and e'.
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originated from pairs. The TRIPLE experiments also confirmed that
all of the resonances in the 1̂  - 24 MHz range arose from the same type of 
complex. The results of the TRIPLE experiments were consistent with the 
suggestion that the ^^Gl doublets originated from twinning. If one line of a 
doublet was excited, only one line of all the other doublets responded (Figure 
14). One puzzling aspect of the TRIPLE experiments is apparent from Figures 
l4a - l4d. Ordinarily, all quadrupole transitions from all m̂  manifolds respond 
to the TRIPLE experiment by an increase or decrease in intensity, with all
changes being of the same order of magnitude. However, in the present experi- 
mer
35.

37 37ments, if a particular quadrupolar transition of the 'G1 nucleus in a
G1 pair was stimulated, a major change was only observed for the same m̂

37transition in the opposite manifold for the ^'Gl nucleus, and for the dissimilar
33m transitions in the same m manifold for the G1 nucleus. At present, this q s

phenomenon is not understood.
The symmetry of the angular rotation curves for the large chlorine 

hyperfine splittings indicated that the chloride ions were aligned along the 
z-axis of a substitutional complex with orthorhombic symmetry (Figures 7, 10 
and 11). Thus, these splittings were assigned to the first shell axial 
chlorines of the primary species. As evidenced by second order splittings, 
the sites of (G1 and (G1 were geometrically equivalent. The components 
of the hyperfine and quadrupolar tensors were obtained by fitting the angular 
rotation data and well-aligned spectra at selected orientations, as described 
above. These parameters are collated in Table 111. The hyperfine parameters 
are consistent with the less precise values measured from the parallel and 
perpendicular septets of the ESR spectrum.

After the axial G1 hyperfine splittings, one might expect that the 
largest hyperfine splittings would be those from the equatorial chlorines 
measured parallel to the x and/or y complex axes. These splittings would 

be expected to give rise to ENDOR lines which moved from low to high
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FIGURE 14
TRIPLE ENDOR spectra of Rh /AgCl, measured with H // (llO) and perpen
dicular to z, pumping (a - d) the axial ^^Gl” transitions and (e) an 
equatorial ^^Cl transition.
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frequencies in a O - *  1 rotation, and from high to low frequencies in a
j. —  // rotation, in opposition to the movement of the axial chlorine lines.
Resonances fulfilling these conditions are shown in the expanded rotation plots
of Figures 15a and 15b. The x ^  y angular rotation plot of these lines,
shown in Figure 15c, can be seen to be composed of a superposition of the

_L and of the ± —* // plots. This indicates that the relevant hyperfine
tensors were axial. The relative line positions were consistent with assign

eement to two different types of ^Ul nuclei; lines from the two kinds of nuclei 
are marked e and e' in Figure 15* The e resonances clearly exhibited a 
quadrupole splitting, with all three quadrupole transitions observable for 
each m̂  component at some point in the rotation plot. The e' resonances were 
each split into doublets. These doublets have also been assigned as quadrupole 
splittings, with the assumption that one transition was undetected. This 
assignment is less definite than that of e lines since twinning could also 
give rise to a doublet splitting. However, no twinning was observed for the 
more anisotropic e lines. Thus, it seems likely that the doublets associated 
with the e' transitions resulted from quadrupole effects.

The angular rotation curves arising from lines in the perpendicular region 
of the e and e* ENDOR spectra were not resolved. The hyperfine splittings 
obtained from fitting the rotation data, listed in Table III, are therefore 
approximate. TRIPLE experiments confirmed that the e and e' lines were asso
ciated with the same complex as the axial chlorines (Figure l4e). These
experiments also indicated that the e and e' originated from chlorine nuclei

35 35 . 37in 01- 01 pairs. 01 resonances were apparently too weak to be detected.
The ENDOR transition from small hyperfine interactions, measured with 

Kq // z, are shown in Figure l6. TRIPLE ENDOR experiments confirmed that 
these lines were associated with the same complex as the axial chlorine lines.
The relation of these transitions to the axial chlorine transitions is demon
strated in the J_ ^  // rotation plot of Figure 10, where the small hyperfine
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Angular rotation plots of the ENDOR lines from equatorial chlorines 
of (RhCls) The rotations were a,b) in the (100) planes containing 
2 a) frcm Ho y 2 towards Ho i z, b) frcm Ho i z towards Ho / z, and
c) in the (100) plane perpendicular to z.
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transitions are marked with an asterisk. This.frequency range is expanded in 
Figure 17* The corresponding rotations in the planes containing z, from 
II z towards 1 z, and in the plane pezrpendicular to z, are shown in 

Figures 18 and 19«
The angular dependences of the lines labelled Rh in Figure l6 indicated 

that the corresponding hyperfine tensor had principal axes which coincided 
with those of the g-tensor and of the hyperfine tensor of the axial chlorines. 
The angular dependences of these transitions are marked "by solid lines in the 
rotation plots of Figures 17 - 19* The orthorhombic character of the Rh hyper
fine tensor is obvious from Figure 19* The observed symmetry behaviour indi
cated that these transitions originate from nuclei on the z-axis of the
primary species. The lines had separations characteristic of transitions 

103form the nucleus Rh and were assigned accordingly. The principal components 
of the rhodium hyperfine tensor, calculated by fitting the rotation data, 
are listed in Table III.

The lines labelled a - d in Figure l6 also arose from nuclei on the z- 
axis of the primary complex. The rotational curves corresponding to these 
transitions are annotated in Figures 18 and 19, and are represented by solid 
lines in Figure 20. Figure 20 is a superposition of the// — ■ land 1 —  ̂ // 
rotational data. The relative positions and intensities of the lines were 
indicative of an interaction with ^̂ Âg and ^^^Ag nuclei. As can be seen from 
Figure 20, the hyperfine tensor for this interaction was axial. Components are 
given in Table III. It is assigned to the two axial 4^^ shell silver ions.

Similarly, the lines labelled a* - d' in Figure l6 had separations and 
intensities characteristic of silver resonances. TRIPLE measurements confirmed 
that these lines were associated with the primary complex. In the // -* 1
and 1 “* // rotations, the lines had angular dependences very similar to those 
of the a - d transitions. However, in the x o y rotation plot, no isotropic 
lines, as would result from axial symmetry, could be associated with the
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a* - d' transitions. Rather, a number of weak, angularly dependent curves 
were observed, which originated at frequencies close to the â  - d^ and 
a^ - d ' line positions. These positions are marked in the x o  y rotation 
plot shown in Figure 21. In this figure, the angularly dependent lines 
were emphasized by plotting only those lines with intensities below a given 
value. The intensities of the angularly dependent lines relative to the 
axial 4^^ shell silver ion lines can be seen in the ENDOR spectrum measured 
with // (no) in the plane perpendicular to z shown in Figure 21. Since 
the axial chlorines were equivalent, the two axial 4^^ shell silvers must 
also be equivalent. Thus, lines a' - d' cannot be assigned to one of the 
4^^ shell silvers. The most likely assignment for lines a' - d', and for 
the weak angularly dependent lines in Figure 20 is to the eight 2^^ shell 
silver ions in the (lOO) planes containing the z-axis. Further analysis of 
the angular rotation data is required to confirm this interpretation.

A large number of lines, from interactions with more distant shells, 
were observed below 2 MHz. Although some angularly dependent patterns were 
visible, the spectral density was too high to allow interpretation. A 
number of weak lines at higher frequencies also remain unassigned. These 
include the lines marked with an asterisk in Figures l6 and 17, and those 
marked with a cross in Figures 18 and 21. The lines in Figure 21 could arise 
from equatorial chlorine 3» as discussed further below, with the doublet 
splitting resulting from a partially resolved quadrupole interaction. If 

these lines belong to the m^ = -f- component of a ^^Gl interaction then the 
corresponding axial hyperfine tensor components are — 5 and~1.5 MHz. If the 
lines arise from the m^ = +j component, the corresponding splittings are 
—'8.8 and ~6.4 MHz. Some of the very weak lines observed, such as those 

marked with brackets in Figure 22, could be associated with the secondary 
species.
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No ENDOR signals could be obtained from rhodium-doped AgGl powders.
As shown in Figure 6.15, powder ENDOR spectra were observed in rhodium-

2+doped NaGl when saturating the perpendicular ESR region. The Rh ESR 
signal in NaGl was 2 - 5  times stronger than in AgGl. Thus, the failure 
to observe powder ENDOR in AgGl resulted from the usual low sensitivity 
encountered in powder studies with an additional loss in sensitivity due
to the orthorhombic Rh^^/AgGl site symmetry.

Finally, in preliminary studies of Aĝ "̂  in Rh^^/AgGl, produced 
by x-irradiation at 30 K, and of Ru^^ (low spin d )̂ in AgGl and AgBr, 
detailed ENDOR spectra were obtained. Thus, the general applicability of 
ENDOR spectroscopy of the study of defect centers in the silver halides 
has been demonstrated.

7.4 Discussion

The ENDOR results described above confirm that the primary species in 
the Rh/AgGl system was a rhodium complex. The sign of the quadrupole 
coupling constant of the axial chlorines can now be used to deduce the charge
of the rhodium nucleus relative to the AgGl lattice. If it is assumed that
the signs of the components of the axial chlorine hyperfine tensor are 
positive, then the TRIPLE experiments described above indicate that the signs 
of the components of the quadrupole tensor were negative. The quadrupole 
interaction energy, measured with // z is given by (Ghapter 5):

p = I  ̂  ̂Q I 2 q (1 -[ 6 e Q 1
4 I (21 - 1)Jn I , _  —  I  ^3---—  (1)

where q is the point charge on the rhodium nucleus, which is a distance r 
from the axial chlorine nucleus. For ^̂ Gl, Q, the nuclear electric quadru
pole constant, is negative, with a value of -.0797 % 10 cm̂ , and the
Sternheimer antishielding factor, (l - 7^) is positive, with a value of 
57*6.^^ Thus, eqn 1 becomes
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P,/ (MHz ) — —1081_____2___  (2.')
r3 (a.u.3)  ̂ ^

Since P is negative, the sign of q, the charge on the rhodium nucleus
relative to the AgGl lattice must he positive. Thus, it is confirmed that
the primary species is a Rh^^ complex rather than a Rh° complex.

Assuming a positive charge of 1 at the rhodium nucleus, and replacing 
r by the cation-anion distance for the undisturbed AgGl lattice, the calcu
lated value of P is -7-5 MHz. The measured value was -1.8 MHz. The dis
crepancy is not surprising given the assumptions used to obtain eqn 2. Large
errors are introduced as a result of neglecting covalency effects and lattice

24-distortions that may be induced by the Rh ion. Errors also arise from the 
uncertainty in the antishielding correction factor. However, these errors 
should be approximately the same for quadrupole interactions calculated for 
other substitutional impurity complexes in the alkali chlorides. Thus, by 
comparing the ratio of measured to calculated quadrupole interaction for 
the rhodium complex in AgGl with those for compensated and uncompensated 
aliovalent impurities in the alkali chlorides, it should be possible to de-

24-termine if the Rh ion is charge compensated. This is done in Table IV.
It can be seen that for uncompensated substitutional Ag° centers in KGl and
NaGl, the measured quadrupole coupling constant is~45^ of that calculated
assuming a -1 charge at the silver nucleus. For a substitutional hydrogen

2+atom in KGl, compensated by a Sr ion in a nnn position, the measured 
quadrupole coupling constant for the chlorine ions perpendicular to the 
H°— Sr^^ axis was Z^% of the value calculated assuming a -1 point charge 
at H°. The measured-to-calculated ratio of the quadrupole constant for 
Rh^^ in AgGl is very close to that for H°— Sr̂ "̂  in KGl. This suggests that

24-a charge compensating silver ion vacancy is associated with the Rh ion in
24-plane perpendicular to the axial chlorine— Rh axis.
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The presence of a charge compensating silver ion vacancy along the 
X or y axis of the primary species is supported by the observation of an 
orthorhombic g-tensor and orthorhombic (Cl”)̂  ^ and Rĥ"*” hyperfine tensors.
It is also consistent with the second order splittings of the (Cl"), „ ENDOR-Lf2,

lines which implied that the two axial chlorines as well as the two axial
4^^ shell silvers were in completely equivalent sites.

The observations of large hyperfine interactions with the two axial
chlorines and of a gyy value which was less than ĝ  indicate that the unpaired

2 + 7antibonding electron of the Rh d ion was in a ground state with a large

d^2 orbital contribution. The energy of the d^2 orbital was lowered relative
2+to the d^2_y2 orbital via an elongation of the Rh complex along the z-axis.

2+The effective contraction of the Rh complex in the plane containing the 
silver ion vacancy and perpendicular to z has the effect of reducing the total 
electron density in the vicinity of the vacancy, which is negatively charge
relative to the lattice. This observation is consistent with the fact that

5 3+ 2+for the low spin d ions Ru-"̂ and Re , association with a nnn vacancy caused
1 3a contraction along the vacancy axis. *  ̂ For this electronic configuration,

such a distortion also minimizes the total electron density in the vicinity
of the vacancy.

2+The Rh -vacancy configuration described above suggesis an explanation 
for the temperature dependence of the primary complex ESR spectrum. The 
averaging of interactions in the yz plane most likely results from a hopping 
of the elongation axis between the (100) axes perpendicular to the Rĥ *̂ - 
vacancy axis. Such a pinned two-dimensional dynamic distortion would result 
in a ground state resembling a contracted d^2 y2 complex, which is consistent 
with the experimental magnetic resonance parameters. The possibility of 
motional averaging occurring via vacancy motion can be ruled out since ionic 
motion was frozen at the temperatures at which the averaging began to occur. 
Thus, since averaging occurred in the yz plane, the vacancy can be assigned 
a nnn position along the x-axis. A similar type of "propeller motion"
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has been observed in ESR studies of the Sn^^-nnn vacancy complex in KGl.^^
The motional processes which gave rise to the isotropic ESR line could

24-result from a three-dimensional dynamic distortion of the Rh complex,
24-from diffusion of the vacancy away from Rh , or from a combination of these

mechanisms. The observation of an isotropic signal and of broadened, coalescing
(g// )y and (Sj_ )jj ip signals simultaneously might indicate that both
mechanisms are taking place.

It should be possible to calculate the energy barrier between the
distortion minima along the x, y, and z axes* as well as the energy of associ-

21ation of the nnn vacancy, from the temperature behaviour of the ESR signal. 
However, because the temperature behaviour was a function of rhodium concen
tration, such calculations necessitate further ESR studies.

It is not possible to assign the A and A components of the (G1X y 1 , 2

24- 2+or Rh hyperfine tensor to the x or y axes of the Rh complex on the basis
of the ENDOR measurements ; however, it is reasonable to expect that the
greatest electron density will be away from the vacancy, that is, along the
y-axis. Thus, the principal axes of the (Gl~)̂  2 the Rh^^ hyperfine
tensors should coincide with those of the g-tensor.

For the model of the Rh^^-vacancy complex proposed, the (Gl”)̂   ̂ions
should be equivalent, giving rise to a relatively large parallel hyperfine
splitting. The (Gl~)̂  ion would be expected to have a small parallel splitting
and the (Gl”)̂  ion a somewhat larger coupling. The perpe.ndicular region of
the ESR spectrum could be simulated by assuming an orthorhombic g-tensor
and the (Gl”)., hyperfine splittings given in Table III, a splitting of ~8 

1,2

gauss along the x axis due to one chlorine, and a splitting of ~8 gauss along 
the y axis due to two chlorines. Poor fits were obtained if either zero or 
two 8 gauss splittings were considered for the x axis. Thus, the parallel 
equatorial chlorine splittings of 29.1 and 25*1 MHz can be assumed to arise 
from two equivalent (Gl  ̂and from one (Cl")  ̂nucleus. Because of the
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presence of two chlorine isotopes and numerous small hyperfine interactions, 
the ESR simulations were not precise enough to determine which equatorial 
chlorine splitting could he associated with the (C1  ̂nuclei. The
largest quadrupole splitting occurred for the 29.1 MHz splitting. This 
might reasonalhly he assigned to the (C1 nucleus since, on a point charge 
model, the electric field gradient is expected to he larger at this position 
than at (Cl”)̂

The observation of hyperfine interactions with the axial 4^^ shell and
possibly 2^^ shell silver ions is consistent with the elongated d^g charge

2+distribution of the Rh complex.
The optical properties and ESR parameters of substitutional transition

metal ions in the silver halides have been successfully explained by a
molecular orbital treatment of the complex (MX̂ )̂  .̂  Thus, the ground
state wavefunction of the unpaired electron in an antibonding orbital would

23ordinarily be represented as

= N /3|3z2 _ 3-2) + /J'|5s> --^(25^ + 25  ̂- (3)

"5 - V }
where = n|4p^> ̂  i (1 - r ? ) i |4s) .

2+Such a treatment would only apply in first order to the primary Rh complex 
under consideration since spin density oi the 2^^ and 4^̂  shell silver ions 
was detected and the equatorial ligands were inequivalent. Molecular orbital 

calculations which consider these points are in progress; however, approximate 
spin density calculations are presented here.

Assuming an axial rhodium hyperfine tensor, the components are given by

A = B// + AÎ^ï^l
"  " ISO

(4)
A, = B, + ISO
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*7For a d ion with an unpaired electron in the 4d^2 orbital, A and A
can be related to the 4d^2 orbital electron density by

/̂/ " *180^^ + 7  I" - P
(5)

A, = Afxptl _ 2 m2 p + 15 p“ h s o  - y m  P + izr^iSi 

^ ^4dwhere P = g„g„/î A„< and = N̂ /Ŝ .

The signs of Aŷ  and Aj_ could not be determined experimentally; however,
o I -*4 ““1 24using a value of P one-half that of the free Eh ion (1.6 x 10 cm” ),

m was calculated for all sign combinations. Only the combinations of
+A^ , +Aĵ  and -Â y , +k^ gave values of m less than one. The former
combination yielded m = .78, = -9.6 MHz, and the latter m = .44,
A?xPtl = -18.3 MHz. is made up of a positive contribution fromISO ISO
direct s electron contribution to 3*̂  ̂of a negative contribution
from inner s shell polarization by the unpaired 4d electron. It was not 
possible to separate these two components, but since was large and
negative, the s contribution was not significant.

It is reasonable to assume that Aŷ  and Aĵ  for the axial chlorines 
were both positive. Assuming once more an axial hyperfine tensor, the 
spin densities in the |3s) and |3p) orbitals were calculated according 
to the equations

using values for and 2B° given by Froese.^ *̂ f̂  and f̂  were deter
mined to be .01 and .10 respectively, giving 22̂  total spin density on the 
axial ligands.

Similar calculations for the equatorial ligands resulted in the spin 
densities listed in Table V. Thus, the total spin density on the (Ag*̂ )̂
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(Cl (G1“)̂ , and (Cl”)̂  2 nuclei was approximately 33̂ * The spin
density on (Cl”)̂  and the second shell silvers would he expected to he
less than S%. Thus, if the spin density in the |5s)orbital is negligible,
the most reasonable sign combination of (Rh), Aĵ (Rh) would be both
positive, giving a spin density on Rh of 78̂  and a total spin density of
116̂ . However, if there is some spin density in the Rh |5s)orbital, then the
alternative of 44^ spin density in d 2̂ s-nd — 18̂  in |5s) would be possible.

For the d-̂ ions Rê ,̂ Ru^”̂ and Oŝ"*”, three to five different substitutional
1 2  3metal ion— vacancy complexes were observed in AgCl and AgBr. * * The

7 2+ 24-failure of ESR to detect more than one site for the d ions Ir and Rh
has led to the speculation that the d' ions are not as sensitive a probe
as the d^ ions of their immediate environment. This was not the case for
the primary rhodium species in AgCl. Both ESR and EHDOR studies showed
that the primary species consisted of a single well-defined rhodium— vacancy

5 7configuration. Thus, the differences between the d-̂ and d ions appear to be
real. Gross-over studies comparing the heat-treated and photo-produced
2+ 24-Rh centers, and studies of Rh photolytically generated at temeratures

where ionic motion is frozen would further clarify this question.

7.5 Gonclusions

ESR and EKDOR studies confirmed that the primary species in heat-treated
34- 2-tRĥ  doped AgGl single crystals was a substitutional Rh complex. Gontrary

to previous studies, this was found to have orthorhombic symmetry. This was
the result of a vacancy in the nnn position and a complex elongation along a
(100) axis perpendicular to the rhodium— vacancy axis. The unpaired electron

was in essentially 5d 2̂ o:i:l)ital ground state. A pinned, two-dimensional
dynamic distortion about the vacancy axis occurred as the temperature was
raised.

A secondary species was also observed, with principal symmetry axes
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approximately parallel to (ill), (llo) and (ÏÏ2).
It was shown that modem END OR instrumentation can he fruitfully 

applied to the study of transition metal defect sites in silver halide 
single crystals. Studies of powders will probably be limited to a few 
axial or isotropic centers.
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TABLE III
Hyperfine and Quatoupole Parameters for 

the Primary Rh Species in AgGl
Nucleus Hyperfine Tensor 

(MHz)
Quadrupole Tensor 

(MHz)

4 Az ^  S y Qzz

+35.4 +38.2 +73.5 .66 .33 1.8

5.4 6.0 8.9

9-5 9.5 12.7

(35gi-)^ - 20 —  20 29.1 .20

-15 -15 25.1 .06

(3%'>3 -1.5
'~6.4

- 1.5
or 

—  6.4
~ 5 

-8.3
.06

TABLE IV
Measured and Galculated Quadrupole Goupling Gonstants for Several Systems

System
Measured

q/h (MHz) 
Galculated measured

calculated

+.195̂ ^ +. 86 23 %

Ag°/KG1 + .39^® +. 86 45 %

Ag°/NaGl +.52̂ ^ +1.19 44 %

_.30 -1.25 24 %
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TABLE V
Galculated Spin Densities for the

Primary Rĥ"*” Species in AgGl

Total Spin Density 
on Nuclei

A// +
Aj_ +

a = -9*6 MHz
= .78

78 fo

|5s>
Aj_ + a = -18.3 MHz 44 %
A// = .44 |5s>

\ , 6 f = .004 s
fp = .007 2.20

(ci-)5 f = .004 
fp = .013 1.7 %

fg = .007
f = .026 P

6.6 %

f = .01 s
f = .10 p

22 ̂
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CHAPTER 8
ESR and ENDOR Studies of the Silver :Cyclohexenyl Radical

8.1 Introduction
The formation of stable complexes between the noble metals 

and olefinic compounds is well known,^ It is likely that such 
complexes form at the silver halide grain surface in photo
graphic emulsions as a result of interactions with gelatin, 
sensitizing dyes, and other organic addenda. Thus, the bonding 
in these complexes is of practical as well as of fundamental 
interest.

The stability of metal:olefinic complexes is a function
2 3of steric factors and of the basicity of the olefin * and, in 

metal: diolefin complexes, of the degree of conjugation.^ For 

1:1 complexes, bonding consists of a a-type bond resulting from 

the donation of 7r-2p bonding electrons of the olefin into the 

silver 5s orbital, and of a tt-type bond resulting from the
7Cback donation of silver 4-d electrons into vacant ^  -  2p anti

bonding orbitals of the o l e f i n . D i l i g a n d  complexes between
Cu° or Ag° and acetylene or ethylene have been detected in

7 8rare gas matrices by ESR spectroscopy. * In this instance,
bonding occurs between a Ag p-orbital and the tt antibonding
orbitals of two flanking acetylene or ethylene molecules.

Stable silver : olefin radicals can be produced by F-
/ 7 -11irradiation of many of the silver : olefin complexes.

ESR spectroscopy has proved a useful tool in studying the
structure and bonding in these radicals and, by extrapolation,

/ 7 11the structure and bonding of the parent complexes. *

However, the ESR spectra of many of the silver : olefin radicals, 
particularly the larger cyclic olefins consist of a single.
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uninformative, inhomogenously broadened line.^ Only a few
silver:cyclic diolefin complexes have been fruitfully studied
by For those radicals exhibiting inhomogenously
broadened lines, ENDOR spectroscopy should be the ideal tool
for extracting hyperfine splittings.

The difficulty or impossibility of growing single crystals
of silver : olefin complexes has meant that all ESR studies have
been on powders. No ENDOR powder studies of these complexes
have been reported. Thus, in the work described below, the
silver :cyclohexenyl radical was chosen as a model system for
the ENDOR powder studies of metal:olefin complexes. The silver:
cyclohexenyl radical is one of a series of radicals, formed by
F -irradiation of silver :cyclopentene - silver :cycloheptene

gpowders, which have been studied previously by ESR. The 
larger cyclic olefin complexes gave only broad uninterpretable 
lines on F -irradiation.

8.2 Experimental
The Ag:cyclohexene powder complex was prepared in powder

12form by the method of Comyns and Lucas using reagent grade 
cyclohexene and silver perchlorate (Alpha Products). Samples 
were dried in dim light under a stream of nitrogen gas and 
stored in the dark at 0°C.

Samples were F -irradiated at 77K and at room temperature 
using ^^Co Vickrad source with a dose rate of about 1 Mrad h” .̂

ESR and ENDOR measurements were made with the Bruker 
spectrometer and with the cryostats described in Chapter 6.
A superheterodyne ESR spectrometer was utilized for Q-band 
measurements. Some X-band ESR measurements were carried out 
on a Varian E-109 spectrometer system.
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8.3 Results and Discussion
The X-band ESR spectrum shown in Figure lb was obtained 

from a silver :cyclohexene powher which had been Y-i^^adiated 
at room temperature. This is ^essentially the same as that

Qobtained by Gee, et. al. The spectra shown in Figures la and 
lb were measured at room temperature. As the temperature was 
lowered, resolution of the hyp<erfine structure was lost and 
the overall envelope of the line broadened (Figures Ic-d).

The g-value of the silver : cyclohexene radical was 2.0030 
- .0005, differing somewhat from the value of 2.0017 - .0002

Qpreviously reported. Q-band measurements indicated that the 
g-tensor was slightly anisotropic. The overall spectral width 
at room temperature, measured between the outermost peaks, 
increased from 135 - 139 G at X-band, to 165 - 175 G at Q-band. 
Thus, the anisotropic spread of the g-tensor was O.OOX - 0.006.

ENDOR spectra could be obtained from silver :cyclohexene 
powders from X K to 200 K, with a broad optimum temperature 
range of 60 K to 150 K. Resolution and sensitivity were not 
improved by helium temperature measurements. A typical ENDOR 
spectrum is shown in Figure 2 with expanded sections shown in 
Figures 3 and X. These were "powder-type" ENDOR powder spectra 
(Chapter 5), that is, the same spectrum was obtained regardless 
of the position of the saturating magnetic field. This was 
either the result of the absence of a "separating" vector", or 
the fulfillment of the condition required for the transfer of 

microwave energy throughout the spin system, T^^”  ̂ >  '̂ le” *̂
All of the ENDOR lines observed arose from proton hyper

fine couplings. The lines could be paired into m^ = +è and 
m^ = -è components, as shown in Figures 2 and 3. Pairs 1 
through 17 were centred at the fr«ee proton nuclear frequency
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FIGURE 1
ESR spectra of silver:cyclohexene powders which were 
Y~irradiated 24 hours at roan tenperature and measured 
at a) Q-band frequency and roan temperature, b) X-band 
frequency and roan temperature, c) 155 K and d) 40 K.

Q -  band 
T =R.T.

20 G

12,4220

9=2003
X-band  
T = R.T.

X-band  
T = 155K

X-band  

T =  40 K

26 80 G
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FIGURE 4
Expanded ENDOR powder spectra of 
silver:cyclohexene ccraplex 
showing doublet structure,
T = 155 K.

25 5

575
MHz

MHz

18 5
I__

MHz
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and pairs 18 - 25 were separated by the free proton nuclear 
frequency and centred at a/2. As expected .from equations 
6.15 and 6.16, the low frequency line of each pair was the 
weakest and in some cases (18,19) not detectable. Sensitivity 
was instrument limited, below MHz; thus, the low frequency 
lines of pairs 1/. - 17 were not detected. The low frequency 
lines of pairs 20 - 22 were obscured by the high frequency 
lines of small, less anisotropic hyperfine couplings.

In GENERAL TRIPLE ENDOR experiments, pumping any one of 
the lines in Figure 2 resulted in an intensity change in all 
of the others, suggesting that all of the lines in Figure 2 
arose from the same complex. This conclusion must be qualified 
by the observation that for overlapping lines it can be 
difficult either to "pump" only one component or to independ
ently attribute resulting intensity changes to one or the 
other component. Thus, considering the central small hyper
fine couplings shown in Figure 3, as long as some of the over
lapping hyperfine couplings (pairs 1 - 9 )  arose from the silver; 
cyclohexene radical (or surrounding matrix protons), it was not 
possible to establish that all of the small couplings were 
associated with such a radical. Many of the ENDOR lines shown 
in Figure 2 were composed of doublets. On the basis of TRIPLE 
experiments, it can only be said at least one component of each 
doublet was associated with at least one component of every 
other line in the ENDOR spectrum. However, the TRIPLE ENDOR 
experiments were able to establish the significant fact that 
the two large /5-proton splittings (Pairs 20 - 22 and 23 - 25 
as assigned below) arose from the same silver ;cyclohexene 
complex. Figure 5 shows that pumping the high frequency ( 
line (pairs 23,2^) caused a decrease in the intensity of the
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FIGURE 5
a) ENDOR and b) TRIPLE ENDOR powder spectra silver : cyclohexene 
radical showing the effect of pimping the high frequency line 
frcm the large 3 proton splitting. [The low frequency line of 
this splitting is marked *]

a ENDOR

T = 4K 

H„= 3415Q

6040
MHz

TRIPLE ENDORb)

pump

T = 4K 

Ho= 3415G

60
MHz
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high frequency (  ̂ lines (pairs 20 - 22). Also, as expected,
pumping the high frequency ( /̂ q) , liue caused it to decrease
in intensity while the low frequency ( line, marked with
an aste-rlâk in Figure 5, increased in intensity.

A helium cryostat insert was used for the measurements of
the ENDOR spectra shown in Figures 5 and 6, and, as a result,
the position of the saturating magnetic field was 60 gauss
lower than that used to obtain the spectra in Figures 2-4-.
This had a significant effect in the "overlap region" of the
spectrum, causing the low frequency lines of pairs 23 and 24-
and the high frequency lines of pairs 16 and 17 to coalesce
to the single line marked with an asterisk in Figures 5 and 6.
The nature of the line movements as a function of the static
magnetic field confirmed the line pairing assignments made in
Figure 2. (See Figure $.16).

Many of the ENDOR lines were split into doublets.
Splittings were best resolved at low rf powers and therefore

13did not result from rf coherence effects. As discussed below,
the splittings reflected either the slight orthorhombic charac
ter of the hyperfine tensor (23-24-, 20-21, 16-17, 12-13) or 
the slight inequivalence of two protons (14--1$) .

The ENDOR lines could all be consistently assigned to the 
model of the silver :cyclohexenyl radical shown below:
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ENDOR powder spectra of the silver :cyclohexene radical at 
a) 40 K and b) 4 K. [The * marks the overlap region of the 
high frequency lines of pairs 16-17 and the low frequency 
lines of pairs 23-24.]

40 K 

3415

a)

60400

T= 4K 

Ho= 3415b)

u
60
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Assignments of hyperfine splittings to individual nuclei were
made by analogy with the observed splittings in similar radicals

1 / ]_ csuch as the allyl and hexadienyl radical. Thus, the
largest hyperfine splittings ( 23-25 and 20-22) were assigned
as components of the slightly orthorhombic hyperfine tensors
of two  ̂ protons (Tables I and II). The ENDOR powder patterns
are typical of those observed for /3 p r o t o n s . T h e  small
anisotropy of the hyperfine tensors is also typical of /S
protons and leads to the ENDOR powder spectrum being dominated
by /3 proton resonances.

The largest degree of a - n  delocalization, and thus the
maximum proton hyperfine splitting is attained when the
proton - carbon bond is perpendicular to the nodal plane of the

electron system. Thus, the isotropic hyperfine splittings
for P> and Ap protons are predicted by the relationships^^

a ( /̂ -, ) = A cos^01 max
p (1)a ( /3„) = A cos^ (120 + 0 )2 max

For equal spin density on two sets of protons (  ̂ and /j' ) ,

Amax —  23 gauss. If, for the cyclohexenyl radical, it is
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/assumed the spin densities on the /5 and /5 protons are unequal,

and A for the 5-, proton is allowed to be 31 gauss (Table max 1
II), then according to eqn 1, this proton is perpendicular to
the 7t nodal plane. The /3 ̂  proton has too large a splitting
to be on the same carbon as the /5 ̂  proton. However, the pairs
of lines 12 and 13 have a typical /3 proton lineshape and have
been assigned as the x and y components of the proton
hyperfine tensor. The ( % splittings were not observed;
but, assuming ~10^ anisotropy, as for the 3̂ ̂  proton hyperfine
tensor, the isotropic hyperfine splitting for  ̂̂  was 5.6
gauss. This is consistent with the value predicted by eqn 1.
The pairs of lines 16 - 18 also have a characteristic /3 proton
shape and were assigned as components of the B _ hyperfine
tensor. The isotropic hyperfine splittings for  ̂̂  and  ̂̂
of 21.3 and 11.8 gauss are consistent with eqn 1.

The isotropic splittings of the a protons are expected
to be of the order of 13 G, with the anisotropic part of the
hyperfine tensor being of the form (+B, 0, - B ) A  large
degree of anisotropy is anticipated. Thus, pairs of lines 14-
and 1$, corresponding to. splittings of 7.55 and 7.88 gauss,
can reasonably be assigned to x hyperfine components of in-

/

equivalent and protons. The lines are much weaker
than the A proton resonances, as expected for a protons.
Line 19, corresponding to a hyperfine coupling of 14,.76 gauss, 
has the correct shape for the a^ component. Thus, the a 

hyperfine tensor has the principal components (7.7, 14-.8,
21.8) and the a^ splittings are buried beneath the  ̂ proton 
resonances 20 - 22.

Pairs of lines 10 and 11 are of the correct shape and 
intensity to be assigned to the y and z hyperfine lines of
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the Oi 2 proton. The corresponding splittings of 2.51 and 
4.. 02 gauss are too large to arise from dipolar couplings with 
matrix protons or from the V proton. The a^ component cannot 
be inequivocally assigned to a particular one of the smaller 
hyperfine splittings; however, pairs of lines 8 and 9 corres
pond to splittings of the correct order of magnitude. Thus, 
the principal hyperfine tensor components for the oc proton 
are (^1.5, 2.5, 4-.0).

The y protons will probably be inequivalent with split-
17tings of the order of one gauss. Without deuteration experi

ments, it is not possible to distinguish these from the di
polar matrix couplings, which are of the same order of magnit
ude .

Lines arising from silver hyperfine splittings would be 
expected to be quite characteristic as a result of the pres
ence of two silver isotopes. However, no silver splittings 
were observed even at helium temperatures. This can be under
stood by remembering that the silver resonances are expected 
to be relatively weak ( ^ p̂ g ~ 10) and to occur in the
vicinity of the /5 proton resonances (Table II). Thus, the 
silver ENDOR lines were probably obscured by the  ̂ proton 
resonances. A silver splitting of 17 G was calculated from 
the measured proton splittings and the ESR spectral width.

The relative ENDOR line intensities were approximately 
those predicted by the treatment of Dalton and Kwiram 
(eqn 6.l6), assuming an anisotropic and frequency dependent 
transition probability.^^ Based on this treatment, a useful 
qualitative observation is that the parallel features of all 
protons with a similar saturation parameter, S, are of equal 
intensity regardless of the transition frequency. This was
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/ /observed for the  ̂̂  and 2 parallel resonances, as

shown in Table III. The calculated line intensities, using 
eqn 6.I6, and assuming R = 1, for several values of S, are 
also shown in Table III. The best fit for the  ̂̂  and /3 ̂  
protons were obtained with a value of S of 0.003 and for the

y y^ and A 2 with S%0.013. However, the calculated line 
intensities were not particularly sensitive to S, and the 
agreement between experimental and calculated intensities not 
good enough to use the fitted value of S to calculate relax
ation times. The weak small line intensities observed for a 

protons indicate that for these protons, S was less than

0.003.
The line intensities in Table III were calculated assum

ing that there was one of each type of /5-proton and that the 
ENDOR line intensities were not affected by overlap of the ESR 
hyperfine components. The latter assumption can be shown to
be justified using the measured B proton splittings and a

—  V 18reasonable estimate of 1 x 10 sec for T_ in eqn 6.12.2e ^
The validity of the first assumption could not be tested because 
of the inaccuracies in fitting S for each type of proton.

As the temperature was lowered, some of the ENDOR lines 
broadened and some splittings changed slightly (Figure 6).
This can probably be attributed to packing effects. The rela
tive line intensities, and thus the various S-values, did not 
change significantly on cooling.

8.1 Conclusions
The hyperfine splittings measured by ENDOR in F -irradiated 

silver :cyclohexene powders were assigned to the silver:cyclo
hexenyl radical. The observation of two large /5 proton
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splittings indicated the inequivalence of the /5 and /5 protons 
at temperatures less than 200 K. The inequivalence can be 
attributed to a skew conformation of the cyclohexene molecule 
and/or the off-centre placement of the silver ion. The average 
of the isotropic splittings calculated from the ENDOR data 
(Table II) for the and ^^ protons was similar to the iso
tropic splitting which was fitted to the room temperature ESR

9spectrum assuming equivalent  ̂̂  protons. The same was true 
for the /5  ̂protons. The calculated isotropic splittings for 
the a protons were also close to those fitted to the room 
temperature spectrum (Table II). Thus, the greater spectral 
resolution of room temperature ESR spectra may be due to 
motional averaging of the /5 and /i'' proton inequivalence.

This study showed that ENDOR powder spectroscopy can be 
successfully applied to the study of bonding in silver : olefin 
complexes. Deuteration experiments would allow the unequivocal 
assignment of small hyperfine splittings. In most cases, the 
Ag hyperfine splittings would have to be deduced from fitting 
the proton splittings derived by ENDOR to the ESR spectrum.
K - band or Q - band ENDOR experiments might also allow the 
derivation of the Ag hyperfine splittings.
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Measured In V -irradiated Ag:Cyclohexene Powders
At 155 K

Pair
no.

Line Position 
( v+ - MHz)

Hyperflne Splitting 
(MHz/gauss)

1 14.58
14.79

.21/.075

2 14.34
15.01

.667.24

3 14.22
15.11

.897.32

k 14.05
15.29

1.247.44

5 13.78
15.54

1.767.63

6 13.74
15.99

2.627.94

7 13.00
16.37

3.3771.20

8 12.63
16.73

4.1071.46

9 12.37
17.05

4.68/1.67

10 11.17
18.21

7.0472.51

11 9.15(9.08)*
20.32

11.26/4.02

12 7.45(7.36)
22.02

14.66/5.23

13 6.09(6.76)
22.62

15.86/5.66

14 (-4.11)
25.27

21.16/7.55

15 (3.64,)
25.74

22.10/7.88

16 ( .32)
29.75

30.07/10.73



384

Table I (Cent.): Hyperflne Splittings and ENDQR Line
Positions Measured In V -irradiated 
Ag;Cyclohexene Powders At 155 K

Pair
no.

Line Position 
( "+ - MHz)

Hyperflne Splitting 
(MHz/gauss)

17 (.57)
30.00

30.57/10.90

18 (4.51)
33.97

38.48/13.73

19 (5.95)
35.42

41.37/14.76

20 (13.95)
43.52

57.44/20.49

21 (14.16)
43.71

57.87/20.64

22 (17.16)
46.75

63.91/22.80

23 27.77(27.74)
57.50 85.24/30.41

24 28.22(28.32)
58.08

86.39/30.82

25 32.34(32.13)
61.97

94.21/33.61

^The figures in parenthesis are calculated line positions. A second 
order correction (eqn 5*26) was applied to pairs l6 - 25»
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Table II: Assignments of Nuclei to Hyperflne Splittings for
the Ag:Cyclohexenyl Radical

Nucleus Pair no. 4 s o  (155 Also (Rl)

23,24,25
20,21,22

31.61
21.31 28.5

^2
^2

12,13 - 
16,17,18

(5.6)
11.79 8.5

“ 1
“ l

14.19,-
15.19,-

(14.8)
(14.8) 11.0

^2 -,10,11, (2.7) 3.8

Ag - 17I 22.5

a

c

From averaged a values of ENDOR measurements
^ From a values fitted to RT ESR spectrum^

Figures in parenthesis are estimates, as discussed in 
text

Calculated from measured proton splittings and the ESR 
spectral width
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Table III: Experimental and Calculated Line Intensities

Nucleus Pair
no.

Line
Posit-

aions
(MHz)

Exp. 
Int.

Calculated Intensity 
S=.003 S=.043 S=.23

( /5P, 23,24 28.22 6 5.9 10.3 2.9
57.8 21 21 26.0 21.0

( fl). 25 32.24 2.5 1.3 2.5 4.9
61.97 3.5 1.3 2.5 4.9

( gt 12,13 (6.8) -

22.32 3.8 2.9 5.5 9.1

( Al), 20,21 (14.0) - 1.7 3.3 6.2
43.6 18.3 12.2 18.2 . 18.3

( 22 17.16 - 1.3 2.5 4.9
46.75 2.5 1.3 2.5 4.9

( 16,17 (.4) -

29.85 6.2 5.1 9.1 12.7

( 18 (5.2) - 1.3 2.5 4.9
34.7 2 1.3 2.5 4.9

 ̂Lines in parenthesis were not observed.
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ABSTRACT

MAGNETIC RESONANCE STUDIES OF SOME SILVER HALIDE-BASED MODEL IMAGING 
SYSTEMS

Toffolon 01m

Band gap excitation of silver halides produces charge carriers 
vhich are subsequently localized at hydrogenic or deep traps. These 
intrinsic or extrinsic defects control the photographic behaviour of 
practical silver halide systems. This thesis describes the use of 
magnetic resonance techniques to study the structure of such traps 
in model systems.

The lifetime of photoproduced conduction electrons can be greatly 
extended in silver-halide based materials designed to encourage the 
partitioning of free electrons and holes. Conduction Electron Spin 
Resonance was used to stucfy the conduction processes of shallowly 
trapped and free carriers in several such materials, including Pb̂ '*'- 
doped AgCl, AgBr/AgCl, Agl/AgCl and AgCl/NaCl single crystals and 
powders. Mechanisms for the extension of the free electron lifetime 
are proposed, and the temperature and microwave power dependences 
of the CESR g-value and lineshape are discussed. In addition to 
studying the band structure and conduction processes as a function 
of silver concentration and Fermi level in AgCl/NaCl aldoySĵ , magnetic 
resonance studies were used to probe the microcrystalline structure 
and phase separation processes in these materials.

Transition metal impurities, often associated with lattice 
defects, act as deep traps in the silver halides. The structure 
of the metal ion-defect site affects its trap cross-section and 
lifetime. The enhanced resolution provided by Electron Nuclear 
Double Resonance techniques was used to determine the structure of 
Rĥ "*"-silver ion vacancy complexes in Rĥ '*'-doped AgCl and NaCl single 
crystals and powders. The primary site in AgCl exhibited a static 
Jahn-Teller distortion at low temperature, vAiich gave way to a two- 
dimensional and finally to a three-dimensional dynamic distortion 
as the temperature was raised.

The application of ENDOR to glasses and powders was explored via 
studies of the DTBN radical in glassy matrices and of y-irradiated 
sodium formate and silver:cyclohexene powders. The latter two studies 
provided, respectively, examples of "single-crystal-like" and "powder- 
type" ENDOR powder spectra.


