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Many-Electron Effects in EXAFS

by

Mervyn Roy 

Abstract

Extended X-ray absorption fine structure (EXAFS) spectroscopy is an experimental 
technique useful in the study of non-crystalline materials. EXAFS is analysed by 
comparing experimental to theoretical spectra. Many-electron effects in EXAFS 
are important, however, EXAFS theory has been developed using a single electron 
formalism with many-body effects included via empirical factors. Multiple electron 
excitations reduce the EXAFS amplitude and hence affect the determination of 
coordination numbers. At present, intrinsic amplitude reduction effects are modelled 
by a constant factor whilst extrinsic effects are modelled using an imaginary scattering 
potential or mean free path term.

This thesis is concerned with the many electron effects in EXAFS. Expressions are 
developed with which the EXAFS amplitude may be studied independently in the 
presence of a complex scattering potential. The Hedin-Lundqvist [9] potential, which 
is most commonly used in EXAFS analysis, is found to overestimate the extrinsic 
losses but fortuitously gives good agreement to the total losses to the EXAFS. It is 
concluded that an intrinsic reduction factor should not be used when data fitting with 
this potential. The Beni, Lee and Platzman [17] correlation potential is also investigated 
and found to be unsuitable for EXAFS calculations.

The intrinsic amplitude reduction factor is calculated in the high energy limit for 
all elements and found to give good agreement with experiment. Calculations with 
both tight binding and atomic initial state wavefunctions show that chemical effects 
are unimportant when determining the intrinsic amplitude reduction factor.

Time-dependent perturbation theory and a model form for the core hole - 
photoelectron system are used to calculate the multiple electron excitations following 
a photoabsorption. Screened and unscreened forms of the potential are investigated. 
The results agree well with experiment and may be used to approximate the amplitude 
losses to the EXAFS without the need for ad hoc parameters or complex scattering 
potentials.
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Chapter 1

Introduction

Over the past century, many methods have been developed to enable us to probe 

the structure of condensed matter on a microscopic scale. One such method is X- 

ray absorption spectroscopy. In this technique the X-ray absorption coefficient is 

measured as a function of X-ray energy. Immediately above an X-ray absorption 

edge and extending up to a few thousand volts beyond the edge, fine structure 

is observed in the X-ray absorption coefficient. This extended X-ray absorption 

fine structure, or EXAFS, can provide information on atomic arrangements, bond 

lengths and coordination numbers in much the same way as techniques such as 

X-ray diffraction, LEED and RHEED.

Although EXAFS was first observed in the early 1930’s by Kronig [1], it 

was not until the seminal work of Sayers, Stern and Lytle in 1971 that the 

fine structure was shown to contain useful structural information [2]. In the 

intervening 50 years the phenomenon had largely been ignored due to two major 

problems. First, because there was a distinct lack of agreement between theory 

and experiment and second, because of the sheer difficulty involved in performing 

EXAFS experiments. W ith the low intensity X-ray sources available at the time 

EXAFS experiments could take days to complete. This, however, was to change 

with the advent of the synchrotron. These high flux, continuous energy X-ray

1
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sources cut the time needed for the collection of an EXAFS data set to mere 

minutes enabling EXAFS data to be taken quickly and plentifully.

In addition to the advances in experiment, the early 1970’s saw a corresponding 

improvement in the theory. First, in 1974, Stem [3] produced a semi- 

phenomenological expression for the EXAFS which adequately described the fine 

structure and showed it could be used to obtain structural information. Then, 

in 1975 Lee and Pendry [4] fully described the EXAFS in terms of spherical 

electron waves. Since this time EXAFS has been used to investigate the structure 

of numerous novel compounds, most notably in the fields of biochemistry and 

catalysis.

EXAFS is caused by the backscattering from surrounding atoms of the 

photoelectron emitted by an absorbing atom following the irradiation of a sample 

by an X-ray beam. Measurement of this fine structure can provide information on 

atomic species, arrangements, and bonding mechanisms. Although the amount of 

information obtained from the absorption fine structure may be small compared 

to, for example, a typical X-ray diffraction experiment, EXAFS does have 

some advantages over such conventional methods. As atoms absorb X-rays at 

characteristic energies, EXAFS can be used to probe selectively the structure 

around a particular atomic site. Because of its chemical specificity, the EXAFS 

technique is ideally suited to the study of materials where the atoms of interest 

form only a small proportion of the sample. This is frequently the case in dilute 

organic samples, the obvious example being the metalloproteins. EXAFS does 

not depend on any long range order in the sample. It is a local effect, and as 

such, can be extremely useful in the study of amorphous materials where other 

structural techniques are not readily applicable.

The theory of EXAFS is based on the interaction between the X-ray photon and 

the electrons in the sample. Unfortunately, because of the strong electron-electron
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interaction, this is necessarily a many-body theory and thus can become very 

complicated. To date, it has been developed largely in a one electron formalism 

with many-body effects described by semi-empirical modifying parameters and 

effective scattering potentials. It is with the many-body effects that this thesis is 

mainly concerned.

Throughout this thesis we use atomic units, h = m = e = 1, with energy 

measured in Hartrees («  27.2leV) and r measured in Bohr radii («  0.529A). 

This is purely for convenience and to make the notation less complex. In the 

presentation of the data, however, we have sometimes used other units, for 

example electron volts, where we felt it would aid the readers understanding.

1.1 The X-ray Absorption Coefficient

The simplest EXAFS experiments are performed in transmission mode. A sample 

is illuminated by a monochromated X-ray beam and the difference in intensity 

between the incident and transmitted X-ray beam is measured as a function of 

energy.

Monochromator Detector x Detector

X-ray
Beam

Sample

Data Processor

Figure 1.1: Schematic view of the experimental arrangement of a typical EXAFS experiment.

The linear X-ray absorption coefficient is defined in terms of the transmitted 

(I) and incident intensities (70) by, pun{v) =  log(I0/ I ) / x , for a homogeneous
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Figure 1.2: The X-ray absorption coefficient for copper. The solid line gives the

experimentally measured X-ray absorption, the dotted line shows the smooth atomic absorption 

factor, Ho-

sample of thickness, x. It is usually the atomic X-ray absorption coefficient that 

is considered. This is related to pnin by, p(u)  =  Mpun/(pN).  M is the atomic 

weight of the element in question, p, the density, and N is Avagadro’s number. 

The atomic X-ray absorption coefficient has units of area.

In figure 1.2 the X-ray absorption coefficient for a copper foil is plotted as a 

function of photon energy. From the figure we can observe a number of general 

trends. The X-ray absorption coefficient tends to fall with increasing photon 

energy (generally as ~  u 3) except for sharp increases, called absorption edges, 

at energies that correspond to the deep core binding energies of the elements 

that make up the sample. Past the edge, up to about a thousand eV above the 

core binding energies we can see oscillations superimposed on the general smooth 

decrease of the X-ray absorption coefficient. These oscillations are the EXAFS. 

They are present wherever the absorbing atom is surrounded by a number of
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other atoms, for example in molecules or condensed matter.

The X-ray absorption coefficient is usually written as the sum of two 

contributions, a part varying smoothly with energy corresponding physically to 

the absorption coefficient of an isolated atom and an additional part containing 

all of the fine structure,

(i(u) =  m o M  [i +  x M ] . ( i - i )

where fi0 is the X-ray absorption coefficient of an isolated atom and x  is the 

EXAFS function which contains the information on the fine structure.

In the energy range probed by EXAFS experiments, typically l-40keV, the X-

ray attenuation processes are dominated by photoelectric absorption. A photon

of energy u  is absorbed by an atom giving up its energy to a single electron from 

a deep core orbital. Away from the absorption edge the electron is excited into 

a continuum state of energy, a;* =  u  — \uQ\ =  \ k 2 +  Ef,  where u Q is the binding 

energy of the deep core orbital, k is the photoelectron wavenumber and E f  is 

the thermodynamic Fermi energy of the material. Of course, multiple electron 

excitations are also possible. These, so called, shake-up and shake-off processes 

will be discussed further in section 1.3.1. For the moment, assuming only a single 

electron is excited, we may write the X-ray absorption coefficient from Fermi’s 

golden rule as,

~  K tkM Ie • r l^o(r))|2p(w»). (1.2)

p(ufc) is the density of final states. Typically this is approximated as the smoothly 

varying free electron density of states. In equation (1.2) (e -r) describes the effect 

of the electric field of the X-ray photon within the dipole approximation. In 

the dipole approximation the X-ray wavelength is assumed to be small compared 

to the radius of the initial state, 0O, with which it interacts. This is a good 

approximation except for very large atomic numbers. As both the perturbation
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and the initial state do not vary with energy the only source of the oscillations 

observed in the absorption coefficient is the photoelectron final state ^k(r). Hence 

the EXAFS is a final state effect.

Although, experimentally, we measure the X-ray absorption, the theory of the 

EXAFS has almost nothing to do with the interaction of radiation and matter. 

The coupling with the electromagnetic field generally only enters the theory via 

the dipole interaction above. Instead, the physics most relevant to the EXAFS 

is tha t of electron scattering. Conceptually the EXAFS problem is the same 

as tha t encountered in LEED or RHEED, the scattering of some propagating 

electron state by the atoms in the sample. The only difference between the 

EXAFS and the other electron diffraction problems is that the source of the 

EXAFS photoelectron lies within the atoms themselves.

1.2 The EXAFS

It has long been known that the physical origin of the EXAFS is due to a final state 

interference effect. When an atom absorbs an X-ray photon a photoelectron and a 

hole in a deep core state are produced. In the absence of neighbouring atoms the 

wavefunction of the ejected photoelectron is a purely outgoing spherical wave. 

In condensed m atter however, the photoelectron may be backscattered by the 

neighbouring atoms. It is the resulting interference between the original outgoing 

wave and the backscattered wave that gives rise to the oscillatory structure 

observed in the X-ray absorption coefficient.

Interpretation, but not detailed curve fitting, of EXAFS data may be based on 

a standard equation first obtained by Stem [3]. This equation has since become 

known as the plane wave approximation to the EXAFS and provides a robust 

parameterisation of the more complex forms for the fine structure used for most
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Figure 1.3: Schematic of the 

photoelectron wave producing the 

EXAFS.

data analysis [4],

x ( k )

j kT3
e °i sin(2krj  +  2Si(k, r) +  ipj). (1.3)

Equation (1.3) describes the extended X-ray absorption fine structure due to 

scattering by shells of atoms. A typical shell consists of Nj  neighbours located at 

a distance Rj  from the absorbing atom. fj(k,  7r) is the backscattering amplitude 

from each of the Nj atoms of the jth  type. The argument of the sine term 

contains the effective change of phase of the photoelectron as it travels to the 

scattering atom and back. The main contribution to the phase-shift is the 2krj 

from the interatomic distance travelled, the 25i is the phase-shift due to the 

excited central atom potential, whilst ipj is the phase of the backscattering factor. 

The EXAFS phase can be measured very accurately. It is the phase which controls 

the determination of the interatomic distance, rJ } and hence EXAFS is a good 

method for evaluating this quantity, typically obtaining results to the ± 0.02A

The amplitude of the EXAFS is, however, less well defined. It varies with 

Nj, the number of near neighbour atoms, but also with static and thermal 

disorder and because of many-electron processes. These effects are less well 

understood and typically EXAFS amplitudes, and hence coordination numbers, 

can be determined no more accurately than by ±10%. In the plane wave

level.
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approximation the amplitude effects are described by a number of semi-empirical 

parameters. The Debye-Waller factor, exp(—2k7<r*), allows for static and thermal 

disorder effects, o* being the mean square variation in atomic distance. The 

reduction factors, exp (—2rj/A), and sl(k) account for many body processes 

which contribute to the X-ray absorption coefficient but not to the fine structure 

leading to an apparent decrease in the EXAFS amplitudes, exp (—2rj/X), and 

sl(k)  model the losses in the EXAFS due to photoelectron mean free path effects 

and many electron excitations at the absorbing atom respectively. These will be 

discussed in more detail in the following section.

1.3 M any-Body Effects

Equation (1.3) and its more accurate analogous forms, used in actual data 

analysis, suffer from the problem that they are derived within the single electron 

approximation. In reality, however, the EXAFS problem is inherently a many- 

body one. The system consists of many electrons all of which interact via the 

coulomb potential. When an atom absorbs an X-ray photon a photoelectron 

and a hole in a deep core state are produced. The core hole - photoelectron 

system corresponds to a time-dependent change in potential which is, in general, 

extremely complex. It will obviously affect the behaviour of the other electrons 

in the atom, the so called passive electrons. However, the response of the 

passive electrons to the core hole - photoelectron system will in turn affect the 

original photoelectron via the strong electron-electron interaction, and so on. 

Consequently the photoabsorption can cause transitions between any of the many- 

electron states ignored in a purely single electron calculation. Many channels exist 

for the excitation of the electrons which are absent from a one electron treatment. 

Unfortunately it is impossible to model this complicated process exactly and self-



Chapter 1 9

consistently. Instead, many-electron effects are generally approximated using 

additions to the effective single electron scattering potentials.

The many-body problem can be summarised by two effects. First, the coulomb 

interactions between electrons alter the effective one electron potential seen by 

the photoelectron. Second, the passive electrons in the atom may be excited 

because of the change in potential caused by the creation of the core hole and 

photoelectron.

In the ground state the photoelectron scattering potential may be modelled 

using an effective exchange and correlation potential, the self-energy. This is 

discussed in more detail in chapters 3,4, and 5. However, there is some confusion 

as to how best to model the actual potential seen by the photoelectron as the 

passive electrons respond self-consistently to its presence. Rehr et dl [5] suggest 

that there are two options for approximating this potential. It may be derived 

from an atomic configuration with the passive electrons in their initial states or 

from the partially or fully relaxed final state.

EXAFS calculations generally use the atomic final state to specify the potential. 

In the high energy limit the unrelaxed Z approximation is generally considered 

appropriate, in which the atomic configuration is taken to be that of the Z atom 

without a contribution from the core orbital from which the photoelectron is 

ionised. For lower energy photoelectrons the passive electrons have time to 

respond (on a time scale of ~  l/o;0) to the presence of the core hole before 

the photoelectron has completed its journey to the scattering atom and back. 

In this case the photoelectron perceives the so called Z + l fully relaxed atomic 

configuration where the passive electron wavefunctions are taken from the neutral 

Z + l atom. Although physical arguments from the response times of the passives 

exist for both cases neither is, in any sense, an exact approximation. They are 

simply used, because, from data analysis, they can be shown to work adequately
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for the calculation of the EXAFS. Fortunately the two methods also give almost 

equivalent phase-shifts [6].

The first of the choices for the passive electron configuration is based on the 

atomic ground state. This is the choice made when calculating the self-energy 

from the local density approximation and comes from perturbation theory in 

which the excited states are expanded in terms of the ground state. As we deal 

in the main with perturbation theory in this thesis this is the choice we make 

for the electronic configurations when determining the atomic potential. When 

considering the photoelectron this approximation is more accurate in the high 

energy limit.

1.3.1 Inelastic Effects

Inelastic processes involve the interaction between the photoelectron and the 

other electrons in the sample, both on the central atom and on the scattering 

atoms. These processes are therefore completely neglected in the purely one 

electron result for the X-ray absorption coefficient (eqn.(1.2)) and can only be 

added to the EXAFS expression as ad hoc empirical factors designed to make the 

theory and experiment agree.

The effect of inelastic processes is to diminish the EXAFS. Interference between 

the outgoing and incoming photoelectron waves can only take place if both waves 

are at the same energy. If the photoelectron has been inelastically scattered at 

any time on its journey out to a scattering atom and back it will not contribute 

to the EXAFS. Inelastic effects will, however, obviously contribute to the total 

absorption coefficient. The X-ray absorption coefficient obtained via both single 

and multiple electron calculations must remain approximately the same (see 

chapter 7) as both calculations satisfy the same sum rule [7]. This means that 

the overall result for p does not change when we take many-electron effects into
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account. Thus, because the number of absorption events which contribute to the 

EXAFS is diminished whilst the number of total absorption events remains the 

same, the magnitude of the EXAFS function must be decreased (see eqn.(l.l)).

Inelastic effects are generally split into two types of process. Those in which 

the photoelectron is inelastically scattered as it propagates between the central 

and scattering atoms, known as extrinsic events, and those involving the creation 

of the core hole, known as intrinsic events.

Extrinsic Process

The extrinsic effects are modelled in equation (1.3) by the mean free path term, 

exp (—2 R j/ \ ) .  As the photoelectron propagates to and from the scattering atom 

it may excite electron hole pairs or cause collective excitations, the plasmons. 

These processes are the same as those observed when an external electron beam 

propagates through a solid and have therefore been studied in LEED and RHEED 

theory. The losses lead to a decay of the final state, electrons are effectively 

removed from the elastically scattered beam giving rise to a diminution in the 

EXAFS signal. This is phenomenologically modelled using the mean free path 

term. The energy dependence of the extrinsic losses is, however, important and is 

not included correctly in the simple, semi-empirical, mean free path expression. 

Typically, in EXAFS calculations the mean free path length is approximated 

by A =  k/Vpi where Vp/ is a constant imaginary part to the potential of 

approximately 4eV. This is the canonical figure taken from LEED calculations 

[8]. Using a constant imaginary part to the potential we obtain an unphysical 

mean free path length of zero as the photoelectron energy becomes small. Instead 

the extrinsic losses can be better modelled via the imaginary part of an energy- 

dependent scattering potential, the self-energy. Such a potential gives rise to 

complex phase-shifts in equation (1.3) and therefore reduces the amplitudes
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automatically without the need for the additional mean free path term. In 

EXAFS calculations the self-energy is most commonly approximated using the 

Hedin-Lundqvist potential [9]. This potential is obtained from uniform electron 

gas relations and was first applied to EXAFS calculations by Lee and Beni [10] 

using the local density approximation.

Intrinsic Losses

The intrinsic effects are those arising from the creation of the core hole. The 

photoexcitation of a core electron results in a change of the atomic potential 

experienced by the remaining passive electrons. This change in potential means 

that the passives, too, may be excited, removing energy from the photoelectron. If 

the passive electrons are excited into the continuum the process is known as shake- 

off. In this case the possible range of secondary and hence final photoelectron 

energies is continuous and any interference between the photoelectron waves will 

tend to cancel. Events in which two or more electrons are excited into the 

continuum will therefore not contribute to the EXAFS. This effect is modelled 

using the amplitude reduction factor, s2, in equation (1.3). s2 is the probability 

that each of the passive electrons remains in its initial state and is generally taken 

to be a constant, although this factor, too, is actually energy-dependent.

Events are also possible where passive electrons are shaken into bound excited 

states. These shake-up processes produce photoelectrons of definite energy which 

will cause oscillations in the X-ray absorption coefficient, although of a slightly 

different frequency than the primary channel EXAFS (the EXAFS obtained when 

no secondary electrons are excited). However, the shake-up probability is small 

compared to that of shake-off events [11, 12] and is therefore usually ignored 

[13]. Generally the shake transitions involve the weakly bound initial states. The 

energies of the shake-up transitions will therefore tend to be small and hence the
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photoelectron energy will not differ from that of the elastically scattered primary 

photoelectron by more than a few volts. Thus, experimentally one cannot resolve 

the two contributions to the EXAFS and, in practice, the shake-up channels cause 

no diminution to the primary channel EXAFS.

The core hole also has a finite lifetime. Eventually the passive electrons 

will rearrange themselves so as to fill the deep core state from whence the 

photoelectron came. This process, however, takes place on time scales greater 

than that of the photoelectron transit time. It simply places an upper bound on 

the EXAFS photoelectron lifetime as interference cannot occur if the outgoing and 

in-going photoelectron waves experience different potentials. From X-ray emission 

linewidths the core hole lifetime can be measured fairly accurately. Typically it 

is found to be of the order of 10” 15 seconds corresponding to an inverse energy 

of approximately 10“4 of the edge energy. This finite lifetime effect can be added 

to the EXAFS expression (eqn.(1.3)) by effectively reducing the mean free path 

length. Such corrections are added automatically in data analysis programs such 

as EXCUEV98 [14] and therefore will not be considered in the rest of this thesis.

1.4 Synopsis o f the Thesis

The uncertainties in existing EXAFS theory are almost all due to the neglect of 

many-body effects. Historically, the approach to many-body effects in EXAFS has 

been a strange one. The theory has been developed either via an entirely formal 

approach (see for example, Bardyszewski and Hedin [15]) or through an ad-hoc 

empirical approach using fitting parameters such as the ones described above. 

Little work, however, has been performed in the area in between. Approximations 

to the self-energy, which describes extrinsic processes, have been calculated 

which are applicable to EXAFS calculations. However, these approximations are
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currently based on free electron gas models and the local density approximation 

[10]. Their accuracy for EXAFS calculations has not been properly determined 

and they could certainly be improved to achieve a more accurate determination 

of the effective mean free path.

The formal, many-body approach of Bardyszewski and Hedin [15] may be exact 

but, in such work, little attention is paid to the practicalities of computation and 

data analysis. For a method to be of use to the EXAFS community it must 

be applicable to all elements. It must also be fast enough to run so that data 

analysis, where the EXAFS has to be calculated many times for many different 

sets of parameters, may proceed in real time.

The approach of the experimentalists, on the other hand, has been to devise 

approximations that work well enough and then to leave well alone. For example, 

in LEED analysis the use of a constant imaginary part to the potential was long 

considered to be completely adequate [8]. In RHEED calculations also, a very 

simple form of damping is commonly used, typically with the imaginary part 

of the potential described as a constant fraction of the real part [16]. Even in 

EXAFS calculations a constant imaginary part of the potential (and hence a 

mean free path proportional to k) and a constant s20 were considered to be good 

enough for many years.

In this thesis we try to do better than the empirical expressions described above 

whilst still retaining the ease of computation and the calculability for all elements 

to make our methods of use. The goal, above all, is to try to reduce the number 

of free fitting parameters in the EXAFS equations.

In chapter 2 we develop the theory behind the X-ray absorption coefficient and 

the EXAFS. We also derive expressions with which we may examine the effect 

of an effective, complex scattering potential on the amplitude of the EXAFS 

independently.
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Chapter 3 is concerned with the many-body theory behind such a potential. 

Many-body physics is heavily reliant on the inverse dielectric function. In this 

chapter we calculate numerical results for this function using an atomic theory 

and compare them to the approximate forms for the inverse dielectric function 

used in most present calculations.

In chapter 4 we investigate one of the free electron gas models for the complex 

self-energy that is commonly used in modem EXAFS data analysis. The EXAFS 

amplitudes obtained using the Hedin Lundqvist potential [9, 10] are examined in 

detail using the expressions derived in chapter 2.

Chapter 5 is concerned with a more complex approach to the calculation of 

an energy-dependent scattering potential. We extend a method first proposed 

by Beni, Lee and Platzman [17] to calculate the self-energy using an atomic 

formalism. This formalism is intuitively more appealing than the local density 

model examined in chapter 4. In this chapter we examine its suitability for 

EXAFS calculations.

In chapter 6 we examine the intrinsic effects in more detail. In this chapter 

we calculate the probability of secondary electron excitation following the 

photoabsorption event. This is related to the amplitude reduction factor, s20, 

of equation (1.3) and is compared to experiment. The calculation is performed 

under the sudden approximation [18] using Slaters rules [19] to model the effect 

of the core hole. We also investigate the chemical dependence of the amplitude 

reduction factor using tight binding wavefunctions.

In chapter 7 we model the core hole - photoelectron system in more detail using 

time-dependent perturbation theory. This chapter is based on a method proposed 

by Thomas [20] to describe the time dependence of the core hole - photoelectron 

potential in terms of a model function. We extend Thomas’ model to correctly 

describe shake-off processes using the experimentally found high energy excitation
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probabilities, then perform the calculation using a dynamically screened core hole 

and no fitting parameters. The results of both calculations are compared to 

experiment and their applicability to real EXAFS calculations discussed.

Finally, chapter 8 summarises and concludes the work of this thesis. We also 

make some suggestions for further work.



Chapter 2

The X-ray Absorption Fine Structure

In this chapter we develop the theory underlying the X-ray absorption fine 

structure and the X-ray absorption coefficient. We also derive expressions 

describing the effect of an imaginary part of the potential in terms of a 

perturbation series. As discussed in Chapter 1, an imaginary potential may 

be used to describe inelastic scattering events which reduce the strength of the 

elastically scattered photoelectron beam and hence the EXAFS.

Since the proliferation of EXAFS experiments in the early 1970’s there have 

been major improvements in the understanding and theoretical development of 

the phenomena. In 1974 the first approximate short range form of the EXAFS was 

developed by Stern [3]. In 1975 this was succeeded by an exact form of the theory 

due to Lee and Pendry [4] who treated the electron scattering problem, at the 

heart of EXAFS, using photoelectron wavefunctions. In the same year another 

exact form of the theory was developed by Ashley and Doniach [21] using a Green 

function formalism. The two theories are, however, equivalent. Both model the 

outgoing photoelectron exactly using spherical waves and, in both theories, it is 

found that the inclusion of single scattering events is adequate in most cases. 

Multiple scattering is only important at low energies close to the absorption edge 

and for certain configurations of atoms, generally when one scattering atom is

17
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directly shadowed by another. In the high energy limit the spherical waves used 

by Lee and Pendry can be approximated by plane waves and we return to the 

original theory of Stern. The drawback with the exact theory of Lee and Pendry 

is that it is mathematically complex and time consuming.

In the early 1980’s Gurman et ol [22, 23] discovered that the theory could be 

greatly simplified by averaging over the angles of the inter-atomic vectors relative 

to the direction of the photoelectron beam. This is, of course, exact for both 

amorphous and polycrystalline samples. The so called fast curved wave theory 

greatly reduced the computer time needed for EXAFS data analysis and is used 

in the standard Daresbury data analysis program EXCURV98 [14].

All the theories mentioned are effectively single electron theories. Many- 

body effects are introduced by the inclusion of an additional effective scattering 

potential. In 1975 Lee and Beni [10] developed an effective, energy-dependent, 

exchange and correlation potential which corrected for systematic errors of up to 

±4% in the calculated inter-atomic distances. The errors were caused because 

the full interaction potential falls with increasing electron energy whereas the 

simple model potentials used before Lee and Beni did not exhibit this energy 

dependence. The potential used by Lee and Beni is complex, with the imaginary 

part designed to model the extrinsic inelastic electron-electron scattering. The 

imaginary part of the potential reduces the amplitude of the EXAFS as discussed 

in Chapter 1. However, there is some confusion as to exactly how much the 

amplitude is reduced by the inclusion of the imaginary potential.

In this chapter we develop expressions for the absorption coefficient and 

the plane wave approximation to the EXAFS (eqn.(1.3)) by considering the 

photoelectron flux. We are ultimately interested in the amplitudes of the EXAFS 

produced by the imaginary part of the potential. We could, in principle, study the 

amplitude by using a program such as EXCURV98 [14] to calculate and compare
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the EXAFS in the presence and the absence of the complex potential. A complex 

potential makes the phase-shifts in equation (1.3) complex leading to changes 

in phase and magnitude of the calculated EXAFS signal. However, for ease 

of computation and so that we may study the amplitude effects independently, 

we choose to treat the effects of the imaginary part of the potential as a small 

perturbation. We then obtain expressions for the EXAFS and the elastically 

scattered flux in which the effect of the imaginary potential is simply given as a 

multiplying factor on the amplitude. To our knowledge this is the first instance 

where such expressions have been derived.

The chapter is split into three sections. In the first we outline some of the 

background results underlying most of the theory in the rest of the thesis. We 

give a brief description of the muffin tin potential and list the standard results for 

the Hartree Green function and the scattering wavefunctions. We then outline 

the calculation of the radial solutions to the Schrodinger equation and specify the 

initial atomic states used.

In the second section we calculate the photoelectron flux and hence the X-ray 

absorption coefficient following the irradiation of an isolated atom by a beam 

of X-ray photons. The calculation is performed both in the presence and the 

absence of an imaginary potential.

In the final section we extend the theory for the isolated atom to include 

a number of scattering atoms. This then gives the EXAFS. We evaluate an 

expression to first order in the imaginary part of the potential for the EXAFS 

amplitudes.
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2.1 Background

2.1.1 The Muffin Tin Potential

All calculations are performed within the muffin tin approximation of Loucks [24]. 

In this approximation the actual potential inside a solid is taken to be spherically 

symmetric inside spheres centred on each atomic site. In the central portion of the 

spheres the muffin tin potential is assumed to be atomic in character. In the outer 

regions, however, the atomic nature of the potentials is modified somewhat by the 

overlap from neighbouring atoms. Outside the muffin tin spheres the potential is 

made constant. We assume the atomic potentials to be of the Hartree form with 

the exchange and correlation approximated by some one body potential, Vxc{r)- 

Typically we take the exchange and correlation potential to be the Slater X a  free 

electron exchange or the real part of the Hedin-Lundqvist potential. These forms 

are discussed further in Chapters 3 and 4. Thus we have the potential seen by 

an electron,

V(r) =  —  +  V*(r) +  Vx c (r). (2.1)
r

The first term is due to the nucleus whilst Vh (r) is the electronic contribution 

obtained from Poisson’s equation,

V2I4(r) =  —87rn(r). (2.2)

where n(r) is the radially varying atomic charge density.

2.1.2 The Green Function

Within the muffin tin approximation of Loucks [24] we may use the following 

standard results for the photoelectron Green functions in the continuum [25]. We

obtain different results for the Green function depending on whether r  and r' are
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inside or outside of the muffin tin spheres,

Gf.(r,r',w) =  - « * 2 > (,)(kr)e* ( e *  h™  (k r ' )  +  e - ' s'h \2)( k r ' ) )  Y t’m ( r ) Y lm(r')
lm

r > r ’ > r mt

=  - i k ' £ i h \1)( k r ) e 's' R l ( k r ' ) Y ll , ( f ) Y lm(f ')
lm

r > r m t > r '

=  - tkJ2R ,(kr ' ) ] :  (R,(kr) -  zXt( k r ) ) Y ; j f ) Y lm(f')
lm

r m t > r > r'. (2.3)

R i ( k r )  and X i ( k r )  are the regular and irregular scattering solutions to the 

Schrodinger equation in the presence of the atomic potential whilst the free 

space wavefiinctions have been defined in terms of the spherical Hankel functions,

(k r ) and h\2  ̂(k r ) . u  =  \ k 2 and we have taken the continuum scattering state

wavefunctions to be,

t/>(k, r) =  ^  2 W e '* ‘ ( e ' t ' h ^ i k r )  -  e ' *  h \2) ( k r ) )  Y tm( f ) Y t'm (k )
lm

r  > r mt (2.4)

^(k,r) =  £ 2 m lel5lR i{ k r )Y im ( f )Y im { k ) r  < r mt. (2.5)
lm

where Si are the partial wave phase-shifts.

2.1.3 The Regular Solution

The scattering final states, R i ( r ) ,  are calculated by numerically integrating out 

the Schrodinger equation from r =  0 to the edge of the muffin tin radius. The 

radial Schrodinger equation can be written as,

(2 .6)

The regular solutions to the Schrodinger equation, R i{r )  are the solutions to the 

above equation which go as r l near to the origin.
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In the course of this thesis we will need to calculate the final states for angular 

momenta of up to / =  20. At high values of the angular momentum quantum 

number the centrifugal barrier term, 1(1 +  l ) / r 2, in equation (2.6) dominates and 

pushes the final state away from the origin. Ri varies as rl near to r  =  0, so, 

near to the origin, Ri becomes very small. This leads to inaccuracies in the initial 

conditions used to start the integration and hence numerical problems in the 

calculated final states.

In order to make the numerical integration stable for large values of I we must 

solve the Schrodinger equation for i)i(r) =  r~^l~^Ri(r) rather than for Ri(r) 

directly,
(P tb i 21 dxbi , ,

+ T~Jr ~ ~  ) =  12 7>

Rewriting the standard Schrodinger equation for ipi(r) as two coupled first 

order differential equations we have,

(2.8)

and,

~ j ~  =  2(V (r*) — E)ip(r), (2.9)

Equations (2.8) and (2.9) are solved using a standard Runga K utta routine [8].

Near to the origin we can expand ipi and V (r) as power series. This allows us to

set the initial conditions with which to start the integration,

* (r ) =  r ( 1 . A . r + ? l z S L t m ± I l r ^ \
1 \  1 + 1  (2i +  3)(l +  l) 7

z(r) =  (21 +  1) -  2 Z r  +  ^  ~  1)(V° +  E \ 2, (2.10)
4-1)

where, Z  is the atomic number and close to the origin the atomic potential is 

written as,

V(r) =  - -  -  V0 + ... (2.11)
r
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Finally, at the boundary of the muffin tins, the radial functions are matched 

to free space continuum wavefunctions of the form,

Ri(r) =  2 (cosSiji(kr) +  sinSini(kr) ) . (2.12)

numerical
form

R(r)

analytical form

V(r) muffin tin 
radius

Figure 2.1: Schematic represen­

tation of the continuum solution 

to the radial Schrodinger equation. 

The solid line shows the radial so­

lution, the dashed line the atomic 

potential and the dotted line the 

extent of the atomic muffin tin.

2.1.4 The Irregular Solution

Outside the range of the atomic potential the regular solution is given by a phase- 

shifted spherical Bessel function. The irregular solution, on the other hand, is 

a phase-shifted spherical Neumann function. By first calculating the regular 

solution to the Schrodinger equation we can find the phase-shifts, Si. Knowing 

the phase-shifts, the irregular solution may be specified completely outside of the 

muffin tin sphere. We may then numerically integrate inwards to solve for the 

irregular solution in all regions of space.

The irregular function, X\, is a solution to equation (2.6) which goes as 1 / r l+l 

near to r  =  0. When calculating the irregular solutions numerically we solve for 

ipi =  r l+2Xi rather than for Xi directly to avoid the numerical divergences at the 

origin,
(Pipi 2(1 +  1) dipi t f  2(1 +  1)
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Again, we separate this second order differential equation into a set of coupled 

first order differential equations,

These equations may be solved numerically using, for example, the NAG routine 

D02PCF.

2.1.5 The Initial States

We take the bound atomic states, <j>iQ{r), from tabulations of Roothaan-Hartree- 

Fock atomic functions by Clementi and Roetti [26] and by A D and R S McLean

The initial state binding energies, ujq, are taken from experimental tables where 

available [28] or from the theoretical predictions of Clementi and Roetti otherwise. 

As spin orbit coupling is not included in any other way apart from in the binding 

energies we take each of the (210 4- 1) m0 sub levels to be of identical form. 

However, we do scale the contributions of each of the m 0 states according to the 

ratio of the statistical weights of the sub levels. Thus, for example, the 2p3/2 is 

taken to contribute twice the strength of the 2pi/2 initial state to the relevant 

matrix elements.

2.2 The Isolated A tom

(2.14)

and,

=  2(V(r) -  E )* (r). (2.15)

[27].

2.2.1 A Real Scattering Potential

To evaluate the photoelectron flux we must first use standard perturbation theory 

to calculate the photoelectron wave function. We begin by treating an isolated
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atomic system in which an X-ray photon, of frequency w, interacts with a single, 

well defined, initial state. We may then write the perturbed wavefunction as,

tp =  <t>o(r) +  G0(r,r ',u ; -  |v 0\)H'(t')<I>0(t'). (2.16)

(f>0(r) is the electronic initial state of energy u 0 and G0(r, t\ u — \u0\) is the Hartree 

Green function for the system which is zero if u; < uj0. We have assumed that the 

perturbation has been switched on adiabatically and is given, under the dipole 

approximation, by,

H'{ r') =  E0r £  (2.17)
P

where E 0 is the strength of the electromagnetic field of the X-ray beam and the 

Yim's are spherical harmonics.

Using the explicit forms for the Green function (eqn.(2.3)) we can immediately

examine the form of the photoelectron wavefunction using equation (2.16). As

expected, the photoelectron wavefunction will have the form of a phase-shifted, 

flux carrying, outgoing spherical wave, with an amplitude modified by the 

perturbation matrix element, (Ri\H'\40). We are interested in the photoelectron 

flux and hence the photoelectron wavefunctions far from the absorbing atom. This 

simplifies matters because, at large r, we may ignore the first term in equation 

(2.16) as the initial state, |</>0(r)), will always be highly localised. Thus,

=  J G „ ( r , r ',u -  \uj0\)H'{T’)<j>u (r')YUmo(?)dT’,

=  - ^ 2  -Eo î11 (kr)erf‘Y[m(r) (Vip|V5mI Viomo) ( i J j | r 1 > (2.18)
l,mj>

Where k =  yj2(u — |o;0|) and we have written the initial state as the product of a 

radial function, <j>i0(r'), and a spherical harmonic, Yiomo(r). Using this result, the 

photoelectron flux through a sphere of radius r centred on the absorbing atom 

may be calculated from the standard* expression
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Then, substituting for the wavefunction from equation (2.18) we find that,

drS  = Ai

x

i
167r:

dr

m,p,q
/  YlmYt,m.Y lpdf I  YlmYlomcYi,df. (2.20)

To obtain the contribution to the flux from a given initial state of angular 

momentum l0 we must sum over the degenerate m 0 sub levels of the initial state, 

multiplying by 2 to account for spin degeneracy. By summing over m 0 it is also 

possible to simplify the above equation using a result from Brink and Satchler [29]. 

The integrals over spherical harmonics may be written in terms of the Wigner-3j 

coefficients,

/ W u dr=
(21 +  1)(2L -f- l)(2l +  1)

47T

I L lo 

m p m 0 0 0 0
(2 .21)

In equation (2.20) we have two integrals over the spherical harmonics. Thus, 

noting that the Wigner-3j coefficients may be cyclically permuted, we can apply 

one of the orthogonality relations of Brink and Satchler [29],

m 0m

1 l L  L W I L’ l0 

m q m 0

\

/
(2 L  + 1 ) fiLL'Spq- (2 .22)

y m  p m0

In equation (2.20) L  =  V  =  1. Then, using the addition theorem [30] to write 

E U —i y im (q)Y{m (q) =  3/(4?r), we have that,

\ 2

S  =
k2E 20

8« £  K
(i)(2) dhj 

dr

(2) 2l I 1 lo
(2.23)

0 0 0

The Wigner-3j coefficient in equation (2.23) is only non zero if I =  lQ ±  1. Also, 

we may rewrite the Wronskian of the spherical Hankel functions using a relation 

from Abramowitz and Stegun [31],
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Then, equation (2.23) for the photoelectron flux becomes,

S =  l(E o)2 'Z A ( l , l 0)\{R t\r \M \2, (2.25)

where the angle factor A(l, lo) is defined as,

l0) — lo *+■ 1 Z =  Z0 +  1

— Iq I — Iq 1

=  0 l ^ l o ±  1. (2.26)

This result for the flux through a sphere centred on the absorbing atom is also 

equal to the rate of photon absorption and as such may be easily related to 

the total X-ray absorption coefficient, p0{uj). The X-ray absorption coefficient is 

defined as the rate of absorption of photon energy divided by the rate of energy 

transport in the X-ray beam, p =  87tuS / cE^. In deriving equation (2.25) we 

have assumed a fully occupied n0, lQ orbital. To obtain the contribution from a 

partially occupied initial state we must multiply by the number of electrons in 

the state n(no,/o) divided by 2(2Z0 +  1). We must then sum over all the occupied 

initial states to obtain the total contribution to the X-ray absorption coefficient,

0 .M  =  ^ r r E  ^ \ i : M i X ) \ ( R i \ r \ M \ 2. (2.27)
6 0  no,lo ZL°  1 I

This simple formula gives the standard result for the X-ray absorption 

coefficient of an isolated atom under the dipole approximation [32]. Energy 

conservation is contained in the wavenumber of the final state, k =  yj2(uj — |u;0|) 

whilst the sum over initial states gives each absorption edge in turn as u  becomes 

larger than |cj0|.
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2.2.2 A  C om plex S cattering  P o te n tia l 

1st O rd e r C alcu la tion

In the presence of an entirely real scattering potential equation (2.25) gives 

the photoelectron flux through the elastic scattering channel. When inelastic 

scattering events are introduced via an imaginary part to the exchange and 

correlation potential, Vxc(?), result (2.25) can be viewed as the total flux through 

all open scattering channels. The magnitude of the photoelectron flux through 

the elastic channel (the only photoelectrons which contribute to the EXAFS) may 

then be examined by treating the imaginary part of the potential as a perturbation 

on the Green function. The complex exchange and correlation potential is written 

as the sum of its real and imaginary parts,

V*c(w, r) =  VR(u, r) -  r). (2.28)

In calculating the perturbed G we take the radial wavefunctions Ri(kr) to 

be solutions of the Schrodinger equation in the presence of the real part of the 

exchange and correlation potential so that in equation (2.1) we must replace 

Vxc  by its real part, Vr (lj, r). Then, writing the photoelectron Green function in 

terms of a perturbation series to first order in the imaginary part of the potential, 

V/, we have that,

G i(r,r ')  =  G0(r,r') -  iG0(r,ri)V7(ri)G0(ri, r '), (2.29)

where the u  labels have been suppressed and we have taken it as given that the 

Green function and the exchange and correlation potential are evaluated at an 

energy of u  — \u0\. Substituting the perturbation expansion for Gc(r, r '), into 

equation (2.16) we may write the photoelectron wavefunction in the presence of 

the complex potential at large r as,
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ip = jy G0(r, r')H'(r')<f>lo(r')YUmc(r')dr'

- i  J  Gc(t, ri)V/(ri)G<,(ri, t')H'(T')<pia(r')Yiom̂ (r 'Jd rjd r 'j , (2.30)

where the Green function G0(r,r') has r’ < rmt and r > rmt whilst G0(r1, r /) ’has 

both ri and r ' inside the muffin tin. We assume that > r ' as the initial state,

|<j>i0) will always be highly localised whilst the imaginary potential, Vj is zero 

toward the centre of the atom. This means that the double integral in equation

(2.30) will only be significant in the regions where 7*1 > r'. Also, within the muffin 

tin approximation, Vj is spherically symmetric so that the angular integrals over 

the directions of ri simply reduce to the orthogonality integrals for the spherical 

harmonics.

Taking the appropriate relations between r, r' and ri we can write the 

perturbed Green function (eqn.(2.29)) as,

G i( t , t ' )  =  - i k ' £ e ' !‘h\1)(k r )Y ^(r )R l(kr')Ylm(f’) x
l,m

{ l - i < J * |V r l f t - * * / ) } •  (2.31)

The perturbed Green function has the same functional form as G0, it is merely 

multiplied by a factor 1 — |(ify|Vj|i?i — iX{). We can use result (2.31) to calculate 

a perturbed wavefunction. This may then be substituted into equation (2.19) to 

obtain a result for the photoelectron flux through the elastic scattering channel. 

The integrals are the same as in the previous section, thus, again summing over 

the degenerate m 0 sub levels of the initial state we find that, to first order in V/, 

the elastically scattered flux becomes,

5 =  ^  (2-32)
6  n „,l. 2 l 2 ‘» +  1

As expected the photoelectron flux through the elastic channel in the presence of

the complex potential is less than the total flux through all open channels given
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by equation (2.25). Also, the irregular solution to the Schrodinger equation does 

not contribute to 1st order in V}. Equation (2.32) is easily related to the elastic 

contribution to the X-ray absorption coefficient. From equation (2.32) the loss 

of elastically scattered photoelectron flux as the photoelectron propagates out 

through the central atom potential is obviously given by,

A t = 1 -  jfe(ftlVHft), (2.33)

to first order in the imaginary part of the potential. The amplitude of each 

contribution to the elastically scattered flux and hence the elastic contribution to 

the X-ray absorption coefficient is obviously edge dependent. It also depends on 

the angular momentum of the photoelectron final state, with the / =  lQ +  1 and 

I =  lQ — 1 having different values. For K-edges of course we need only consider 

the I =  1 final state.

2nd Order Calculation

We can also calculate the elastic photoelectron flux for an isolated atom to second 

order in Vj. To 2nd order the perturbed Green function is given by,

G2(r,r') =  G0(r, r') -  2G0(r,rx) V/(ri)G0(ri,r')

+  G0(r,r1)V/(r1)G0(r1,r 2)y/(r2)G0(r2 ,r'). (2.34)

To obtain the relevant photoelectron wavefunction far from the scattering atom 

we need to set r > r' > rmt. Also Vj only exists inside the muffin tin, so ri and r2 

must be less than rmt. Finally the initial states will again be highly localised as 

we are dealing with X-ray absorption by the deep core orbitals, for example the 

Is  orbital for K-edge absorption. Then, as Vj is zero close to the nucleus we can 

again take r*i > r '. Thus, the perturbed Green function will still have the same
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functional form as G0,

G*(r,rO = - i k J 2 ^ ,h\1Hkr)Yt'm(f)R l(kr')Ylm( n U -  |<Ai|Vr|/Zi -  iX,)
l,m  v

+  ^ -  Rt(ri)v i(ri)F (ri ’r2)V(r2)[Ri(r2) -  iXi{T2)\r\rldr id.r^ } .

(2.35)

Where F (r i , r 2) is simply the radial part of the unperturbed Green function and 

has different forms depending on whether rx or r 2 is the larger. We can split the 

double integral above into an integral over r2 between 0 and rx and an integral 

over r 2 between rx and rmt all within the integral over rx between 0 and rmt. 

Then F (ri, r2) can be written explicitly in each of the two integrals. Also we can 

replace JJ1 dr2 by /0rmt dr2 — Jr™1 dr2. Then, collecting together like terms we find 

that the second order part of G2 is given by,

- R t i r J V j R i i r J X A r t j V j X t ^ d n d r t  -  |( f t |V H .X i> |2 +  C i}. (2.36)

The imaginary terms that are second order in Vjr, denoted by Ci  in equation 

(2.36), will not contribute to the flux to 1st or 2nd order. As G2 has the 

same functional form as G0 we may easily evaluate the elastically scattered 

photoelectron flux to second order in V}. The flux is the same as in equation 

(2.25), it is simply multiplied by an additional I dependent term,

a , = 1 — vx|j*)| +  I ^ K jy v /iJ * ) !2 -  vHXi)!2

- \ k 2 J ' m‘ r2r* (jt,(r)V iB ,(r)X l(r,)V/X t(r') 

+Ri(r)V/ Xi(r)R,(r’)VfXi(r'))drdr'. (2.37)

Again, for a K-edge, only I =  1 values are allowed and thus the amplitude is a 

simple multiplicative factor.
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The equation above gives the amplitude of the elastically scattered flux to 

second order in the imaginary part of the potential. We can see that this will 

be little different from the 1st order calculation of the amplitude (eqn.(2.33)). 

The integrals over RiVjXi will be small because, as we shall see in Chapter 4, 

Vjr is approximately constant through most of the muffin tin sphere whilst Ri 

and Xi are orthogonal. To a first approximation we can estimate the strength 

of the double integral over Ri{r)VjRi{r)Xi{r')ViXi{r') to be about the same as 

the square of the radial matrix element, \(Ri\Vi\Ri)\2. This is because Ri and Xi 

have similar magnitudes in the region toward the edge of the muffin tin sphere 

where Vj exists. There will therefore be some cancellation between these terms 

leaving the total result for the amplitude to be modified from the 1st order result 

simply by a factor of ~  Â;2|(.Rj|Vjr|.R/)|2.

2.3 T h e  E X A FS

2.3.1 A R eal S ca tte rin g  P o ten tia l

To obtain a result including the fine structure we must introduce scattering atoms 

into the theory. For simplicity’s sake we consider a single shell of j scattering 

atoms at a distance Tj from the central atom. As each atom contributes linearly 

to the EXAFS we may examine each scatterer individually then sum over all the 

scattering atoms in the shell to obtain the total EXAFS.

The effect of each additional scattering potential is to perturb the central atom 

Green function, G0. We model this perturbation to all orders in the scattering 

potential by expanding G0 to first order in the T-matrix of the scattering atom,

G ,(r ,r ')  =  G0(r,r ')  + G 0(r,ri)T j(ri, r 2)G0(r2,r ') . (2.38)

To obtain the total scattering Green function from a shell of scattering atoms we 

simply sum the second term above over all the j atoms in the shell.
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We will use Gs to again examine the photoelectron flux far from the central 

atom, this time in the presence of the scattering atoms. Thus r > r\ and r' < r 2. 

In the muffin tin approximation l} ( r i , r 2) only exists inside the muffin tin of 

the jth  scattering atom. To evaluate the integrals involving the T-matrix it is 

therefore advantageous to change variables to a coordinate system centred on 

this atom. We choose ri =  Tj +  x  and r2 =  Tj +  y. We may then expand 

the wavefunctions involved in the central atom Green function in terms of zero 

potential wavefunctions centred on the scattering atom using a formula from 

Pendry [8],

h}(R +  x)Ylm{R + x) = ^2  Bimuvj u(kx)Yuv{x),
uv

hf (R + x)Ylm(R +  as) =  £  B™uvj u(kx)Yuv(x). (2.39)
UV

The j i(krys  are spherical Bessel functions and the expansion matrices, Bimuv, are 

given by,

Bim„, = ' £ i m ," ‘- ‘hl(kR)Y;t(R) [ YimYstY;vdf,
St J

* £ L  =  £ 47ri‘" ‘- sh2s(kR)Y;t(R) f  YimY,tY ’vdf. (2.40)
St J

Using these results the relevant Green functions may be written as,

G0{ r .r ,) =  - i  k ' £ e ' s‘h](kr)Ylm( f )Y ^ ( r j +  x ) x
lm

{e's'h\(k(Tj +  x)) +  e~'i,hf(k(rj + x)))

=  - i k ^ 2  etSlh}(kr)Yim(f) J ^ j u(kx) Yuv(x),
lm  uv

(2.41)

and,

G(pj, r') =  - i k  £  e*  J2B imuvju(ky)Yuv(y)R i(kr ')Y^(?).  (2.42)
lm  uv
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If we now expand the T-matrix in an angular momentum sum,

r ( r i , r 2) =  '*Ttlm(x,y)Y,m{x)Y'm(y), (2.43)
lm

we can immediately perform the implied integrations over x  and y in equation 

(2.38) using results from standard electron scattering theory. The integrals over 

x  and y are simply the orthogonality relations for the spherical harmonics, and, 

using results from Messiah [30] we can write the integral over the T-matrix as,

J  ji(kx)tim(x, y)ji(ky)x2y2dxdy =  ^  [l -  e2*5'] . (2.44)

Then,

GTG = - t k ^ ^ Y , hX k r )e * R L(kr')Ylm(f)Y lM( f ) U e 2'1' - l ]
lm  L M  uv ^

X {B%:vB LMuve'(s‘+s^  + } . (2.45)

Equation (2.45) may be used to develop the exact curved wave theory of EXAFS 

first derived by Gurman et d  [22, 23]. To simplify the algebra however, we shall 

make the so called plane wave approximation. In this approximation we assume 

that the atomic separation, r^, is large and replace the spherical Hankel functions 

in equation (2.40) with their asymptotic forms. Then, using the standard relations 

from Brink and Satchler [29] that,

r**(R)rw(R) = £  Yn (R )  f  r ^ Y ^ d f ,  (2.46)
c J

and,

Ylm( - R )  = ( - l ) ‘Ylm(R), (2.47)

we can write the expansion coefficients in equation (2.40) as,

Bimuv =  4tt %‘- ^ l - e ' kr’Ylm(-R)Yuv(-R )

B \Z v  =  4 ^ ‘- u+l- ^ e - ' k^ Y lm(R)Yuv(R). (2.48)
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We can substitute these results into equation (2.45) for GTG. Then, summing 

over all the j scattering atoms in the single shell considered and averaging over 

the angular positions of this single shell of scattering atoms we find tha t the 

perturbed Green function again has the same functional form as G0(t, r'),

G M 3 T G = -ik£ h}(kr)Rt(kr')e^Yton(r)Ytm(r') j l - £  tt)

=  £ h } ( k r ) R l(kr')e's'Yl'm(f)Vlm( ? ) ( l - Z l), (2.49)
I

where Zi is obviously the second term in the curly brackets and we have introduced 

a result for the backscattering factor,

Ott
M k , *) =  —- r  E ( 1  -  =  I/ ; (* ,» ) |e* . (2.50)

lK UV

We have also ignored a contribution from the forward scattering factor, f j (k,  0), 

which is second order in the EXAFS.

Using equation (2.49) for G + GTG  we may evaluate the photoelectron 

wavefunction and hence the photoelectron flux far from the central atom. To 

first order in 1 /(hr*) we find, 

k E 2
s  = « |< J * |r |* .) |a( l  +  2 Re(Z,)). (2.51)

This expression for the photoelectron flux may again be converted into a result 

for the X-ray absorption coefficient. Then, substituting for Zi and for the atomic 

absorption coefficient from equation (2.27), we obtain the usual result for p(u;),

p(u) =  p0(u) j1 +  S  ^ - j ^ \ f j ( k ^ ) \ sin(2krj +  2ft +  ^ ) j . (2.52)

The EXAFS function, x(&)> is defined by p =  p 0(l +  x) from equation (1.1). 

Thus, in the plane wave approximation, the EXAFS is simply given by the 

second term in the curly brackets in equation (2.52), x =  2Re(Zi). This result is 

equivalent to equation (1.3).



Chapter 2 36

2.3.2 A  Com plex Scattering Potential

In principle we could obtain a result for the EXAFS in the presence of an 

imaginary potential by perturbing the Green function and the T-matrix in the 

same way as in section 2.2.2. This method however, quickly becomes very complex 

and cumbersome. Instead we choose to examine the effect of the imaginary 

potential on the phase-shifts.

We perturb the Green function G0(r, r') using equation (2.29). The perturbed 

Green function always has the same functional form as G0 whether or not r  and 

r ' are inside or outside the muffin tin. Using the same arguments as in section

2.2.2 we can see that, for r  and r ' outside the muffin tin the Green function 

will simply be multiplied by a factor (1 — ^k{Ri\Vi\Ri)) whilst with either r  or 

r ; or both inside the muffin tin the perturbed Green function can be written as 

G0( 1 — \k{Ri\Vi\Ri — iXi)). We shall see later that the i(Ri\Vi\Xi) term may be 

ignored. However, for the moment including this term, we may rewrite equation

(2.31) for the perturbed Green function as,

G i(r, r') =  - i  k £  e*4' hj1’ (kr )Yl̂ n(r )Ri (kr')Yim(f') , (2.53)
l,m

where we have subsumed the factor (1 — %(Ri\Vi\Ri — iXi)) into the phase-shifts 

making Si complex. In equation (2.53) S[ is the perturbed phase-shift. To first 

order,

3  -**!>■ (2.54)

This is of course an approximate form for the perturbed phase-shifts, however, 

using this form we can reproduce equation (2.33) for the loss of flux from an 

isolated atom. We therefore believe that this approximation is a good one.

Using result (2.54) for the perturbed phase-shifts we may easily calculate 

the EXAFS in the presence of the imaginary potential by following the same
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derivation as in the previous section. Prom equation (2.51) we can see the effect 

on the EXAFS of perturbing the phase-shifts. We can also calculate the elastic 

contribution to the absorption coefficient. Writing the perturbed backscattering 

factor as 7r) we have,

p* =  M l  -  lii,)) j l  +  2 R e J 2  7 r ) |. (2.55)

Then, because the total absorption must be the same regardless of whether or 

not there is an imaginary part to the potential we may write the total X-ray 

absorption coefficient as,

Ptot — P ~  Pel( 1 X) Pineli (2.56)

which gives the EXAFS as,

x  =  (1 — 2*<flI|Vr|iJl)) ^ j - s i n ( 2 k r j  + 26, + VOI/jMI- (2-57)

The perturbed backscattering factor may be written as,

/ '(* , ?r) =  ^  £ ( - 1 ) l (2L +  1) ( l  -  (1 -  k(RLlVj\RL))e’̂ - < R^ x ^ )  . (2.58)

The irregular solution to the Schrodinger equation only appears in the exponential 

in the above equation. It merely alters the phase of the backscattering factor, 

fj(k,7r). However, compared to the phase-shifts, the radial matrix element 

(Rl \Vj \Xl ) is always small. In Chapter 4 we shall see that Vj is approximately 

constant over much of the region of the atom. Thus, because R l and X l are 

orthogonal the matrix element (Rl \Vi \Xl ) must be small. In Chapter 4 we 

compare (R l \Vi \Xl ) to the phase-shifts Sl and show that, in comparison to the 

phase-shifts, the radial matrix element, (Rl \Vi \Xl), may be ignored.

Thus, in the presence of an imaginary part to the potential the EXAFS

amplitude is given to first order in Vj by,

A i  =  \ - 2 k { R i \ V j \ R i )
/ f a )
fA*)

(2.59)
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This expression may be used to calculate the amplitude of the EXAFS in the 

presence of an imaginary potential designed to account for the inelastic electron- 

electron scatterings. In Chapter 4 we use the above equation to examine the 

magnitude of the EXAFS when the Hedin-Lundqvist [9] potential is used to model 

the many-electron effects of exchange and correlation. Equation (2.59) may also 

be obtained by perturbing the scattering wavefunctions (eqn.(2.5)) rather than 

the photoelectron wavefunction [33].

2.4 Conclusion

In this Chapter we have developed expressions for the X-ray absorption coefficient 

and the EXAFS by considering the photoelectron flux produced by irradiating 

an atom with a beam of X-ray photons. We have examined the effect on the 

amplitude of the EXAFS and the elastically scattered flux of introducing an 

effective imaginary part of the potential to describe inelastic electron-electron 

scatterings. The results derived here will be used in Chapters 4 and 5 to evaluate 

the X-ray absorption coefficient and the losses to the elastic photoelectron flux 

caused by various types of imaginary potential.
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The Self-Energy and the Dielectric Function

In this chapter we investigate some of the theory underlying the approximation 

of many-electron effects in EXAFS. We begin with a short review of some of

screening and outline the derivation of the non-local self energy operator. We 

also derive expressions for the Hartree inverse dielectric function, the quantity 

which defines the screening. Numerical results for the local inverse dielectric 

function are calculated for both a free electron gas and an atomic system. The 

results of the atomic calculation are then equated to the single electron X-ray 

absorption coefficient.

3.1 M any-Body Physics

Many-body interactions play an important role in electron-electron scattering 

problems such as EXAFS. Historically a great deal of effort has been put into 

solving the Hamiltonian for a many-electron system,

For a small number of electrons it is possible to obtain a very accurate

the approximations used in many-body physics. We then discuss the role of

H  =  £  [ 4 v 2 (r>) +  y (r -) (3.1)

representation of the ground state wavefunction using the configuration

39
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interaction method [34]. However, the computational effort scales exponentially 

with the size of the system [35]. Also, for excited states the computational effort 

becomes large even for small systems. Thus, using the Cl method for EXAFS 

calculations is impractical. Instead we must approximate the ground and excited 

state wavefunctions in some other fashion.

Approximate theories are usually concerned with finding a good single particle 

approximation for the coulomb term. The earliest of these theories is the Hartree 

approximation in which the coulomb term is replaced by an average local coulomb 

potential from all the electrons. The Hartree potential is known to give reasonable 

results due to a cancellation between exchange and correlation but is not accurate 

enough for many applications.

An extension of the Hartree approximation, which takes into account the 

fermionic nature of the electrons, is the Hartree-Fock theory where, in addition to 

the local coulomb potential, there is a non-local exchange potential which reflects 

the Pauli exclusion principle. The Hartree-Fock approximation works quite well 

for atoms and insulating solids but is poor in conducting solids due to the neglect 

of electron correlations. In the Hartree-Fock approximation only electrons of 

equivalent spins are forbidden from occupying the same state. In reality, however, 

the coulomb interaction between electrons will keep even electrons of opposite 

spins apart. The correlations keep electrons away from each other, creating a 

screening hole around each electron which significantly reduces the interaction 

with the other electrons. Thus, electron-electron correlations and screening are 

important factors in the many-body problem.

The Slater X a  potential [36] was perhaps the first to make an allowance for 

these effects. In this theory the exchange is approximated by the free electron 

exchange calculated with a radially varying atomic charge density. Correlation 

effects are then included empirically by scaling the potential with the variable
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parameter a . The Slater X a  potential is known to give good results for the 

ground state but works less well for excited states.

A more accurate way of approximating the coulomb interaction term is through 

a non-local energy-dependent potential, the electron self-energy. The self-energy 

is a quantity which can be derived systematically from many-body perturbation 

theory and which contains the effects of the exchange and correlations. The 

different single particle theories amount to approximating the self energy in 

different ways. In its local form, the self-energy simply becomes an effective 

scattering potential which can be used in the single electron formalism of existing 

EXAFS theory. The self energy is, in general complex, with the imaginary part 

describing the inelastic scattering of electrons.

3.2 Screening

The concept of screening is an important one in many-body physics. In a many- 

electron system a given electron will not, in general, respond directly to an applied 

external field. Instead the density fluctuations induced by such a field cause an 

additional potential which tends to screen out some of the effects of the total 

field. It is to the total field, the sum of the external and induced potentials, that

the electrons respond. In classical physics the relationship between the total field

and a static external field may be expressed in terms of a dielectric constant,

Vu» = — • (3 .2 )
€

In many-body physics we generalise the idea of the dielectric constant and write 

the relation between the total and applied fields in terms of an inverse dielectric 

function, or response function,

Vtot(Tl,w) = J  e~1{TUT2,cj)Vext{T2,uj)dT2, (3 .3 )
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where, in general, the applied field may be energy-dependent and the response of 

the system non-local.

The inverse dielectric function serves as a single unifying concept for many of 

the properties of an interacting system of electrons. Not only does it give the 

response of the system to an external field but it also contains information on 

both the single particle and collective modes of the energy-dependent density- 

fluctuation spectrum. The inverse dielectric function is also important when it 

comes to calculating such quantities as the self-energy which are obtained by 

summing over all the possible coulomb interactions. The screening reduces the 

effect of the coulomb interaction at long range ensuring that the series of terms 

involving the interaction converge more rapidly.

In this chapter we work under the random phase approximation, also known 

as the linearised time-dependent Hartree approximation. This simply means 

that we assume the electrons to respond to the total field, the sum of the 

applied and induced potentials, as non interacting particles. Each electron feels a 

certain coulomb potential from a given electron, this potential will be screened in 

some fashion due to the fluctuations in electronic density caused by the original 

potential, giving a new average field. We then assume each of the remaining 

electrons to behave as non interacting particles responding to the new average 

potential.

3.3 The Self-Energy

To account for the interaction between a given electron and the rest of the 

electrons in the system we must generalise the notion of a local potential 

and introduce a non-local time, or energy, dependent potential. This non­

local potential, known as the self-energy, contains the exchange and correlation
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effects. It is, in general, complex with the imaginary part describing the inelastic 

scattering between single particle states.

The full Green function for an arbitrary many-electron system may be written 

in terms of the non-local, energy-dependent potential, E (rl5r 2 M  [9)>

(uj -  H (rO -  V (r i))G (ri,r2, u)  -  J E (r i ,r3, u>)G(r 3, r 2,u ) d i3 = S(tu t2). (3.4)

Where, V(r) is the total average potential in the system. This is the sum 

of the Hartree potential plus any external field. The Hartree and Hartree- 

Fock approximations for G (r1; r 2, u)  are obtained from the above equation by 

specifying that E be energy independent. To obtain the Hartree approximation 

in equation (3.4) we simply set E =  0. Similarly, the Hartree-Fock approximation 

is obtained by making the choice E ( r i ,r2) =  ^ u ( r i , r 2) / G (r i ,r2,o;)et<5u;£L;.

The self-energy is generally evaluated iteratively from a set of well known 

integral equations, the Hedin equations [37]. E (r1? r 2, u) can be written in terms 

of a power series involving the unscreened coulomb interaction, v(rx, r 2) or in a 

more rapidly converging series in terms of the dynamically screened interaction,

W0( r i , r 2,a;) =  J  e~l (ii , r 2,a;)v(r3, r 2)dr3. (3.5)

W0 is defined in terms of the inverse dielectric function and the unscreened 

coulomb interaction, v ( r i ,r2) =  |ri — r 2|-1. Mathematically, using the screened 

interaction corresponds to summing a selective set of terms in the expansion of 

E in the unscreened interaction to infinite order. Physically we are saying that 

each electron will not respond to any external potential but rather to the total 

potential in the system, the sum of the external field and any induced potential 

due to the response of the system.

A result for the self-energy in the lowest order of the screened interaction is 

given by Inkson [38]. This is known as the GW approximation for the self­

energy and is the simplest working approximation beyond Hartree-Fock that takes
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screening into account,

E ( r i ,r2,*i ~  t2) = iW0(rUT2,ti -  t2)G0(rUT2,ti -  t2). (3.6)

Where G0(ri,r2,ti — t2) is the Hartree Green function, the solution to equation 

(3.4) with the self-energy set to zero. To obtain relation (3.6) in a more convenient 

form we must Fourier transform it into energy space. We use the following 

definition for the Fourier transform,

/ M )  = J  dqdioe", re'utf (q ,w) .  (3.7)

Thus,

E(ri,r2,u;) = J  e-ta;(tl~t2)E(ri,r2,ti -  t2)d{ti - t 2)
=  ^  f  W o iru T ^ u ^ G o ir i iT ^ u -u ^ d u j ' .  (3.8)

From equation (3.5) we may write W0 in Fourier transform,

Wo( qi,qa,w) =  e_1(q i,q2 ,^)vq2, (3.9)

where uq =  ĵ p- and we have used the general result that,

J  =  (27r)35(q i — q2). (3.10)

Then, substituting for W0(qi, q2, u )  into equation (3.8) for the self-energy we find 

that,

E(ri,r2,o;) =  J e- 1(qi,q2,a/)vq2G0(ri,r2,u; -  u , ) e t<ll'T le <̂l2'r 2d q l d q 2 ( k lJ, .

(3.11)

To proceed further, explicit forms for the Hartree Green function and the inverse 

dielectric function must be used. The Green function is defined in terms of the 

solutions to the single electron Schrodinger equation, <j)m,

m -  ,. , J\ _  0m(*l)0m(r2) /o io \G o { T i , T 2 , (J  -  u  ) —  2 ^ ---------;-----^ ;— j —:— , „  >., (3-12)^  u - u '  -  Em + i8sign(Em)
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where sign(Em) =  — 1 if Em < 0 and the one electron states are occupied, whilst 

sign(Em) =  1 if Em > 0 and the one electron states are unoccupied.

In deriving a result for the self-energy we must use the time ordered response 

function [9]. This is slightly different to the causal dielectric function encountered 

in perturbation theory in that the two poles in e_1(qi, q2,a;) are in different half 

planes. We discuss the inverse dielectric function in more detail in the following 

section. For the moment we simply quote it as,

e-1(q i,q 2, “>) =  i5(qi -  <b)

~ ^ q i  ( q i ) P no ( ^ 2 )  j ~  ~  ~ ~ 7  ~  , ~ 7 1 ( 3 .1 3 )n ICJ — Uno +  id LO +  Uno — 10 J

where pno(q) is the matrix element of the density operator between the exact

ground state and a many-body excited state of the system and u no is the difference 

in energy between the system in the ground state and in the ln lth excited state.

Using the definitions of G0(ri, T2 , v  — u') and e-1 (qi, q2,^ )  we can immediately 

perform the u/  integral in equation (3.11) using contours. Following Inkson [38] 

we add a convergence factor of e-lu;/<5 to the integral and close contours in the 

lower half of the complex plane. We then obtain a contribution to the self energy 

from the pole in the inverse dielectric function at a/ =  u no — tS and from the pole 

in the Green function at a /  =  us — Em — i5. The pole in the Green function only 

contributes if <f>m{r) is an occupied state with Em < 0. Then,

-1  r  f occ
Z(ru r2,u>) = e - - rV - r% 3 ^ ( n ) ^ ( r a)« -  J U

+  t'q iSG '< ,(r1, r 2, a ) - t j n<,)pm)(q1)p;0(q2) ] d q 1dq2. (3.14)

The terms obtained from the contribution of the two poles each have a different 

physical meaning.

The pole in the Green function gives rise to the dynamically screened exchange 

term. This reduces to the Hartree-Fock exchange if we take the screened
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interaction to be simply the bare coulomb term, W0( r i ,r2) =  v ( r i ,r2). The 

screened exchange term is much better behaved than the normal Hartree-Fock 

exchange which is known to give unphysical results for the density of states in 

solids.

The pole in c~1(q,o;) produces a term which can be associated with the 

coulomb hole and which describes the electron-electron correlation. Classically 

the coulomb hole has a simple physical interpretation. Electrons will correlate 

their motion so as to screen out the electric field at large distances. In a 

uniform electron gas each electron will be surrounded by a hole in the electronic 

density which contains an equal and opposite charge. Thus at large distances the 

coulombic effects of each electron with its surrounding hole are negligible.

Figure 3.1: Schematic represen­

tation of the coulomb-induced hole 

in the electronic density (n(r)).

— Reproduced from figure 1.3 of Ink-

son [38].

r

Equation (3.14) is a general result for the self-energy to the lowest order in 

the dynamically screened interaction, W0(ri, r 2,u;). To make this result easily 

applicable to EXAFS theory it is advantageous to write E in a local rather 

than non-local form. We shall do this in the following two chapters in which 

we investigate two different approximations for the exchange and correlation 

potential.
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3.4 T he  Inverse D ielectric  F unction

The result for E ( r i ,r2,o>) obviously depends on the exact form chosen for the 

screening. In this section we shall examine two forms in particular for the 

inverse dielectric function. We derive expressions for the response function within 

the Hartree approximation and calculate numerical results for the local inverse 

dielectric function in an atomic system and for a uniform electron gas. The 

calculation of the inverse dielectric function in a free electron gas is standard 

and can be found in, for example, March and Jones [39], and Pines [40]. We 

outline the standard derivation then apply the free electron gas relations within a 

local density formalism to calculate the response function for systems of varying 

charge density. This is the form of the inverse dielectric function used in the 

Hedin-Lundqvist calculation of the self-energy in Chapter 4.

To our knowledge a calculation of e-1 (q, a;) using atomic wavefunctions has not 

been performed, although an atomic dielectric function is used, at least implicitly, 

in the work on complex potentials by Beni, Lee and Platzman [17].

Results for the dielectric function, especially those pertaining to a uniform 

electron gas, are usually evaluated using perturbation theory (see for example, 

Ziman [41], Pines [40], Nozieres [42]). This approach gives rise to the causal or 

retarded response function. However, when evaluating the self-energy we must 

use the time ordered inverse dielectric function [9]. Both response functions are 

equal for positive energies but the time ordered function is an even function of 

the energy whilst the retarded dielectric function has an even real part and an 

odd imaginary part.

Hedin and Lundqvist [9] define the time ordered inverse dielectric function in 

terms of a response function, i? (r i,r2,o;),

€-1(ri, r 2,<j) =  <5(ri — r 2) +  J  dT3v(TU T3)R{TS,T2,uj). (3.15)
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The response function is given by,

R ( l 3 , T 2, u )  =  J > „ o ( r i K o ( r 2 )  
n

where,

v  -  Uno +  <J +  UJno ~ tS.
(3.16)

Pno( r) =  ($ *  (ra..rN) |p ( r ) |^  (rQ...rw)). (3.17)

| ^ ( r a..rAr)) and | ^ ( r a...r^)) are the exact N-body ground and excited states 

for the system whilst u no =  u n — u Q is the difference between the excited and

ground state energies. p(r) is the density operator. If we assume the electrons to

be point particles then the density operator may be simply written as,

P(r ) =  £ <5(r _ r i)> (3.18)
t

or, in Fourier transform as,

p(q) = X>~,qri, (3 .i9 )
i

where the sum over i runs over all the electronic coordinates.

In section 3.3 we used a result for the inverse dielectric function in q and u  space. 

Equation (3.13) is simply obtained by substituting for the response function into 

equation (3.15) and Fourier transforming. Equation (3.13) is a general result for 

the time ordered response function. In order to calculate it numerically we must 

make some simplifying approximations. First, we assume the exact ground state 

and excited state wavefunctions to be Hartree products of single electron orbitals,

l*?> = ftl*(r«)>
1= 1

l*n> =  l^n(rj)> II l^*(r j)) ' (3-20)

where the |^ j(rj))’s are bound single electron orbitals and \^n(^j)) is an excited 

single electron state. In the Hartree approximation, the only many-body excited

states which can be reached are those with at most a single electron in an excited
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state. Also, in the Hartree approximation, each electron is identifiable, thus, 

choosing the electron to be excited to have a particular radial coordinate, rJ3 and 

noting that the initial and final state wavefunctions are orthogonal we may write 

the matrix element of the density operator as,

Pno{q) =  ($o(ra..rjv)| ^ e ,q‘r<|^ n(ra...rN)>
i= <&>(r)|pql̂n(r)), (3.21)

where pq =  exp(—iq • r).

Thus, substituting this result into equation (3.13) for the inverse dielectric 

function we find that the Hartree inverse dielectric function is given by,

«_1(q i,q 2 ,^ ) =  i5 ( q i - q 2 ) +  i'q1^ ( ^ ( r ) |p q i|^n(r))(V’n(r)|Pq2|0o(r)))
n

X { ------- -------f ---------- ------- f )  • (3.22)L — L J n o  +  1 0  U  +  L J n o  — I d  J

3.4.1 The Local Inverse D ielectric Function

Most calculations assume the inverse dielectric function to be local. This is 

equivalent to simply ignoring the off diagonal elements in €-1 (qi, q2 ,u;). In a 

uniform electron gas this approximation is, of course, exact, as the system is 

translationally invariant.

Taking the diagonal elements of equation (3.22), the local inverse dielectric 

function is found to be,

«_1(q.w) =  l + O q O V ’nOOIP^ofr))!2 !  1 r -  — ------ t} .  (3.23)
n I <j J  —  U Jn o  +  I d  (jJ  ~r COn 0  —  W  )

It is instructive to examine the real and imaginary parts of the above equation 

separately. With the help of the formal identity,

lim — ]—- =  P  =F i7r6(x), (3.24)
s - + o x ± t 6  \ x J  v J '
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we find that the real and the imaginary parts of the inverse dielectric function 

are given by,

# e e -1(q,w) =  l(V>n|p^o)|2 ( }  > (3-25)
n v no J

/m e _1(q,u;) =  |(</>n|p*|0o)|2 {<J(w -  a>no) -  S(u +  a;no)} . (3.26)
n

The real part of e_1(q,o;) describes polarisation processes in phase with the 

external field whilst the imaginary part represents the out of phase part and 

is related to the transfer of energy between parts of the system.

Equations (3.25) and (3.26) can be used to calculate the Hartree inverse 

dielectric function in a number of different systems. We shall begin by outlining 

the derivation in a free electron gas.

3.4.2 Free Electron Gas Calculation of e~l ( q , u )

In the uniform electron gas the electronic wavefunctions are simply plane waves,

I0o(r)) =  exp(tk -r),

IV’n(r)) =  exp(iK -r). (3.27)

Substituting these states into the result for the local inverse dielectric function 

we obtain the result that,

e x(qo;) =  1 +  v q  ^  I f  e  tK r exp(iq • r)etk rdr
K

x ( ---------- ---------- ---------------- ---------- j l . (3.28)
I (J — (Jr , "I" U) 4* LOft — CJjc — 10 J

The radial integral gives a delta function, <5(q +  k  — k), which removes the sum 

over final states, k.  Equation (3.28) is the contribution to the inverse dielectric 

function from a single initial state only. The total inverse dielectric function is
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obtained by summing over all the occupied plane wave initial states in the uniform 

electron gas. We ensure that no unoccupied states are included by multiplying 

the summation term by the Fermi occupation function, nk>

e_1(qa;) =  1 +  vq y ^ n k j -----------  - ---------------- ------------ - 1. (3.29)
k  (  U) +  10 U) ^ k + q  “  H“ W  J

To obtain the standard Lindhard form from equation (3.29) we must change 

summation variables in the first term on the right hand side. We initially replace 

k  by k' =  k + q , then switching between k ’ and -k ’ in the infinite summation and 

remembering that the occupation number and state energies must be independent 

of the sign of the wave vector we can write,

— If \ 1 . ^k+qe (qw) =  l  +  Wq >  ;------ -------------
k CJ +  (Jk+q ~ ^k +  1$

(3.30)

This result is equivalent to the first order expansion of the Lindhard result for 

e(q,u) [9]. In equation (3.30) e-1 (qu;) is identically equal to one unless |k| > k /  

and |k +  q| < k / or |k| < k / and |k + q| < k /. Contributions to the summation 

term only arise from excitations across the Fermi surface.

In equations (3.30) and (3.29) the sum of k  may be replaced by an integral 

d k / (27r)3. The integral in equation (3.29) is actually easiest to perform and may 

be evaluated analytically to produce a result first obtained by Lindhard [43]. The 

Lindhard form is, however, too complex to be of use in most practical situations 

and is therefore usually approximated in some form or other.

One commonly used approximation is the single plasmon pole (SPP) form of 

Hedin and Lundqvist [9],

1 1
r 1(q,a,) =  1 +  ^ L

U) — U)n +  tS LJ + U)a — id
(3.31)

In equation (3.31) ujp is the plasma frequency, given by =  47rn where the 

electron density n =  k^/Sir2 in a uniform electron gas. The plasma oscillation
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frequency at a wave vector q  is denoted by u q. This can be obtained from the real 

part of the Lindhard expression (eqn.(3.29)). In the high frequency limit we can 

expand the real part of equation (3.29) to second order in (o^+q — u q)2/ u 2. This 

gives an expression which may be integrated and compared to the real part of the 

SPP form for e_1 to obtain an expression for u q. Hedin and Lundqvist [9] use a 

q dependent plasmon frequency with a slightly different numerical coefficient for 

the q2 term than that obtained from the Lindhard formula,

At large q, u q approaches the free particle limit of \q2 whilst, in the small 

wavelength limit, u q reduces to up so that equation (3.31) reproduces the familiar 

Drude relation for the optical dielectric function,

r 1((M  =  i +  (3.33)U — (j£

The imaginary part of the SPP inverse dielectric function for positive 

frequencies is modelled using a single delta function. This gives a sharp 

plasmon like absorption for all q but contains no contribution from particle-hole 

excitations. The single plasmon pole form does, however, satisfy the same sum 

rule [9] as the Lindhard inverse dielectric function. Thus, in the single plasmon 

pole approximation we have assumed that all the weight in I  me-1 resides in the 

plasmon excitations. This is strictly true in the long wavelength limit. Also, in 

the small q limit, the real part of the SPP response function and the full Lindhard 

dielectric function are almost identical although at shorter wavelengths the two 

forms begin to diverge.

3.4.3 LDA of an  A verage Single P lasm on  Pole e~l (q,u).

In the local density approximation (LDA) it is assumed that an atomic system 

may be described solely in terms of its electronic density. Each volume element
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of the atom is taken to respond to the total field as if it were part of an infinite

uniform electron gas of the same density. In this way we may apply homogeneous 

electron gas relations locally simply by replacing the constant charge density, n, 

with a radially varying function n(r). Thus, within the LDA, we can calculate

charge density varies radially within that atom.

In the local density approximation both the plasma frequency, up, and u q are 

functions of r. We invoke the usual muffin tin approximation in which the charge 

density is taken to be spherically symmetric. Thus, after spherically averaging 

both the local plasma frequency and the charge density, we find we can write 

the Up in terms of the radial atomic wavefunctions, & (0 ,  “>!(»•) =  £ ,  I'M*-) |2. 

Using this result we can calculate an inverse SPP dielectric function which is 

dependent on q,r and u. Averaging this function over r will then produce an 

LDA calculation of e~1(q,u) directly comparable to the atomic calculation and 

to experiment.

For the imaginary part of c_1(g,a;) we have,

(3.31) for positive frequencies and normalised to unit volume. Then, rewriting 

the delta function using a standard result from Messiah [30],

e~l (q, u)  as a function of r for a particular atom, provided we know how the

Im e  1(g, ĉ )

(3.34)

where we have substituted for l m  e 1(q,ur)  using the imaginary part of equation

(3.35)

it follows that

Im e  l {q,u) = 2ir2 f  ■ 5(r — rq)dr, (3.36)
J u  dr
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where rq is the radius at which the q dependent plasma frequency is equal to the 

frequency of the perturbation, u.  Equation (3.36) gives an expression describing 

e-1 (q, u)  in a system of varying atomic density obtained obtained using the free 

electron gas relations and the LDA. Using an atomic charge density to describe 

up we can directly compare equation (3.36) to a more sophisticated atomic 

calculation and to experiment.

3.4.4 A tom ic C alcu lation  of e~l (q,u)

T h e  Im aginary  P a r t

We wish to calculate the imaginary part of the inverse dielectric function for 

an atomic system which we assume to be initially in the ground state. In this 

case the energy difference between final and initial states, u no, will always be 

positive and hence the second of the delta functions in equation (3.26) will give 

no contribution to Im e~ 1(qu). It is also well known that continuum transitions 

are much more likely than those into bound states [12], thus, in the sum over 

excited states, |̂ >n), we concentrate only on propagating states in the continuum. 

This enables us to replace the sum over final states by an integral over the free 

electron density of states in the usual fashion. We may rewrite equation (3.26) 

as,

/m e - 1(q,w) =  / <&IW'(k,r)|Pql&(r)}|25 (w -  \u0\ -  ifc2)  . (3.37)

Equation (3.37) gives the contribution to the imaginary part of the dielectric 

function from a single initial state. The total imaginary part of the dielectric 

function for a particular atomic system is therefore obtained by summing the 

right hand side of equation (3.37) over all the occupied initial states.

As in the previous chapter, we write the continuum final states as a sum 

of phase-shifted radial solutions to the Schrodinger equation multiplied by the
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relevant spherical harmonics (eqn.(2.5)). This enables us to perform the angular 

part of the k integral in equation (3.37) immediately,

I m e - \ q,w) =  i  £  / 1W/ Vl/m/( r ) |^ |^ ( r )> |2^5(fe ' -  k)ka dk'. (3.38)

In writing the above equation we have taken advantage of the orthogonality 

relation of the spherical harmonics and have again used a standard result from 

Messiah [30] to correctly evaluate the strength of the delta function,

5 (u; -  K |  -  1 * ° )  (3.39)

where, k =  yj2(uj — |ĉ 0|). Then

Jme- 1(q,cj) =  iu qfc (3.40)
iJfWf

To evaluate the matrix element in equation (3.40) we must now consider the

explicit forms of the initial state, |<&(r)), and the density operator, p*.

It is well known that a bound atomic orbital may be written as the product of 

a radial wavefunction and a spherical harmonic. We can also expand the density 

operator, p*, in terms of spherical harmonics using a standard result from Pendry 

[8]. From equation (3.19) we have,

Pq =  exp(«q • r) =  £  4 m Lj L(qr)YLM(q)YZM(r). (3.41)
LM

In this formulation it is more natural to rewrite the sum over occupied atomic 

orbitals as a sum over n0, lQ and m 0 quantum numbers. Then, multiplying by a 

factor of 2 to account for spin degeneracy, it follows that I m e ~ 1(qu;) is given by,

fi47r3fc
Jme- 1(q,u>) =  — 5— £  £  £  £  £  i{L~L,)(R t , ( r ) \ j L { q r ) \ ^ ( r ) )  x

* no l0m0 LM L'M'

.m0 |^i/m/)

YLM(Q)Y[,M,(q). (3.42)
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Again we can simplify the above equation by using a relation from Brink and 

Satchler [29] to write the integrals over the spherical harmonics in terms of 

Wigner-3j coefficients (eqn.(2.21)). Then noting that the Wigner-3j’s may be 

cyclically permuted we can apply the orthogonality relation, equation (2.22). 

Finally the addition theorem [30] may be used to rid equation (3.42) of the 

Yl m {q)'s . Then, as expected, we find the imaginary part of the dielectric function 

to be independent of the direction of polarisation of the perturbation.

Ank
I m e  1(q,u) = 12  IW /(r )lii(9r ) l^ .( I'))l2 x

If L l0 ^
(21 j  + 1)(2£ +  1) (2i0 +  1)

0 0 0
(3.43)

7

This is the contribution to Ime(q,u)  from a single atom consisting of fully 

occupied states only. To calculate the actual atomic imaginary part of e-1 (q, u)  we 

must multiply equation (3.43) by the number of electrons in each atomic orbital, 

n(n0,io)i divided by the number of electrons in a full atomic orbital, 2(210 +  1). 

Then,

2Trk 1 r 2
I m e  1(q,u) =  Y ,  n(n„M \ f  r2Ri,(r)jL(qr)4>iJr)di

9 n0 l0,L,lf U

(21 f  +  1)(2L +  1)
/

If L Iq 

0 0 0

\
(3.44)

As L increases the first maximum in the Bessel function in equation (3.44) 

moves further out from the centre of the atom consequently reducing the 

magnitude of the radial matrix element at high angular momenta. The Wigner 

3-j coefficients also tend to decrease as L increases [29]. Numerically we therefore 

find that the L sum can be converged using a maximum angular momentum of 

20 at the energies investigated. We set the condition of convergence to be that
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the contribution from two subsequent angular momentum states be less than 1% 

of the total contribution to Ime~1(q,u).

T he rea l p a r t

Once the imaginary part of e 1(qv)  has been evaluated it is a simple matter to 

calculate the real part using the Kramers-Kronig relation,

[ db>koI m  ei 1 (<q, u ko) (  ~ ^ k~2 } 
J-Uo {U2 - v l o )

where u)ko =  \ k 2 -1- |cj0|.

3.4.5 T he X -ray A bsorp tion  Coefficient 

Sm all q  L im it O f e_1(qo;)

At low q the frequency and wavevector dependent dielectric function may be

operator may be expanded in a power series. Then, on use of the addition 

theorem, p* becomes,

p* =  exp(zq • r) «  1 +  iqr cos a  =  1 +  iqrPi (cos a)
47r ^

=  1 +  n r -  £  YlM(4)Y'M(f). (3.46)
6 M = - 1

Substituting this expression into equation (3.40) for the imaginary part of 

the dielectric function we can sum over all initial states to obtain the total 

Im e~ 1(q,u}). Then, remembering that the initial and final photoelectron states 

are orthogonal we find,

We have again used the orthogonality relations of the Wigner-3j coefficients and 

the addition theorem for spherical harmonics. As in Chapter 2, the Wigner-3j

related to the X-ray absorption coefficient, p0(^)- In the small q limit the density

\ i m l m e  1(q,u) =  l * k  £  n(n.i.) l(^ / |r|</>i<>>l2(2i/ +  1) . (3.47)
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coefficient in equation (3.47) is only non zero if If =  l0 ±  1. Thus, writing out the 

3j coefficients explicitly we find that the imaginary part of the dielectric function 

is given by,

The q =  0 imaginary part of the dielectric function found within an atomic 

calculation is related to p(u) by,

where c is the speed of light in vacuo. Thus substituting for Im e~ 1(Ocj) from 

equation (3.48) we obtain a result for the absorption coefficient identical to 

equation (2.27).

3.5 R esults

We are now at a stage where the various forms for the inverse dielectric function 

may be evaluated numerically. In this chapter we approximate the atomic 

potential with the sum of the Hartree potential and the Slater X a  exchange. 

In equation (2.1) we approximate Vxc(r)  with V^Q(r) where [36],

in the solid, typically around 25 atomic units. As we are treating free atoms 

we can take the values of the variable parameter, a , in the free electron Slater 

exchange potential from the tabulation of Schwarz [44].

(3.48)

p0{u) =  —I m e  1(0o;), 
c

(3.49)

(3.50)

In the calculation of the dielectric function we deal with free atoms only. We do 

this by extending the muffin tin radii to much larger values than those encountered
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3.5.1 The Small q Limit

The X-ray Absorption Coefficient

Using the various approximations discussed above we can calculate the X-ray 

absorption coefficient in the atomic theory of equation (3.49), accurately and 

efficiently over a wide range of energies and for all atoms in the periodic table. In 

figures 3.2, and 3.3, we show a value for p(u) obtained from the inverse imaginary 

part of the dielectric function plotted against energy. The absorption coefficient 

does not show the complexity expected from a full band structure calculation 

but compares well to the tabulated results of Veigele [45]. Veigele’s tabulations 

consist of experimental data above X-ray energies of IkeV and theoretical results 

calculated using a computationally intensive Hartree-Fock theory below this 

energy.

In figure 3.4 we compare results for the gold M edges which are known to show 

an unusually slow onset. The calculation follows the shape of the experimentally 

measured absorption coefficient [46] reasonably well but slightly overestimates 

the speed of the cut in of the M-edge absorption. To compare with the M-edge 

data from Owens et al directly we have normalised the calculated results to the 

experimental results at 3 keV.

Comparison W ith Free Electron Calculation

Figures 3.2 and 3.3 also show a result for p(u) calculated from the single plasmon 

pole dielectric function within the local density approximation (eqn.(3.36)).

We can see that the average single plasmon pole dielectric function exhibits 

the same overall energy dependence as the atomic calculation but, as we would 

expect, lacks the sharp structure of the atomic calculations at the absorption 

edges. This has a simple physical interpretation: In equation (3.36) there are



Chapter 3 60

10

fi10

104

.210‘

0.1 1 10
photon energy (keV)

Figure 3.2: n(u>) in Baras per atom plotted against energy in keV for silicon. The solid line 

shows the result obtained from an atomic calculation, whilst the dotted line gives the result 

calculated from the average LDA, SPP inverse dielectric function. The diamonds show Veigele’s 

tabulated result [45].

no contributions to the imaginary part of the response function at frequencies 

corresponding to single particle excitation energies, instead each atom absorbs at 

frequencies in a shell where u  is equal to the local q dependent plasma frequency.

We observe a sharp high energy cut off in the SPP dielectric function, beyond 

which the perturbing field cannot excite any response from the electron system. 

The cut off frequency corresponds to the highest accessible local plasmon, ie. the 

point of highest electron density of the atom in question.

For free atoms the single plasmon pole dielectric function does not exhibit a low 

energy cut off for the simple reason that the charge density tends to fall smoothly 

to zero by the edge of the extremely large muffin tins that are used. The atomic 

calculation, on the other hand, does fall sharply to zero below a certain energy. 

At frequencies lower than the binding energy of the most weakly bound state
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Figure 3.3: /x(o>) in Bams per atom plotted against energy in keV for copper. The solid 

line shows the result obtained from an atomic calculation, whilst the dotted line gives the 

result calculated from the average LDA, SPP dielectric function. The diamonds show Veigele’s 

tabulated result [45].

there is not enough energy available to excite any electrons into the continuum, 

and thus, within our approximations, we obtain no contribution to the dielectric 

function.

Overall, the LDA single plasmon pole inverse dielectric function appears to 

give a reasonable approximation to the q =  0 atomic inverse dielectric function, 

except at high energies where the single plasmon pole result underestimates the 

imaginary part of /m e , and hence p(u).
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Figure 3.4: n(u) in Bams per atom plotted against energy in keV for the gold M-edges. 

The dotted line is Veigele’s tabulated result, the diamonds with the dashed line show the 

experimental data [46] whilst the solid line is the calculated result.

3.5.2 q D ependence

In figure 3.5 Im e~1(q,uj) is plotted against q at three separate energies: u  = 

lOeV, u  =  lOOeV and u  — 400eF, for silicon. The solid curves show Im e ~ 1(q, u)  

calculated from the average LDA SPP e”1. These exhibit a sharp cut off at a 

q value where l (qkf)2 +  \qA =  Beyond this q value, the charge density is 

insufficiently large, anywhere in the atom, for a plasmon to be excited.

The points in figure 3.5 show the equivalent results obtained from an atomic 

calculation. These curves exhibit a peak in the same place as the free electron gas 

results, at u  ~  \q2. As we increase u  the peak obviously moves out to a higher 

q. As both the free electron gas calculation and the atomic calculation satisfy 

the same sum rule the areas under the two sets of curves must be equivalent.
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Figure 3.5: Ime~l (q,u>) against q at fixed energy for silicon. The solid lines are calculated 

using the average LDA, SPP inverse dielectric function. The points are the results of the atomic 

calculation. The solid line and the circles are calculated at u — lOeV, the dashed line and the 

triangles at u; = lOOeV and the dotted line and the squares at u — 400eV.

The presence of a peak in Ime~1(q,u) can be deduced if we consider the 

contribution to the inverse dielectric function from each initial state separately. 

In figure 3.6 we show the contribution to Im e~1(q, u) from the copper 4s and the 

copper 3d initial states.

If we take the final states to be entirely free electron like and assume the initial 

state to possess a spherical symmetry then, in equation (3.44) for the imaginary 

dielectric function, the relevant matrix element reduces to,

J (r )ji f (kr )ji s (qr )dr. (3.51)

As the initial states will look something like the Slater form of r n exp(—ar) 

[19], equation (3.51) will obviously have a sharp maximum at q = k where the 

periods of the two spherical Bessel functions match. This effect can be seen in
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Figure 3.6: The contribution to the imaginary part of an atomic inverse dielectric function 

from a single initial state plotted as a function of q at fixed energy. The solid line is at u j  = 20eV, 

the dashed line at u  =  100eV and the dotted line at u j  =  400eV\ The curve on the left shows 

the contribution from the copper 4s orbital, the curve on the right is the contribution from the 

copper 3d orbital.

the left hand curve of figure 3.6 where the contributions to Im e~1(q,uj) from 

an copper 4s state are plotted against q at various final state energies. We can 

see that the maxima occur almost exactly at q — y/2E, at q =  1.2, q =  2.7 and 

q =  5.4 atomic units for E  =  206^, E  =  lOOeV and E  =  400eV.

The high peak contribution to the total imaginary part of the dielectric function 

is greater for the more weakly bound initial states. The muffin tin potential is 

weaker at the outer regions of the muffin tin spheres and so it is in this area 

where the final state becomes most free electron like and hence where there is 

the greatest possibility of the final state and perturbation matching. However, it 

is only the most weakly bound states that are significantly different from zero in 

these regions. The high q contribution from the more tightly bound states tends 

to get killed in comparison.

In the right hand curve of figure 3.6 the contribution to Im e~ l (q,u)  from a 

copper 3d initial state is plotted. The maxima in this function are much less sharp 

than those seen previously and do not occur exactly at q — k. This is because of
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the more complex angular dependence of the initial state. To get the same sort 

of resonance effect we have to match a Bessel function of angular momentum L  

with the final state of angular momentum If = L ± l 0.

3.6 Conclusion

In this chapter we have derived expression for the non-local self energy, E(i*i, T2 , cj) 

and for the Hartree inverse dielectric function. In its local form, E is equivalent 

to an effective complex scattering potential, the imaginary part of which may 

be used to describe losses to the EXAFS. We investigate E using two different 

theories in later chapters.

The self-energy depends on the inverse dielectric function used. We have 

calculated the local Hartree Im e~ 1(q,uj) in an atomic system both directly and 

via a uniform electron gas calculation using the local density approximation. We 

have shown that the result of the atomic calculation may be equated to the X- 

ray absorption coefficient in the limit as q tends to zero. This result will be used 

in Chapter 7. The results obtained for the X-ray absorption coefficient agree 

well with experiment and previous tabulated values [45]. The atomic dielectric 

function is also used in the calculation of the Beni, Lee and Platzman polarisation 

potential (Chapter 5), although in a non-local form.

The LDA, single plasmon pole Ime~1(q,u) is used in the Hedin-Lundqvist 

calculation of the self-energy. We have shown that this form of the inverse 

dielectric function exhibits the same overall energy dependence as the atomic 

form for Ime~l {q,u) but does not have the same sharp features at the single 

particle excitation energies. The SPP dielectric function also underestimates the 

screening at high u  and at high q because of the artificial cut off of Ira  e_1 in this 

theory, at the point where the charge density in the atom reaches a maximum.
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An Investigation of the Hedin-Lundqvist 

Exchange and Correlation Potential

In this chapter we investigate the Hedin-Lundqvist [9] (HL) form of the exchange 

and correlation potential. This potential was first applied to EXAFS calculations 

within the local density approximation by Lee and Beni [10] and is the potential 

most commonly used today, for example in the Daresbury program EXCURV98 

[14] and the equivalent American program, FEFF [47].

We begin by outlining the derivation of the HL potential from the general form 

of the self-energy discussed in Chapter 3. We show the the Slater X a  potential 

[36] and the Dirac-Hara exchange potential [48, 49] can be obtained as special 

cases of the real part of the HL potential. The imaginary part of the HL potential 

is also calculated.

The main part of the chapter is concerned with the losses to the EXAFS 

produced by the HL potential. This potential was designed to model only the 

extrinsic losses to the photoelectron beam, making no provision for the intrinsic 

losses. When data fitting using this potential one should therefore need to use a 

value of si of about 0.7, equivalent to the values used in the original method of 

EXAFS analysis (eqn.(1.3)). This is found not to be the case [33]. In this chapter 

we calculate the losses generated by the HL potential using the theory discussed

66
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in Chapter 2 and compare them to the historically used EXAFS loss factors: the 

amplitude reduction factor, sj, and a mean free path term, exp(—2rjVpi/k) (see 

Chapter 1).

4.1 C alcu la tion  of th e  P o ten tia l

4.1.1 T he Self-Energy

We start from the random phase approximation for the electron self-energy 

defined in the previous chapter. Hedin and Lundqvist [9] derive an expression 

for the self-energy in a uniform electron gas of density n. Lee and Beni [10] then 

generalise this result to systems of varying charge density, such as atoms and 

molecules, using the local density approximation (LDA).

It is easiest to apply the uniform electron gas relations to equation (3.11). In 

the uniform electron gas the electronic wavefunctions are plane waves and all the 

properties of the system must be translationally invariant. In equation (3.11) the 

self-energy and G0 are therefore functions of ri — r2 only. Then, taking the local 

form of the inverse dielectric function and Fourier transforming we have that,

£(fc,w) = -^ 4  /  1 (q, wr)G0{k ~ q,<̂  ~ u/)du/dq. (4.1)

Where G0(k, u j )  is the Hartree Green function in Fourier transform,

G0(k,u)  =  (u -  Ek +  i6sign(Ek -  E / ) )~ \  (4.2)

and E j  is the Fermi energy.

As in Chapter 3, we can perform the integral above using contours. Closing 

contours in the lower half plane we obtain a contribution from the pole in G0 

from occupied states only and a contribution from a pole in the inverse dielectric 

function. To obtain the Hedin-Lundqvist result for the self-energy we must use
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k t  \ k2f — k2
= — -  * +  -h; ;— 1°97r [ 2kkf

(4.4)

the single plasmon pole form for the inverse dielectric function (eqn.(3.31)). Then,

£(fc,u>) =  J  d q |n k_qtiq£_1(q,o) -  £ k- q) -  ^ ^ G 0(k -  q,w -  u>,)J ,

(4.3)

Where rik_q is the occupancy of the state with wavevector k  — q. If we ignore 

the screening, ie. take c-1(g,cj) =  1 in equation (4.1), we remove the 2nd term 

from the equation above and £  reduces to the Hartree Fock exchange potential 

in the uniform electron gas,

£ H F ( k ) =  J  nk_qvq dq

kj  +  k 
kj — k

When applied under the local density approximation, in which the Fermi 

wavevector becomes position dependent, equation (4.4) gives the Dirac-Hara 

[48, 49] approximation to the exchange potential. This is another potential which 

is commonly used in EXAFS calculations. The Dirac-Hara self-energy is known to 

give good photoelectron phase-shifts [50, 51] but, as it is an entirely real potential, 

it obviously does not account for inelastic scattering events in the same way as 

the HL potential. The Dirac-Hara potential is also closely related to the Slater 

X a  exchange (eqn.(3.50)). Taking k = kf  in the above equation we obtain the 

Kohn-Sham approximation to the X a  exchange which is equivalent to setting 

a  = |  in equation (3.50). We can also obtain an average free electron exchange 

potential by summing equation (4.4) over all occupied states and then dividing 

by the total number of electrons,

Vxa{k) =  W ) h i  I  nkE^ (fc)rfk

-  -I(v) - K t )1- <«>
The integral has been performed with the help of the computational mathematics 

software, Maple, n is the number of electrons per unit volume and we have
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assumed the system to be non-magnetic and have therefore treated opposite spins

equivalently. Equation (4.5) is simply the X a  exchange with a value of a  =  1.

In this chapter we are mostly concerned with the inelastic scatterings of the

photoelectron. These are described by the imaginary part of equation (4.3),
2

Jra£(fc, uj) =  J  ^  [nk- q6(Ek- q -  uj -  u q)

-(1  -  rik_q)<5(Ek_q - u  + ujq)\ dq. (4.6)

Within the single plasmon pole approximation we can see that we obtain 

contributions to the imaginary part of the electron self-energy from two types 

of process. The 2nd term in equation (4.6) describes the absorption of electrons 

of frequency u j  from the system. Electrons with initial energy u  drop into an 

empty state of wavevector k  — q resulting in the emission of a plasmon of energy 

u q .  The first term in equation (4.6) adds electrons of frequency u j  into the system. 

Electrons initially in a state of energy Ek_q absorb a plasmon and are excited 

into the electronic state of frequency u j .

4.1.2 T he  E xchange an d  C orre la tion  P o te n tia l w ith in  th e  LDA

The relation for the electron self-energy given above applies within an electron 

gas of uniform density. We may, however, modify this result so that it applies to 

real, inhomogeneous, materials by using the local density approximation. In this 

approximation the assumed constant density is replaced by a spatially varying 

function. As the electronic density, and hence the total potential, vary with r 

the kinetic energy at the Fermi level, \ h 2, must also vary radially so that the 

thermodynamic Fermi energy, Ef remains constant. Then,

±k}(r) = V0( r ) + E f  + X, (4.7)

where V0(r) is the electronic potential and £  is the electron self-energy. In order 

to avoid self consistency problems we follow Lee and Beni [10] and assume that the
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self-energy is small compared to V0(r) so that we may neglect E in the equation 

above. The energy of the incident electron, u , will also vary locally. If we take 

the electron to have an energy E{ far from the scattering potential then,

«  =  \ k 2(r) =  Et -  E f  + \ k 2{r)

= Et + V0(r). (4.8)

As both k  and uj  vary with position in the local density approximation we may 

write the electron self-energy as a function of r, and Ei , the energy of the electron 

far from the scattering potential,

E(Jfc,to) -»• E (fc(r), ifc2(r)) -*• V{r,E,).  (4.9)

In this case the self-energy reduces to a one body, r-dependent potential, the 

exchange and correlation potential.

By substituting u j  — E ^ q as u j ’ =  kqx — \q2 where x is the angle between 

wavevectors q and k we may write the real part of the self-energy from equation

(4.3) as,

i  i  i  'VR(r,El) = ~  j  | n k_, 1 + P

2u)q \ U J '  —  UJq  U j ' +  UJq

UJ2 1 )
— —-—   \dqdx. (4-10)

2uq U J' -  U J q )

The Fermi occupation factor, rik-q limits the dx integral from X\ to 1 where,

•^1 =  I  Q ^  Qmin

=  2 ^  ^ f )  Qrnin ^  Q Qmax

—  1 q  >  Qmaxt ( 4 .1 1 )

where qmin =  k — kf  and qmax = k + kf  and x\ is always greater than —1 provided 

that E {  >  E f .  Where X\ =  1 we obtain a zero contribution from the x integral. 

This effectively limits the range of the q integral from qmin to qmax■
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The x  integral above may be performed analytically for all values of q. We 

can evaluate the q integral analytically in the large q limit if we replace u q by 

its asymptotic value of u q =  \q2. We therefore choose to split the q integral 

into two regions. Below qc we perform the q integral numerically whilst above qc 

we approximate u)q and work analytically. We then obtain the real part of the 

exchange and correlation potential as,

(:\q2 +  iJq +  kq)2 +  S2
£») — — —  | 2/ i  H-Wp I 2  +  I 3  +  J

dq 
2kqu,+  / :  2& z io s

Qc dq 
2kquiq °g 

( \q2 -U)g + kqx 1)2 4- 82
(\q2 - u q -  kq)2 +  82 

\ . (4.12)
(\q2 + u q + kqx 1)2 +  52

Where 5 is an infinitesimal used to avoid numerical divergences in the integrands. 

We choose the cut-off wavevector qc to be a multiple of the plasma frequency, up. 

A  value of appears to give satisfactory results. The results for / l3 J2 and

Is are somewhat complex. They axe listed in appendix A.

As r  —> 0 the electronic potential, VQ(r) becomes very large thus, from equations 

(4.7) and (4.8) we can see that, k(r) must be very large and approximately 

equal in magnitude to kf(r).  Then, ignoring all the terms proportional to 1/A;(r) 

in equation (4.12) we find that the HL result for the exchange and correlation 

potential looks very similar to the Slater exchange (Xa) potential close in towards 

the atomic nucleus,

VB(r,£;i) =  - — • (4-13)7r

Equation (4.13) is obviously just the Kohn-Sham approximation to the X a  

exchange.

We evaluate the imaginary part of the self-energy in a similar fashion starting 

from equation (4.6). The Fermi occupation function, 7ik_q, limits the x  integral
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from X\ to 1 whilst the factor (1 — rik-q) limits the integral from —1 to Xi, then,

™  *> -  3  / £ { £ • ( * -  * 5 * )  *  - 1 : 1 (* - * £ * )  ■■
(4.14)

For photoelectrons with energy Ei greater than the thermodynamic Fermi energy, 

Ej  only the second term contributes and hence,

The imaginary part of the exchange and correlation potential is only non zero 

for electrons with energies greater than that needed to excite a local plasmon, 

Ei — Ef  > lj q. Below this energy the incident electrons are not energetic enough 

to excite a plasmon and so, in the single plasmon pole approximation, inelastic 

scattering events are impossible.

Using equations (4.12) and (4.15) we can calculate the real and imaginary parts 

of the exchange and correlation potential as a function of r. In the next section 

of this chapter we compare the real parts of the HL potential to the Dirac-Hara 

potential (equation(4.4)) and the free electron Slater exchange (equation(3.50)). 

We also investigate the magnitude of the inelastic scattering events modelled by 

the imaginary part of the self-energy. We use Vj(r, Ei) to calculate the losses 

to the EXAFS signal accounted for in this formalism and compare these to 

experimental data.

4.2 Results

In this chapter we wish to investigate the HL potential for materials in the solid 

state. We therefore take the muffin tin radii to be appropriately small. By 

doing this we may compare directly with most EXAFS measurements and with 

previous work. Also the HL potential should be more accurate for systems of 

high electronic density.
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4.2.1 The HL Potential

In the figure below we plot the real and imaginary parts of the HL potential 

against r for Bromine at various photoelectron energies. These curves can be 

compared to the original results produced by Lee and Beni [10].
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Figure 4.1: The real and imaginary parts of the HL potential plotted against r for Bromine 

at various energies. The left hand curve shows rV«(r) at k =  8  a.u.s (dot-dash curve), at k — 4 

a.u.s (dotted curve) and at k =  0.5 a.u.s (solid line). The Slater X Q exchange with a  =  0.8 is 

shown for comparison (dashed curve). The right hand graph shows rVjr(r) at k =  7a.u.s (solid 

line), k =  5 a.u.s (short dashed line) and k = 3 a.u.s (long dashed line).

The real part of the exchange and correlation potential decreases with 

increasing energy. This is reasonable. A fast moving photoelectron will have 

much less chance of interacting with the bound electrons than a low energy 

photoelectron. At low energies and at small r the real part of the HL potential 

looks like the Slater X a  exchange as expected. The real and imaginary parts to 

the potential are discontinuous at the edges of the muffin tin spheres where we 

have truncated the atomic density.

The imaginary part of the HL potential is zero at small r. In this region of 

high electronic density the incident photoelectron is insufficiently energetic to 

excite a plasmon. As soon as the density falls sufficiently for plasmons to be
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excited Vj cuts in almost immediately to its maximum value. At larger incident 

photoelectron energies Vj obviously cuts in at lower radii, however, for large Ei 

the imaginary part of the potential is generally smaller in the outer regions of the 

atomic muffin tins.
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Figure 4.2: The imaginary part of the HL potential in Hartrees, at k = 8 atomic units. 

Calculated for silicon (solid line), copper (dotted line) and silver (dashed line).

Figure 4.2 shows the imaginary part of the HL potential calculated for three 

elements: silicon, copper and silver. The imaginary part of the HL potential 

looks very similar for these very different elements. The electron mean free paths 

for these elements will therefore also be very similar as has  long been assumed 

experimentally. The radius at which the HL potential cuts in moves slightly 

outward as we go up in atomic number. This is because the electron density 

is larger close to the nucleus for elements with higher atomic numbers. The 

corresponding plasmon excitation frequency is therefore higher and so we have to 

move further out from the centre of the atom before it becomes possible to excite
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a plasmon with a photoelectron of given energy.

In figure 4.3 we compare the Slater X a  exchange to the real part of the 

HL potential and the energy-dependent Hara exchange potential calculated for 

copper. The curve on the left gives the comparison at a photoelectron wavevector 

of k = 0.5 atomic units whilst the graph on the right is at k =  8 a.u.s.
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Figure 4.3: Comparison between the Dirac-Hara potential (solid line), the HL potential (short 

dashed line) and the Slater exchange with a  =  0.8 (long dashed line) at fc = 0.5 atomic units 

(left hand graph) and k = 8  atomic units (right hand graph). Calculated for copper.

At low photoelectron energies all three potentials look reasonably similar. As 

we move to higher energies the Dirac-Hara and HL potentials decrease reflecting 

the fact that high energy electrons will ’’see” less of the atomic potential. The 

Slater X a  potential is on the other hand, energy independent. The Dirac-Hara 

potential falls off faster than real part of the HL potential with energy. In the 

outer regions of the atom, where the electron density is lower and the screening 

less important, the Dirac-Hara potential appears too small. We know that the 

HL potential gives good results for the EXAFS, it is the potential used in both 

the Daresbury EXAFS code [14] and its American equivalent [47]. However, the 

Dirac-Hara potential also gives good phase-shifts for EXAFS purposes [50]. In
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fact Chou et al [51] state that the Dirac-Hara is better than the corresponding 

real part to the HL potential. EXAFS calculations mostly deal with high 

photoelectron energies. At these energies the scattering from the atomic core 

dominates and the details of the atomic potential in the low electron density 

regions at the edges of the muffin tins becomes less important.

4.2.2 The Average Potential

3 rTrnt oVAva{k) =  —  I Vj{r, k)r dr. (4.16)
rmf Jo

We can calculate the average imaginary part of the HL potential simply from,

,3  mt

In figure 4.4 we plot the average imaginary part of the potential against k for 

copper. The imaginary part of the potential has an average value of approximately 

4.6eV over most of the range of energy appropriate to EXAFS data analysis. This 

is close to the canonical value of 4eV generally used to account for the extrinsic 

losses in LEED calculations for example [8]. The average imaginary part of the 

HL potential is also very similar for all atoms. This is a consequence of describing 

the atoms as shells of varying electron density.

Figure 4.4 also shows that the average potential falls off with increasing photon 

energy above the edge. This can also be deduced from equation (4.15). We only 

obtain a contribution from the delta function if,

< x. (4.17)

Taking the limit of high photoelectron energy so that k becomes very large and 

1k2 »  up we find that we will always obtain a contribution from the delta 

function provided that q < k and q > up/k. Then, at high k,
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Figure 4.4: The average imaginary part of the HL potential plotted as a function of k for 

copper.

where, to a first approximation, we have approximated u q with its low q limit 

below qc and with its high q limit of \q2 above qc. We can see that equation 

(4.18) for Vj will obviously go to zero as k becomes very large. Vj only models 

the extrinsic photoelectron scatterings and therefore this is correct.

4.2.3 The Isolated Atom

In Chapter 2 we calculated expressions which described the flux loss from the 

elastic photoelectron beam as the photoelectron propagated through a single 

muffin tin. In figure 4.5 we compare the results obtained to first and second 

order (eqn.(2.33) and eqn.(2.37)). In this figure, and the rest of the chapter we 

treat events following a K-edge photoionisation. In this way we need only consider 

the If = 1 final state.

The second order calculation can be used to give an estimate of the errors
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Figure 4.5: The loss of flux from the elastic photoelectron beam from an isolated atom 

calculated for copper. The solid line shows the result of the 1st order expression (eqn.(2.33)), 

the dashed line shows the result of the second order expression (eqn.(2.37)).

involved in the first order expression for the EXAFS amplitude which we shall 

examine in the next section. Over most of the energy range plotted in figure 

4.5 the results of the two calculations differ by approximately 2%. To a first 

approximation we can ignore inelastic events at the scattering atom and write the 

EXAFS amplitude to first order as being proportional to 1 — 2k{R\Vj\R). This 

would give results from the EXAFS amplitudes differing by about 5% between 

the first and second order calculations. This error is much smaller than the error 

associated with the amplitude fitting parameters used in EXAFS data analysis. 

We must also bear in mind that including higher order terms in the second order 

calculation would bring the curve down toward the first order result because of 

the opposing signs of the most important terms in each additional order.

In Chapter 2 we stated that the radial matrix element (Ri\Vj\Xi) in equation 

(2.58) was small in comparison to the phase-shifts, 5t. In figure 4.6 we plot
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Figure 4.6: The matrix element (Ri\Vi\Xi) divided by the phase-shift Si at I =  0 (solid line), 

1 =  1 (dashed line) and 1 =  2 (dotted line).

(Ri\Vj\Xi)/Si against energy from k = 0 to 9 atomic units. We can see that for 

most of the energy range investigated (Ri\Vj\Xi) is much less than 1% of the 

phase-shifts. The neglect of this term in the calculation of the EXAFS amplitude 

(eqn.(2.59)) is therefore valid.

4.2.4 EXAFS Am plitudes

In figure 4.7 we plot the calculated EXAFS amplitude for copper (solid line) 

alongside the contribution to the EXAFS losses from inelastic processes at the 

central atom (dashed line) and from the inelastic processes at the scattering atom 

(dotted line).

To obtain the set of data denoted by diamonds in figure 4.7 we have examined 

the amplitudes of the EXAFS signals calculated using the HL and X a  potentials 

respectively. EXCURV98 was used to calculate an EXAFS spectra for copper foil
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Figure 4.7: Calculated EXAFS amplitude for copper. The solid line shows the total result. 

The dashed line gives the contribution from the central atom muffin tin whilst the dotted 

line gives the contribution from the scattering atom. The diamonds are calculated using the 

Daresbury program EXCURV98.

using the HL potential. We refined the fit using the first shell only so that we 

could easily obtain the relevant path lengths for the electron mean free path losses. 

The refined fit gave a nearest neighbour distance of r\ = 2.541 ±  0.006A, a 1st 

shell coordination number of ni =  11.3 ±  1.5, a Fermi energy of Ef  =  —13.2 ±0.8 

and a Debye-Waller factor of a\ =  0.016 ±  0.002. These parameters were then 

used as input to recalculate the spectra using the real X a  potential. The spectra 

calculated using the X a  exchange is much larger than the best fit HL spectra as 

it includes none of the losses to the photoelectron beam from inelastic scattering.

The ratio of the peak heights can be used as an approximation to the losses 

given by the imaginary part of the HL potential. This data is shown by the 

diamonds in figure 4.7. The results from the 1st order calculation and the 

diamonds differ by an average of ~  8% over the whole energy range. This gives
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another measure of the uncertainty in the 1st order calculation. It is smaller than 

the comparable uncertainty in the EXAFS fitting parameters.

In figures 4.8, 4.9, and 4.10 we plot the EXAFS amplitude as a function of 

photoelectron wavevector in atomic units.
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Figure 4.8: Calculated and best fit EXAFS reduction factors plotted against photoelectron 

wavevector for silicon. The black line gives the calculated result, the solid band shows the 

extent of the error in the best fit EXAFS amplitude.

The EXAFS amplitude is calculated using equation (2.59) for three elements: 

silicon, copper and silver. This is then compared to known values of the empirical 

parameters, s2(fc) and e_2r' /A(A:), fitted using the real X-alpha potential for the 

three elements with the data analysis program EXCURV98. The best fit values 

of si and an effective, constant, imaginary potential, Vpj, were found to be [52] 

si =  0.72 ±  0.1 for silicon, s2 =  0.70 ±  0.1 for copper, and s2 =  0.67 ±  0.15 for 

silver. The VPj values used were: -4 .0eV ±0.2eV for silicon, —4.0eV±0.2eV  for 

copper and — 6.3eT±0.2eV for silver where the quoted uncertainties are 2o errors. 

The amplitude mean free path term is calculated from the constant imaginary
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potential, Vpj, using the standard relation X(k) =  k/Vpi. In the figures the solid 

band shows the product of the fitted vales of s20 and e~2r̂ x^  within the limit of 

experim ental error whilst the black line gives the calculated EXAFS amplitude 

(eqn.(2.59)). Below a k of about 2 atomic units the historically used EXAFS 

reduction parameters exhibit unphysical behaviour. Using a constant imaginary 

part to  the potential we obtain a zero mean free path at low k and hence an 

EXAFS amplitude of zero. This is obviously incorrect as, below, the minimum 

electron excitation energy in the system there cannot be any inelastic scatterings 

and hence the EXAFS amplitudes should be one.
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F ig u r e  4 .9 : Calculated and best fit EXAFS reduction factors plotted against photoelectron 

wavevector for copper. The black line gives the calculated result, the solid band shows the 

extent of the error in the best fit EXAFS amplitude.

A t low X-ray energies above the edge the calculated amplitude is unity. This 

is correct. At low energies the photoelectron is insufficiently energetic to excite a 

plasmon anywhere in the atomic muffin tin. The energy at which the amplitude 

begins to  deviate from unity corresponds to the plasmon frequency in the region of
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F igure 4.10: Calculated and best fit EXAFS reduction factors plotted against photoelectron 

wave vector for silver. The black line gives the calculated result, the solid band shows the extent 

of the error in the best fit EXAFS amplitude.

low electronic density toward the edge of the muffin tin. In an atomic calculation 

this cut-in energy would be that of the most weakly bound atomic orbital. The 

rapid cut-in of the amplitude reduction is a feature of the HL potential. This 

occurs because the majority of the imaginary part of the HL potential comes 

from the region of almost constant electronic density toward the edge of the 

muffin tin spheres.

At high k the HL potential overestimates the EXAFS amplitudes. The HL 

potential models the extrinsic loss effects and so, like the mean free path term 

it will disappear at high energies. From Figures 4.8, 4.9 and 4.10 it is clear that 

the calculated amplitudes are still increasing at k =  8 a.u.s. The HL potential 

itself varies as 1/A: at large k, and, as the radial wavefunctions, Ri(kr), are also 

proportional to 1/A; at high energies, the EXAFS amplitudes given by the HL 

potential will obviously tend to unity. However, using the sudden approximation
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we can show that the intrinsic loss parameter, and hence the total amplitude 

reduction, should tend to a constant value of about 0.7 at high photoelectron 

energies (see Chapter 6). This is because the HL potential does not include a 

contribution from the core hole.

The losses obtained from the HL potential agree reasonably well with the total 

reduction given by the semi-empirical reduction parameters. The HL potential 

must therefore overestimate the losses produced by the mean free path effects 

alone. Over the range of a typical EXAFS spectrum, 2 to 7 atomic units, 

the calculated reduction parameters lie within the error range of the best fit 

experimental data. The correlation between the calculations and the fitted 

empirical parameters can be measured in this region using the R-factor,

R  =  Z \ A ">‘ - .A ^ y \  x ioo%. (4.19)
22 |Aexpt|

We find R  =  4.9% for silicon, R  =  6.5% for copper, and R  =  10.4% for silver. 

These uncertainties axe much lower than those observed in the best fit parameters 

for the various elements: 15.5% for silicon, 16.1% for copper and 24.4% for silver, 

which suggests that the reduction given by the HL potential is equivalent to that 

produced by the semi-empirical reduction parameters.

EXCURV98 was also used to fit values for the adjustable parameter, s20, 

using the HL potential. We found values of 5̂ (A:) =  0.92 ±  0.10 for silicon, 

sl(k) =  1.05 ±  0.05 for copper and sl(k) =  1.02 ±  0.05 for silver. These values 

are all consistent with unity which suggests that additional amplitude fitting 

parameters should not be used when data fitting using the HL potential. It 

would appear that the HL potential gives extremely good results for EXAFS 

calculations, albeit accidentally.

Fitting the amplitude reduction parameter for a number of elements we obtain 

the points shown in figure 4.11. These points exhibit some scatter but are
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Figure 4.11: The amplitude reduction factor obtained by fitting EXAFS spectra using the HL 

potential with the Daxesbury program EXCURV98. Plotted as a function of atomic number.

generally much larger than the values of which we would expect to obtain 

using the X a  potential and a mean free path term. We therefore conclude that 

the HL potential significantly overestimates the extrinsic losses to the EXAFS 

amplitude. Empirically, the HL potential includes some of the contribution from 

the intrinsic loss events.

To summarise, the HL potential was designed to model the extrinsic loss 

effects. However, using equation (2.59) or the Daresbury program EXCURV98 we 

find tha t the imaginary part of the HL potential significantly overestimates the 

losses produced by the extrinsic effects alone. Instead it seems to, qualitatively, 

reproduce the total losses to the EXAFS amplitude even though the average 

imaginary part is consistent with the constant potential of —4eV obtained from 

LEED experiments. The reason for this is the shape of the imaginary part of 

the HL potential. The average value would correctly account for the extrinsic
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losses, however, the HL potential emphasises the middle and outer regions of the 

muffin tin as opposed to the region near to the nucleus where r2Ri(r) is small 

anyway and therefore overestimates the losses. This can be immediately seen 

from a calculation of the energy-dependent mean free path obtained from the HL 

potential.
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Figure 4.12: The energy-dependent mean free path in atomic units plotted against k in 

atomic units for aluminium. The solid line is that obtained from the imaginary part of the HL 

potential. The dashed line is calculated from the average imaginary part of the HL potential, 

the dotted line is that given by a constant imaginary potential of —4eV and the diamonds are 
data reproduced from Penn [53].

In figure 4.12 we plot the mean free paths for aluminium obtained from three 

different calculations and compare to data reproduced from Penn [53]. In an 

isolated atom the loss of photoelectron flux is related to the mean free path by 

exp(—rmt/ \ ( k ) )  where A is the relevant mean free path for flux. Equating this 

expression to equation (2.33) for the flux loss caused by the imaginary part of 

the HL potential we can immediately obtain an expression for the mean free path
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given by the HL potential,

A H L , { k )  ~  i  7Z   / 7 - T i t / i t-> \  \  ‘ (4.20)HLK ’ lo g ( l  +  A:<J*|VHJ*» v '

In terms of a constant imaginary potential the flux mean free path can be written

*(*) =  s fc -
In figure 4.12 we can see that the HL potential gives a mean free path that 

is much shorter than that found experimentally. The average part of the HL 

potential, however, reproduces the experimental results to much better accuracy 

and gives magnitudes for the mean free path comparable to those obtained from 

a constant imaginary potential of -4eV. The mean free path for both the HL 

potential and the average HL potential goes to infinity below the minimum 

plasmon excitation energy where no inelastic scattering events are possible.

To emphasise this result, the radially dependent HL potential is incorrect. It 

predicts values for the mean free path which are much too small. The average 

HL potential, on the other hand, gives values which agree tolerably well with 

experiment. It is the constant density, r independent, imaginary part of the HL 

potential (equivalent to the average HL potential) that, for example, Rehr et al 

[5] have claimed to give good agreement with the experimentally found mean free 

paths.

4.3 Conclusion

In this chapter we have outlined the derivation of the Hedin-Lundqvist exchange 

and correlation potential commonly used for EXAFS calculations. The real and 

imaginary parts of the potential have been calculated within the local density 

approximation for a number of different elements. The losses to the EXAFS 

given by the imaginary part of the potential were then examined using the method 

described in Chapter 2.
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We find that the HL potential overestimates the losses to the EXAFS due to the 

finite photoelectron mean free path alone. However, it happens to give excellent 

agreement with the total experimental losses in the energy range of most EXAFS 

data analysis.

Empirically the HL potential seems to account for all of the losses to the 

EXAFS amplitudes. It should therefore not be necessary to use the amplitude 

fitting parameters s20 and Vpi when data fitting using this potential. However 

the HL potential is ’’merely a phenomenological model that happens to work 

for the EXAFS” [25], by no means does it rigorously describe all the processes 

contributing to the inelastic scattering of the photoelectron. Effectively the HL 

potential underestimates the mean free path of the photoelectron leading to some 

ad hoc inclusion of the intrinsic effects. It is therefore possible that some further 

fitting of the amplitude using the variable parameters will be necessary when 

using the HL potential for EXAFS calculations.
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An Investigation of the Beni, Lee and Platzman 

Polarisation Potential

In the previous chapter we have shown that the HL potential, whilst giving 

reasonable agreement with EXAFS experiment, significantly overestimates the 

extrinsic photoelectron losses that it was designed to model. This may be 

because the HL potential does not include single electron excitations except by 

an appropriate weighting of the plasmons. The excitations of core levels and 

relatively localised states, such as the noble metal d-bands, will, however, exhibit 

atom-like behaviour. Thus modelling these excitations as plasmons will not, in 

general, be appropriate.

In 1976 Beni, Lee and Platzman (BLP) [17] derived a complex energy- 

dependent potential (the polarisation potential) which explicitly includes the one 

electron excitations although it neglects the plasmon excitations. This potential 

was used to calculate the scattering from the copper d-band and appeared to give 

reasonable results. In this chapter we investigate the BLP form of the polarisation 

potential without the simplifying approximations used by Beni, Lee and Platzman 

in an attem pt to see if it will correct for the failings with the Hedin-Lundqvist 

form and if it may be considered as a viable alternative thereof.

BLP [17] derive their form for the polarisation potential by examining the

89
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atomic scattering factor, /(ry). In the first Born approximation the atomic 

scattering factor is simply the Fourier transform of an effective scattering 

potential. However, f(rj) summed to all orders of scattering may also be evaluated 

in terms of the exact many-body wavefunctions of the system and the coulomb 

interaction potential. BLP obtain their form for the polarisation potential by 

equating the two results for f(rf). This method is explained in more detail 

in appendix B, however, in this chapter we show that the BLP form for the 

potential may also be derived using the GW formalism discussed in Chapter 3. By 

developing the polarisation potential via this method we can see why the potential 

describes correlation effects but does not include the electronic exchange, as stated 

by Lee and Beni [10].

We must start from the general form for the non-local self-energy derived in 

Chapter 3 (eqn.(3.14)). First we Fourier transform this result into energy and 

momentum space,

E (kj,k/,a;) =  y^e- *ki'r ie“*k/'r2E (ri,r2 ,a;)dridr2. (5.1)

As we are again interested only in elastic scattering we chose the initial and final 

state photoelectron wavevectors to be k* and k /  with |k/|= |ki| and k / —k* =  rj. To 

obtain the BLP potential we must evaluate the density operator matrix elements 

Pno(q) within the Hartree approximation using bound atomic orbitals as the initial 

states, and continuum wavefunctions, ^„(r), for the final states as in Chapter 3. 

Finally, we need to approximate G(r i , r 2,<J -  uJno) as G0(km,o; — uno), the free 

electron Greens function, ie. the photoelectron states in the Greens function 

must be assumed to be plane waves. This immediately removes the dynamically 

screened exchange term from the result for the self-energy. As we are dealing with 

an atomic system (the Cu 3d orbital) there are no occupied plane wave states and 

thus the sum over occupied states in equation (3.14) will not contribute to the
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final result. We are therefore left with a complex scattering potential containing 

only the contribution from the coulomb hole. This describes the electron-electron 

correlation. Thus, from equation (3.14), we have,

Efki.k/.w ) =  /  dr1dr2dq1dq2<£kme‘(qi-k'+km)rie*(q2-k'+km>r:!

Y ' Pm>(qi)Pno(q2) /g 2 )
n 2 ^no i w

where wno =■ u n —u 0 and we have removed the sum over initial states because we 

are only dealing with a single copper 3d orbital. Ideally we should sum over the 

initial states of all the electrons available to scatter the incoming photoelectron. 

Beni, Lee and Platzman, however, only calculate the contribution to /2 from the 

3d orbital in copper arguing that the scattering from this weakly bound state will 

dominate over that from the more deeply bound core orbitals.

The r i  and r2 integrals in equation (5.2) simply give 27r3<5(km — k* — q) and 

27r3<5(q2 — rj +  q) respectively. To obtain the standard form for the polarisation 

potential we have written q  =  —qi. Then, assuming the initial photoelectron 

energy, far from the atom, to be a; =  we find that,

E fn  I* * )  =  - 1  [  dQ T  I e‘q,r 1 V’nX ^n I e,(,|- q)-r | <j>0)
'  2 7T y q \ ' q * \ q - T , \ * ( q *  + 2 qkix  + 2 u no- i 8 y  ( J

We have written x  =  cos 0, where 9 is the angle between the wavevectors k* 

and q. As f(rj) =  ^ £ (* 7, \ ) equation (5.3) gives an identical result to that 

produced by BLP. Equation (5.3) is therefore simply the Fourier transform of an 

effective complex scattering potential. This potential may be added to the Hartree 

potential to give a one-body approximation to the full interaction potential. 

Intuitively we would expect the polarisation potential to be more physically 

accurate than the equivalent HL form for the potential. The BLP form explicitly 

includes one electron excitations from bound states into the continuum because 

of its inclusion of the atomic single electron form of the inverse dielectric function
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(eqn.(3.22)). The BLP potential also includes inelastic effects because, whenever 

an inelastic scattering channel opens up at u  — \ k ‘̂n—cjno, the energy denominator 

in equation (5.2) goes to zero and we obtain an imaginary contribution to the 

scattering factor.

5.1 Calculation of the Polarisation Potential

We can now use equation (5.3) to evaluate an r dependent polarisation potential 

without the simplifying approximations used by Beni, Lee and Platzman.

In their original paper, BLP calculate the second Born approximation to 

the scattering factor, and hence the polarisation potential, using a spherically 

symmetric initial state for the copper 3d electrons and orthogonalised plane 

waves for the continuum final state wavefunctions. For the sake of computational 

efficiency they also split the range of the q integral, replacing the integrand in 

equation (5.3) with approximate forms valid in the limits of q rj and q^> rj.

We calculate £ (77, |/ct2) using full Clementi wavefunctions for the initial 3d state 

and exact numerical results for the final state wavefunctions. We are also able 

to perform the integrals in equation (5.3) without approximating the integrand. 

However, because we wish to calculate the polarisation potential for copper metal, 

we encounter a problem in that the copper 3d orbital extends beyond the edge of 

the atomic muffin tin sphere. We deal with this problem in a fashion suggested by 

Pendry [8]. We assume that the influence of the neighbouring atoms is to push 

the overlapping wavefunction back inside its own muffin tin sphere. Although 

a particular muffin tin may lose charge because its own functions overlap the 

muffin tin boundary it will also gain charge from the overlap of wavefunctions from 

neighbouring atoms. This is taken into account by truncating the 3d wavefunction 

at the muffin tin boundary and increasing its amplitude within to give the correct



Chapter 5 93

number of electrons in the level.

Equation (5.3) can be immediately Fourier transformed into r space. We change 

variable from rf to k  =  q — tj, then, rewriting the sum over final states as an 

integral over the free electron density of states, we find that,

z (, i m  -  <m>

where kn is the wavevector of the excited state ipn and we have summed over 

the contribution from each of the degenerate m 0 initial states. The continuum 

wavefunctions are defined as in equation (2.5) so that the angular parts of the 

kn integral may be easily performed. Then, expanding the exponentials in the 

matrix elements in an angular momentum sum (eqn.(3.41)), and replacing the r  

dependent initial states with <f>i0(r)Yiomo{r), we may write,

l , 2x _ 4 v V r dqdkkldkne<k- ^ rYLM(q)YL,M,(k) , ,
 ̂ 2 ~  h  J  q2 k 2 (q2 + 2 qkiX +  2 wno —15)

m j  ,m 0 L ' ,M '

x (<t>,0 \ jL'(kr")\R,,) J  dr'YimYLMYlcmo f  dr»YUmJ L,M,Ylm. (5.5)

The angular integrals are identical to those encountered in Chapters 2 and 3. 

They may be expressed in terms of the Wigner-3j coefficients [29]. Within the 

muffin tin approximation we are also only interested in spherically symmetric 

potentials, thus, expanding the remaining exponentials and averaging E(r, |Af) 

over the directions of r, we have,

w  1,2\ 2 f  k*dkndqdkdx  .
(r’ 2 =

X (Rif 13L(qr')\<t>i0)(<f>i0 \ j L(kr")\R if ), (5.6)

where u n =  \ k \  and,

A i f ,i0,L =  (2J/ +  l)(2 /0 +  1)(2L +  1)
( \ 2 

I f  lo £

y 0 0 Oy
(5.7)
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The dx integral in equation (5.6) may be written as,

dx I q2 + 2u)no 4- 2qkif 1 ________ dx  _  1q
7-i q2 +  2 u no + 2 qkiX -  i6  °S | q2 +  2 uno -  2qki

r l
+  Z7t j  dxS(q2 +  2uno +  2qkix). (5.8)

The dk integral in equation (5.6) may also be performed analytically. We 

can use the relation, j^kr)  =  ( ^ ) *  JL+i{kr) to express the integral over the 

spherical Bessel functions in terms of the hypergeometric function, 2 1̂ [54],

j f  h ( k r ) j L{kr')dk = * J  ~ JL+L(kr)JL+i(kr')dk

7r ( r r ') L+2 f 1 nT « 4r r '  ) , .

"  2 (rr')5  2 (r + r')2i+1(£ + 5 ) I + 2 ’( + + ; (r + r ')2 J ' ( }

This expression may be simplified using a standard result for 2F\ taken from 

’Formulas and Theorems for the Special Functions of Mathematical Physics’ [55],

2 Fi(a,a + i ;  2a + 1; z2) =  22a[l +  (1 -  z2)*]-2“. (5.10)
z

We obtain different results for the integral over the spherical Bessel functions 

depending on whether r  or r' is the larger.

/  j l(kr) j i(kr ')dk  =  , }i(r,r'),  (5.11)
J» 4 {L + 2 )

where,

h (r , r ' )  =  i  r > r '

=  ( 5 ) L 7̂ r » >r .  (5.12)

We can now substitute relations (5.8) and (5.11) into equation (5.6) to obtain the 

final results for the real and imaginary parts of the BLP polarisation potential. 

Multiplying by a factor of two to account for spin degeneracy in our (presumed
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q2 +  k 2 +  2 1 cj0 +2 qki
q2 -f- 2 k% +  2 1 u 0 | - 2 qk

full) copper d-band we have,

S  J f f  f  * « l o g

X iL(9»'){-Ri/l/i.(r .» '') |^ 0>(^Ji£ ,(gr")|iJi/ ) (5.13)

and,

V((r, f̂c,2) =  ~  Y ,  r  dq /  "** dxk^ L q̂r^ Rlt I / i ( r >r ') I '̂o>
^ ^ i/,L +  2 ) 9min 1

x (̂ Zo |jLfar") l#i/M (fcn -  ( -2  |cj0| -Q2 ~  2 qkix)*) , (5.14)

where,

qmin =  k  -  ( k$  -  2  \ u 0 \ ) i

Qmax =  h  +  ( k 2 ~  2  \ u 0 \)*

/r —  I 15')
Xmax “  2 ki qki b)

We have written the real part of E(r, \ k 2) as Vr and the imaginary part as Vj. 

These results can be made more general by summing over all of the n 0 and lQ 

initial states and multiplying by the fractional occupancy of each state.

5.2 The Average Self-Energy

Beni, Lee and Platzman calculate a quantity they define as the imaginary part 

of the electron self-energy from the 2nd Bom correction to the atomic scattering 

factor,

JraE  =  27r iV /im /2(C)), (5.16)

where TV/ is the ion density. This result is, in fact, just the self-energy at 

17 =  0 averaged over the volume of the solid. This is equal to the average value 

of the imaginary part of the r-dependent polarisation potential and is closely
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related to the imaginary part of the local inverse dielectric function (eqn.(3.23)). 

Substituting for r) =  0 into equation (5.3) we have,

T i n  I t *  -  - -  I -  1 7 v

’ 2 * tt J q4 (q2 +  2 qkiX +  2 u no — 16 )'

Thus,

I m  E(0, = -  J  dq^j £  I (t/'n I e,q r  14>u) |2 <5(2wno +  ? 2 +  2gfcix), (5.18)

where the delta function is given by,

6(2ujno +  q2 +  2 ^ )  =  -;^-<S(fcn ~  (“ 2 I I  ~Q2 ~ 2qkix)*). (5.19)
2 K n

Equation (2.5) may again be used to substitute for the continuum wavefunctions. 

Then, rewriting the sum over excited states as an integral over the density of 

states and summing over the degenerate m 0 levels of the initial 3d state we can 

easily perform the angular integrals in the same manner as in the previous section. 

We find that,

1  «    . fQ m ax f X m a x  j r  _

Im S (0 ,-k f )  =  £  I I d x ~ 3  K-Ri/(fcr)U i(9 r )l<M r )>l a L,i,l,
L,l 9min * Q

(5.20)

where k =  (—2 |u;j| —q2 —2 qkix)i and the limits of the integrals are given by results 

(5.15). Comparing this result to equation (3.44) we can see that the average value 

of the polarisation potential may may expressed simply in terms of the imaginary 

part of the dielectric function,

1  o  1  /*9m a *  t x m a x  1  o
7mE(0, - k 2) =  —  /  /  I m e ^ ( q , - - q 2 -  qk{x)dxdq. (5.21)

2  7T J q m in  J - 1 2

The limits of the integrations are such that —\q 2 — qh x  > 0. In order that 

we may compare our results directly with BLP we have taken Im e^(q ,u j )  to 

be the contribution to the imaginary part of the dielectric function from the 3d 

orbitals only. As we have already evaluated Im e ~ 1 (q, uj) for a number of cases we
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Figure 5.1: The average imaginary part of the polarisation potential in Hartrees as a function 

of incident photoelectron wavevector, where cu =

may easily calculate 7mE(0, \k f )  as a function of the momentum of the incident 

photoelectron. This is plotted in figure 5.1.

The average value of the imaginary part of the polarisation potential varies 

slowly with energy over the range of incident photoelectron momenta appropriate 

to the EXAFS. The average imaginary potential is zero for photoelectrons 

of energy less than the binding energy of the copper 3d state, as, in this 

approximation, no secondary electron excitations are possible below this energy. 

7raE(0, peaks at a value of approximately 3.8eV. This is comparable in 

size to the results obtained by BLP and agrees reasonably well with the -4 e V  

magnitude for the constant imaginary part of the potential assumed in most 

LEED calculations.
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5.3 R esults

We can now calculate numerical results for the real and imaginary parts of the 

polarisation potential using equations (5.13) and (5.14). The details of the 

calculation are much the same as in Chapter 3. The copper 3d orbitals axe 

again approximated by the Roothaan-Hartree-Fock states tabulated by Clementi 

and Roetti [26] and the regular solutions to the Schrodinger equation, Rif (kr), 

are calculated using the Runga-Kutta routine described in Chapter 2. The 

calculations are performed within the muffin tin approximation of Loucks where 

we have assumed the spherical potential to be the sum of the Hartree potential and 

the Slater exchange. As we are treating copper metal rather than copper atoms 

we cannot use the values of the free electron exchange parameter, a, tabulated 

by Schwarz [44]. Instead we set a  by examining full band structure calculations. 

This procedure is detailed later.

5.3.1 T he Imaginary Part

We begin by calculating the imaginary part of the BLP polarisation potential. 

The integrals are performed using a simple trapezium rule routine on a linear 

grid where the point density may be increased until the integrals have converged. 

The sum over plane wave angular momenta is converged as in the calculation 

of e~l (q,u). This introduces an error of ~  ±1.0% into the final results for the 

polarisation potential.

We find that our results for the imaginary part of the polarisation potential 

depend critically on the details of the muffin tin potential and the magnitude of 

the Fermi energy. The calculation of V/(r, \k%) is much more sensitive to the final 

state phase-shifts, and hence the d-band occupancy, than was the calculation of 

e-1 (g,u;). The muffin tin potential can be altered by varying the parameter a  in
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the Slater exchange potential (eqn.(3.50)).
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Figure 5.2: The imaginary part of the polarisation potential in Hartrees as a function of r 

plotted at fct =  2 atomic units for a range of values of the Slater exchange parameter, a  =  0 

(solid curve), a  =  0.25 (circles), a = 0.5 (dot-dash line), a  =  0.75 (diamonds) and a  =  1.0 

(dashed line).

In figure 5.2 we plot Vj against r  for a range of values of a  at ki =  2 atomic 

units with a Fermi energy of zero. The potential varies over approximately a full 

order of magnitude, which is clearly unacceptable. To calculate Vj accurately 

we should first find the real part of the polarisation potential using some self 

consistent calculation then use Vr  to calculate the phase-shifts needed to evaluate 

the imaginary part of the potential. This is, however, a time consuming and 

computationally intensive procedure. We therefore attempt to approximate the 

effects of exchange and correlation using the Slater exchange potential with 

definite, fixed, values of a  and Ej.  We set the Slater exchange parameter and the 

Fermi energy by using the Friedel sum rule to calculate the d-band occupancy
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in terms of the final state phase-shifts. We first fix a  so that the centre of the 

d-band is at an energy which agrees with band structure calculations, then set 

E j  to obtain the correct occupancy.

Friedel Sum Rule

To make use of the Friedel sum rule we consider the atom interacting with the 

X-ray photon to be an impurity added to the free electron continuum. The charge 

on this impurity must be normalised by extra electrons within a finite distance in 

such a way that the chemical Fermi energy remains unchanged at large distances 

from the impurity. This leads to an additional density of states in the region of 

the central atom [39],

A N (E )  = l ' £ ( 2 l + l ) ^ .  (5.22)

The number of electrons in a certain I state is then obtained by integrating 

equation (5.22) and adding the number already present in the free electron density 

of states,

N (E )  = l ' £ ( 2 l  + l)5l + ^ V E i ,  (5.23)

where V  is the atomic volume. For the copper 3d band the impurity states 

dominate over the continuum states but the presence of the continuum states 

is much more important in jellium-like metals such as Aluminium. We can use 

equation (5.23) to calculate the d-band occupancy from the final state phase- 

shifts by setting 1 = 2. For copper, where the impurity states dominate the free 

electron states, we will obtain a full d-band at energies where 6 2  ~  tt.

In the left hand graph of figure 5.3 we plot 6 2 (E) against energy for a  =  1.0,0.75 

and 0.5. We obtain an atomic-like d-band with a  = 1.0. This has zero width 

and is completely bound, a  =  0.75 gives a d-band of narrow but finite width 

(~  0.1 Hartrees). To fill the d-band given by this value of the Slater exchange
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Figure 5.3: copper d phase-shifts as a function of energy. In the graph on the left the dotted 

line is calculated with the Slater exchange parameter, a = 0.25, the dot-dash line with a  =  0.5, 

the solid line with a  =  0.75 and the dashed line with a  = 1.0. The graph on the right shows 

the d phase-shifts on an expanded scale calculated with a =  0.79 (solid line), a =  0.80 (dotted 

line) a  =  0.78 (dashed line).

parameter we would need to set E f  above 0.4 Hartrees as it is not until this value 

that 8 2  reaches its maximum value. W ith values of a  < 0.5 we obtain extremely 

broad d-bands. From figure 5.3 we can immediately see why the magnitude of the 

imaginary part of the potential varies with a  as it does. By setting a  =  0.5, for 

example, we allow the possibility of resonant transitions into unoccupied d-states 

in the continuum. As there is consequently a high probability of the bound 

electrons being excited by the photoelectron there must be a correspondingly 

large imaginary part to the scattering potential.

The right hand plot of figure 5.3 shows the I =  2 phase-shifts against energy 

on an expanded scale. Full band structure calculations reproduced by Harrison 

[56] show the centre of the copper d-band to be at 0.252 Hartrees. By examining 

the phase-shifts we can clearly see that we need to set a  ~  0.79 to obtain this.

The d-band in copper is occupied up to the Fermi energy, E f . For copper metal
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Figure 5.4: Occupancy of the 

copper d-band plotted against 

energy with a  = 0.79. The 

horizontal solid line marks n(E) =

9.5 whilst the vertical solid line is 

at E =  0.268 Hartrees.

0 0.1 0.2 03  0.4 03  0.6
E (Hartrees)

the electron configuration will not be exactly as it would in a free atom (3d104s1) 

but will probably have a character more like 3d9 54s1-5. We must therefore set 

the Fermi energy so that filling the d-band up to E f  results in an occupancy of 

~  9.5 electrons. In figure 5.4 we plot the number of electrons calculated from 

equation (5.23) against the energy. A Fermi energy of E f  =  0.268 Hartrees 

(7.3eV) must be used to obtain the correct occupancy. Schwarz [44] records a 

value of a  = 0.706 for a free atom of copper. Using this value of a  we would 

need to set E f  to an unfeasibly high level in order to obtain the correct d-band 

occupancy. Figure 5.4 also shows why the calculation is so sensitive to the value 

chosen for the Fermi energy. Varying E f  by & few eV’s results in large changes to 

the d-band occupancy. This in turn greatly effects the probability of exciting a 

secondary electron, especially for low energy photoelectrons, where the majority 

of the energetically possible excitations would be into the low lying d states if 

these were unoccupied.
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Num erical R esults

Using the fixed values of a  and E f  we can now calculate the imaginary part of 

the polarisation potential for the copper d-band. In figure 5.5 we plot Vj(r, \ k f )  

against r  for a range of incident photoelectron energies. We obtain magnitudes
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for the imaginary part of the potential which are very similar to BLP’s. However, 

the energy dependence is not the same and the variation with r is slightly different 

in that the BLP polarisation potential falls off faster in the outer regions of the 

muffin tin spheres. These slight differences are not surprising. Both the energy 

dependence and r dependence of the potential vary significantly with both a  and 

E f .  Also we would expect the different final states used by BLP to affect the 

shape of the potential.

>
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1.50 0.5 21
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Figure 5.5: The imaginary part of the polarisation potential in Hartrees plotted against r at 

ki =  2 (solid line), =  4 (dashed line) and fc, =  6  atomic units (dotted line).

As we increase the energy of the incident photoelectron the imaginary part 

of the potential decreases. This is as we would expect. An extremely energetic 

photoelectron incident on a scattering atom will not significantly interact with the 

electrons in that atom. There is therefore little probability of secondary electron 

excitation and correspondingly only a small imaginary part to the polarisation
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potential for high energy photoelectrons.

The potentials shown in figure 5.5 are much larger than the corresponding 

Hedin-Lundqvist potentials calculated in chapter 4, thus the imaginary part of the 

polarisation potential will give EXAFS amplitudes which are much smaller than 

those observed experimentally. The flux of the elastically scattered photoelectron 

wave will be almost completely killed by the BLP form for Vj. As V/ is large 

we cannot use the first order expansion described in Chapter 4 to calculate 

the EXAFS amplitudes directly, but we can use the second order expansion 

(eqn.(2.37)) to examine the loss of flux of the photoelectron wave in the presence 

of an isolated atom. In figure 5.6 we plot the photoelectron flux normalised 

to unity from equation (2.37) against the incident photoelectron wavevector in 

atomic units. The flux is much smaller than in the presence of the imaginary 

part of the HL potential (fig. 4.5).

0.8

0.6

0.4
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3 62 51 4 87
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Figure 5.6: The loss of flux from the elastic photoelectron beam for an isolated copper atom 

calculated as a function of incident wavenumber in atomic units.
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We can use this result to obtain a crude estimate to the EXAFS amplitudes. 

If we assume that the photoelectron may only be scattered inelastically at the 

central atom then the EXAFS amplitude is given b y l  — 2 x ( l  — flux loss). This 

simple approximation underestimates the losses given by Vj but still gives EXAFS 

amplitudes much smaller then those observed experimentally. The Beni, Lee and 

Platzman polarisation potential therefore greatly overestimates the strength of 

the imaginary part of the potential.

Setting a  and Ef  from physical considerations obviously does not lead to 

physically acceptable results for the imaginary part of the polarisation potential. 

However the form of the calculation is such that we may fix the Fermi energy 

and the Slater exchange parameter to obtain V/’s of approximately the correct 

magnitude, but only if we know what that magnitude should be before hand. 

This is obviously not an acceptable situation. To improve the calculation of V/ 

we would therefore have to use some self-consistent procedure for which the real 

part of the polarisation potential would first have to be calculated.

5.3.2 The Real Part

We can evaluate the real part of the polarisation potential using equation (5.13). 

This calculation is slightly more complex than the corresponding computation of 

the imaginary part of the potential. We have to be careful when performing the 

kn integral because of the logarithmic divergence in the integrand, also, we cannot 

integrate with respect to q or kn over the full range of the integration, but must 

truncate the integral at some point. As the integrand falls off uniformly as both 

kn and q become much larger than ki the integral may be safely truncated once 

a point has been reached where the magnitude of the integrand is so small that 

it no longer contributes to equation (5.13). Empirically we find that this point 

is reached once kn and q are greater than about 5ki. The logarithmic divergence
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in the integrand is also easily dealt with. We use the NAG routine D01ALF to 

perform the kn integral in the region of the singularity.

3i-T 
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Figure 5.7: The real part of the polarisation potential in Hartrees as a function of r plotted at 

ki = 2 atomic units for a range of values of the Slater exchange parameter, a  =  0 (solid curve), 

a  =  0.25 (circles), a  =  0.5 (dot-dash line), a  =  0.75 (diamonds) and a — 1.0 (dashed line).

In figure 5.7 we plot the calculated real part of the polarisation potential against 

r for a range of values of a  at an incident photoelectron wavevector of 2 atomic 

units. Again, the calculated potential varies significantly with the Slater exchange 

parameter and hence with the details of the band structure.

As in the calculation of Vj we set a  and E f  to give the correct d-band occupancy. 

This will give us the best obtainable real part to the polarisation potential without 

the use of a self consistent calculation.

Figure 5.8 shows V«(r, | k?) at k{ =  2,4 and 6 atomic units. We find that the 

magnitudes of the real part of the potential are similar to those calculated by
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Figure 5.8: The real part of the polarisation potential in Hartrees as a function of r plotted 

at ki =  2 atomic units (solid curve), ki — A (dashed curve) and ki =  6  atomic units (dotted 

curve), calculated with a =  0.79.

Beni, Lee and Platzman. In the left hand graph of figure 5.9 we compare the 

real part of the HL potential with the sum of the Slater exchange potential and 

the polarisation potential at ki =  2 and 6 atomic units. We have assumed that 

the best approximation to the real part of the exchange and correlation potential 

within the BLP formalism, is given by Vxc{r, \k1) — Vxct(r) +  Vr(t*, \kf) .  The 

Hedin-Lundqvist and BLP forms for Vxc  exhibit similar energy and r dependence. 

The BLP potential is, however, much stronger, especially close into the nucleus. 

In figure 5.9 we show the phase-shifts calculated using a muffin tin potential of 

Vh {t) +  Vxc(r, | ) (where VH is the Hartree potential). These exhibit similar 

behaviour to those calculated using Vn(r) +  V*Q(r) because, as we can see from 

figure 5.8 the energy-dependent polarisation potential is merely a small correction
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to the Slater exchange.
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Figure 5.9: The graph on the left shows a comparison between the real part of the HL 

potential (lines) and the sum of the Slater exchange potential and the real part of the BLP 

polarisation (lines with circles) potential. rV (r) in atomic units is plotted against r in atomic 

units at ki =  2  (solid line and solid line with circles) and ki =  6  (dotted line and dotted line 

with circles). The graph on the right shows the I =  2 phase-shift calculated as a function of 

photoelectron energy using a muffin tin potential of Vxc — Vxai?) + Vh(r, |fc?) (solid line) 

and Vxc — Vxa (dashed line).

5.3.3 A  Self-Consistent Calculation

In theory it should now be possible to calculate the real part of the polarisation 

potential self-consistently. We can add the calculated Vr’s to the sum of the 

Hartree and Slater exchange potentials to create a new muffin tin potential. This 

is then used to calculate a new set of phase-shifts which in turn can be used to 

evaluate a new set of polarisation potentials. The procedure is then continued 

until the calculated potential has converged. This calculation, however, becomes 

progressively more difficult for each iteration. To calculate the polarisation 

potential at ki = 2 atomic units after one iteration we must first calculate the 

zeroth order BLP potential up to a photoelectron energy of ki =  10 atomic units.
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To calculate the same potential after two iterations we would need to calculate the 

zeroth order Vjt(r, up to ki = 50 atomic units (an energy of ~  1400 eV) and 

the 1st order potential up to ki =  10 etc. At such high energies the calculation 

of the numerical final states becomes problematical. The calculations are also 

too time consuming to be of practical use in EXAFS data analysis problems as 

the calculation of the real part of the polarisation potential at a single initial 

photoelectron energy takes about two and a half minutes. However, as Vr (t, | k f ) 

is small compared to Vr  +  Vxa we shall attem pt to use the zeroth order results 

for VR to  calculate new results for the imaginary part of the potential.
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Figure 5.10: First order calculation of the imaginary part of the polarisation potential in 

Hartrees plotted as a function of r at ki =  2 (solid line), fc* = 4 (dashed line) and ki =  6 (dotted 

line) atomic units.

To obtain the correct band structure using a muffin tin potential of VJy(r) +  

Vxair) +  Vft(r, \ k f )  we must set a  =  0.79 and Ef  =  0.272 Hartrees (7.4eV).
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Figure 5.11: The magnitude of the photoelectron flux as the photoelectron propagates through 

an isolated m uffin tin as a function of incident wavevector in atomic units. The flux is calculated 

from the imaginary part of the polarisation potential using the 2nd order result (eqn. (2.37)).

Figure 5.10 shows V/(r, at hi = 2,4 and 6 atomic units. The magnitudes 

of Vi are smaller than were found previously but are still much larger than the 

corresponding values of the Hedin-Lundqvist potential. In figure 5.11 we plot 

the flux of a photoelectron wave scattered by an isolated muffin tin potential 

against the incident photoelectron energy. The flux is again smaller than we 

would expect physically and would lead to EXAFS amplitudes much smaller 

than those observed experimentally. It is possible that higher iterations of the 

self-consistent calculation of the BLP potential would lead to better results for 

Vi, however, because of the limitations of the computer program we were not able 

to test this.
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5.4 Conclusion

In this chapter we have investigated the BLP form of the polarisation potential. 

By developing the potential via the GW approximation we were able to show 

that the potential does not account for exchange effects but merely approximates 

the electron-electron correlation. Intuitively we would expect the potential to 

describe the inelastic scattering of localised states like the copper d bands more 

accurately than the Hedin-Lundqvist potential because it explicitly includes one 

electron excitations. However, this was not found to be the case.

In calculating the complex, energy-dependent potential we were able to 

avoid many of the simplifying approximations originally used by Beni, Lee 

and Platzman. We discovered that the results for the imaginary part of the 

potential are extremely dependent on the values used for the Slater exchange 

parameter, a , and the Fermi energy. This is because the possibility of secondary 

electron excitations is greatly affected by the number of d-band states in the 

continuum. We found that setting a  and Ef  to give the best approximation to 

the band structure did not lead to physically acceptable results for V/(r, \k f) .  

The BLP form for the polarisation potential greatly overestimates the strength 

of the inelastic scattering and hence significantly underestimates the EXAFS 

amplitudes.

The real part of the polarisation potential was also calculated. VR(r, ^kf) was 

discovered to be small in comparison to the Slater exchange potential and gave 

only a small correction to the phase-shifts. A fully self-consistent calculation of 

the real part of the BLP potential was found to be computationally infeasible 

but the zeroth order Vr’s were used to recalculate the results for Vj. The first 

order imaginary potentials were found to be physically more acceptable than the 

previous results but still lead to EXAFS amplitudes much smaller than observed
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experimentally.

In conclusion we find that the BLP form for the polarisation potential is 

completely unsuitable for EXAFS calculations. It is possible to fix the variable 

parameters, a  and E f  to give an imaginary part to the potential of the required 

magnitude but only by using a prior knowledge of that magnitude. Setting a  

and E f  using physical constraints does not lead to acceptable values of Vj and, 

whilst a self-consistent calculation of V j  would appear to lead to better results it 

is far too time consuming to be of any practical use in EXAFS calculations. The 

BLP potential therefore does not give a good description of the extrinsic inelastic 

scattering of the EXAFS photoelectron.
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The Core hole - Photoelectron System in the  

Sudden Approximation

In this chapter we calculate the amplitude reduction factor of equation 

(1.3), and hence the probability of secondary electron excitation, following a 

photoabsorption event. We examine the limit of high photoelectron energy, the 

so called sudden limit [18], where the time-dependent, core hole - photoelectron 

system is greatly simplified. In this limit the photoelectron leaves the atom 

instantaneously and the passive electrons in the atom (those not interacting 

with the X-ray photon) experience a sudden change in potential corresponding 

to the appearance of the core hole. This change in potential may be modelled 

very simply using Slater’s rules [19]. In this fashion it is a simple m atter to 

evaluate the secondary excitation probabilities, and hence s20, for all edges of all 

elements. The values of the amplitude reduction factor obtained are compared to 

experiment. We also calculate the probability of exciting any secondary electron 

into a bound or continuum state following the photoabsorption. The continuum 

excitation probabilities will be needed in the following chapter. The calculation 

of the amplitude reduction factor is repeated using tight binding, rather than 

atomic, initial states. In this way we can determine the chemical dependence of 

the amplitude reduction factor, s20.

113
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The probability of secondary electron excitation has been studied extensively 

within the sudden approximation. However, not to our knowledge, for all 

elements from an EXAFS perspective. Shake-off intensities have been calculated 

in the sudden limit by, for example, Aberg [57], Carlson [11, 58] and Dyall [59] 

using wavefunctions varying in complexity from single electron states to multi- 

configuration Hartree Fock states. Carlson [11] examines the shake probabilities 

for 15 elements across the periodic table following Beta decay in which the 

nuclear charge is suddenly increased by one. This has been suggested as an 

approximation for the core hole created during EXAFS, however it is a crude 

one. Electrons in the same shell or in orbitals inside the photoelectron initial state 

will obviously see much less of an effect from the photoionisation than electrons 

in more weakly bound shells. Using Slaters recipe we can model the effect of 

the core hole following a photoionisation from any edge more accurately than 

with the Beta decay Z + l approximation. In the sudden approximation the shake 

probabilities are given by the monopole matrix elements between the passive 

electron eigenstates in the presence and the absence of the core hole. Most of the 

computational effort in the studies mentioned goes into solving for the perturbed 

passive electron eigenstates (the initial states are well tabulated). By applying 

Slater’s rules to model the effect of the core hole, however, the calculation of the 

relaxed atomic orbitals becomes trivial.

6.1 The Am plitude Reduction Factor

Standard, one electron, EXAFS theory (see for example equation (1.3)) includes 

an amplitude reduction factor, s^(w), that allows for processes that contribute 

to the X-ray absorption coefficient, //(a;), but not to the EXAFS. The need for 

this factor is ascribed to the possibility of multiple electron excitations at the
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absorbing atom. sl(u)  is almost always treated as a free parameter to be fixed by 

reference to a standard sample [60], and is an important factor in the experimental 

determination of coordination numbers. In this process it is implicitly assumed 

that its value is independent of the chemical environment of the absorbing atom. 

To calculate s20 theoretically we need to move beyond a strictly one electron theory 

and consider the behaviour, not only of the photoelectron, but also of the other, 

passive, electrons in the absorbing atom.

When an atom absorbs an X-ray photon, a photoelectron and a hole in a deep 

core state are produced. The core hole - photoelectron system corresponds to a 

time-dependent change in potential which is, in general, extremely complex. To 

simplify matters we invoke the sudden approximation in which the photoelectron 

leaves the atom immediately and the passive electrons relax instantaneously. 

Within this approximation the passive electrons experience an abrupt change 

in Hamiltonian, thus there is a possibility that they too may be excited into the 

continuum giving rise to a multiple electron excitation.

As in section 1.3.1 we argue that multiple electron excitations, whilst obviously 

contributing to the X-ray absorption coefficient, do not in general contribute 

to the EXAFS. When two, or more, electrons are excited into the continuum 

the possible range of energies of each is continuous, subject only to the overall 

energy conservation. Photoelectrons with a host of different energies and hence 

wavevectors are produced and any interference effects tend to cancel out. Thus, 

the only case which contributes to the EXAFS is the one in which none of 

the passive electrons are excited. As the multiple electron excitation events 

contribute to the total absorption coefficient, but not to the fine structure then, 

from equation (1.1), the net result is a diminution in the EXAFS amplitude.

Transitions into unoccupied bound states, so called shake up events are also 

possible. As we discussed in section 1.3.1 these processes will contribute to the



Chapter 6 116

EXAFS but, as we shall see later in this chapter (sec. 6.3.2) are much less 

probable than the transitions into the continuum and are therefore neglected.

6.2 The EXAFS Function

The EXAFS spectrum is defined in equation (1.1) in terms of the X-ray absorption 

coefficient, by subtracting a smoothly varying background from the total 

absorption and dividing by the average absorption at each energy. Conventionally 

EXAFS is treated using a strictly one electron formalism. As in chapter 1 we can 

use Fermi’s golden rule to examine the contributions to the absorption coefficient 

for any given absorption edge,

MscH ~  £  1(1 +  \e • r\<j)0 )\2 S(u -  |a;0| -  u;*), (6.1)
k

where the function Zi accounts for the backscattering from nearest neighbours 

and contains the fine structure. This is defined in equation (2.49). Zj takes on 

a different value for each of the two angular momentum final states which may 

contribute to the matrix element above. The possible final states, ^*(r), are 

degenerate with energy u>k = w — |<̂ 0|, is the initial one-electron eigenstate 

of the photoelectron at energy u 0 and (c • r) is the dipole operator. The smooth 

background to which the EXAFS is normalised corresponds physically to the 

absorption due to an isolated atom. This exhibits no fine structure and therefore 

can be written as in equation (6.1) but without the fine structure term, Z/. Then, 

using the result that (ipk\t • r|<̂ »0) is real, we can see from equation (1.1) that the 

EXAFS function in a single electron theory is given by Xse =  2 Re(Zi), to first 

order in Z\.

To calculate the amplitude reduction factor we must include many-body 

processes. If we define the exact N  electron initial and final state wavefunctions
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as and *8^, we can write the many-body absorption coefficient as,

-  £  K*?l X >  ^ I ^ ) l 2̂  -  \Eo\ -  En), (6.2)
n j

where the dipole operator includes all electrons, the sum is over all possible final 

states and E 0 and En refer to the many-electron system energies. We now assume 

that the wavefunction may be factored into a Hartree product of single electron 

wavefunctions, an approximation that is more accurate at high photoelectron 

energies where the exchange between the photoelectron and the other electrons 

may be neglected. Using the Hartree form, we can immediately separate out the 

contribution of any given edge. If we also invoke the sudden approximation the 

initial and final states will become N electron eigenfunctions of different atomic 

potentials. Then, considering, for example, the K-edge we write,

t a M  = E  KV’nle • -  \E0\ -  En), (6.3)
n

where a dash denotes that the eigenfunction is of the perturbed atomic potential, 

the states $ o ~ l and are products of the N-l passive electron wavefunctions, 

<j>c is the Is orbital and ipn describes the excited photoelectron.

As we only obtain contributions to the fine structure when none of the passive 

electrons are excited, the total absorption can be considered to be made up of two 

parts, a part which contributes to the fine structure, where only the photoelectron 

is excited, and a second part where one or more of the passive electrons are excited 

in addition to the photoelectron. The second part does not add to the EXAFS. 

The only final state which contributes to the fine structure is therefore,

j H - l  =  J N - 1  =  J J  ^ (pj)| (6 4)
t

where ^ 0N ~ 1 is the equivalent initial state under the perturbed atomic potential, 

<fo(r)' are perturbed single electron eigenfunctions and the product is over all
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N  — 1 passive electrons. We can separate this term out from the sum over final 

states in equation (6.3) to give,

=  5 Z  K 1 +  Z)tyh\e '  r | 0 e ) | S | ( ® J r - 1 | * ,/ r - 1 } |2 £ ( «  ~  K I  -  W k)
k

+  E l( lM «  • -  \E0\ -  En)
n

=  2Re(Z)M(<S>?-'\*'0N- 1)\2

+  £  |<^n|£ ■ r l ^ P K * " - 1!* '* -1)!2̂  -  \E0\ -  En), (6.5)
n

where, for the K-edge, we only obtain a contribution from one of the I dependent 

Z  terms. The 1st term on the left hand side of equation (6.5) is the only one 

that contains any oscillatory structure, this is the contribution to the many-body 

absorption coefficient from excitations involving only one electron. The 2nd term 

in the equation above is related to the X-ray absorption coefficient,

£  |^ „ |€ T 0 c) |2|( $ ^ - 1| < Ar- 1>|25(a;—|£ 0|-£ ;n) =  £  A£„),
n n

(6.6)

where A E n is the difference in energy between the initial and final N-l electron 

states. For the sudden approximation to be valid uj must be large. Also, the 

majority of the contribution to the matrix element, ($ ^ - 1|\I'^Nr-1), comes from 

low energy secondary electron final states. Experimentally this can be seen from 

primary photoelectron energy spectra where most of the photoelectrons leave the 

atom with an energy not far removed from Uk = u  — \uc\ (see, for example figure 

7.10). We therefore take u  »  AEn so that p(u — (AE )n) «  p(u;). Then, in 

equation (6.6) we may use the completeness relation, £ n so

that equation (6.5) becomes,

Mml,M  =  2 i? e ( Z ) |( ^ -1|< w- l)|2Mo(W) +  fi0{u). (6.7)

We have found that the contribution of the fine structure to the many-body 

absorption coefficient is less than that in the one electron theory. Thus, because
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of the normalisation to the average absorption at each energy, the many-body 

EXAFS function will be reduced.

Following the usual definition of the normalised EXAFS function we find,

Xm* =

=  $oXse j (6*8)

where,

s2o = = n 1 mr)\<t>i(rY)\2- (6.9)
*

In this theory the amplitude reduction factor, sj, is simply the product of the 

square of the overlap integrals between equivalent one electron functions before 

and after the perturbation in the atomic potential. This is the probability that 

none of the passive electrons are excited. Result (6.9) was first stated by Rehr et 

al [61].

6.3 R esu lts

6.3.1 F ree A tom  C alcu la tion  of s2

W ithin the sudden approximation equation (6.9) is a general form for the 

amplitude reduction factor. In this section we shall, however, specialise, and 

calculate s2 for free atoms. If we choose the single electron functions, <&(r), to be 

Slater orbitals [19] we find that the calculation of s2 as a function of Z becomes 

trivial. The ith orbital of an electron in an element of particular atomic number 

Z is considered by Slater [19] to be of the form,

* , ( r )  =  Air^ e - a‘rYlm(f), (6 .10)

where n*, 1, and m are the principal, angular, and magnetic quantum numbers 

respectively, Yim(r) is a spherical harmonic and A* is the normalisation constant.
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The effective nuclear charge is given by a* =  Za~°' , where a* is a screening 

constant to be determined using Slater’s rules [19] and Za is the atomic number. 

We orthogonalise the Slater functions using the Gram-Schmidt process, so that,

<Mr ) =  E  C*-M r )- (6. i i )
U—1

The Cj coefficients are determined via a recurrence relation that ensures that each 

higher atomic orbital is correctly orthogonalised to the one directly below it.

Using the orthogonalised Slater orbitals the radial integral in equation (6.9) is 

easily performed. For these monopole transitions the angular integrals are simply 

the orthogonality relations for the spherical harmonics and the radial integrals 

may be performed analytically to give,

s
m m 12m*

2o = ni
= n

E E ^ P W
,U= 1  t/= l

(2aj )"+5 ( 2 < r +i ' ,2mi
E  E  CoV
n j m

(au + q^)“+”+1 (6 .12)i #y # ir i« i w t *
_u=l t/= l

where m* is the number of electrons in the i orbital and i now runs over different 

orbitals rather than electrons. a\ is the effective nuclear charge of the state $  

following the photoionisation. Slater’s rules describe how the effective nuclear 

charge is perturbed by the appearance of the core hole, giving different values for 

the change in screening constant depending on whether the photoelectron initial 

state is inside or outside the <f>i orbital. Using Slater’s recipe to generate values 

of the initial state and final state effective nuclear charge we may use equation 

(6.12) to calculate the amplitude reduction factor for all Z a - 

We obtain reasonable agreement with experiment for low atomic number but 

find increasing discrepancies at higher Za- From figure 6.1 it is clear that 

the calculated values of s20 are unsatisfactory for elements with unfilled d or 

f shells. We can, however, greatly improve the accuracy of this simple form 

for the wavefunctions, and hence the results, by using numerical values for a*
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derived by fitting the Slater form to full SCF Roothaan-Hartree-Fock calculations. 

Clementi et al [26] have tabulated values of the effective nuclear charge from Z=2 

to 54. Following Clementi we denote wavefunctions of the Slater form with the 

tabulated, numerical, values of a* as single Zeta functions. For atomic numbers 

greater than Z a =  54 we have generated our own single Zeta functions by fitting 

orbitals of the Slater form to the tabulated initial states of McLean et al [27] using 

the NAG routine E04BBF. The numerical values of a* are an improvement over 

those given by Slater’s rules. We have, in effect, refined the calculation of the 

screening coefficient of the initial state, a*. We must, however, still use Slater’s 

rules to model the effect of the core hole on the numerical values of the initial 

state effective nuclear charge. We also orthogonalise the single Zeta functions 

using the Gram-Schmidt process.

Using orthogonalised single Zeta functions as the appropriate single electron 

functions, we find that the calculated values of si agree well with the fitted 

values for the amplitude reduction factor found using the data analysis program 

EXCURV98 [14] with the X a  potential option (figure 6.1). The best fit points 

have been collated from data taken by Gurman et al [52] and Van Dorssen et al

[62]-

The calculated amplitude reduction factor has a characteristic dependence on 

atomic number and lies between 0.65 and 0.80 for all edges of use in EXAFS. 

The values are largely independent of the edge, especially for large Z, as is found 

experimentally.

We can use the R-factor defined in equation (4.19) to provide some measure 

of the correlation between the calculations and the experimental results. We 

obtain an R factor of 7.8% between the best fit values and the K-edge amplitude 

reduction factor calculated using orthogonalised single Zeta wavefunctions. This 

is less than the errors in the fitted values.
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Figure 6.1: The amplitude reduction factor as a function of atomic number. The solid line 

and dashed line give the magnitudes for the K and L edges respectively, calculated using the 

single Zeta functions whilst the dotted line records the K-edge values for s* calculated using 

Slater orbitals. The points with error bars are values found from experimental data.

6.3 .2  Shake Probabilities

We can use the method described above to examine the individual excitation 

probabilities for each orbital. The probability that each electron stays in the 

same state after the perturbation to the potential is given by the overlap integral 

[(0*1$ ) ] 2> thus the total shake probability per orbital is,

Psuao =  1 — [(<Mr )l<At(r),)]2mi- (6.13)

From figure 6.2 we can see that the greatest excitation probabilities and hence the 

largest contributions to the amplitude reduction come from the outermost atomic 

orbitals. As we expect it is the weakly bound electrons that are most likely to 

be excited by the perturbation in the potential caused by the photoionisation.
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Ignoring the small probability of shake-up into a bound excited state the results in 

figure 6.2 may be taken as the high energy limit for the probability of secondary 

electron excitation into the continuum. These probabilities per atomic orbital 

and for each edge of all elements will be used in the following chapter.

■a
°  0.2S-i
CU

£>C3JD
2
% 0.1 
■aJCCO

0 20 40 80
Atomic Number, Z

Figure 6.2: Total excitation probability per orbital. Wide spaced dashed lines denote s- 

orbitals, n=2 to 6 from left to right. Dotted lines are the p-orbitals with n=2 to 6 from left to 

right. The total excitation probability of the d-orbitals are given by the solid lines (n=3 to 5 

from left to right) and the 4f excitation probabilities are recorded by the dot-dashed line.

We can also obtain an estimate of the magnitude of the bound to bound 

transitions using the sudden approximation. The probability of a secondary 

electron transition from an initial state, </>*, into a bound excited state, <j>n j, under 

the sudden approximation is proportional to the square of the matrix element, 

(<j>i\<t>'n f). Using Slater’s rules and equation (6.11) we may generate orthogonalised 

bound excited states in the presence of the core hole from the single Zeta basis 

functions. These will be of the form of equation (6.10) with an effective nuclear
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charge of 1/n / ,  where n / is the final state principal quantum number. In figure

6.3 we plot the probability of a transition into a bound occupied state following 

a K-edge photoexcitation in Copper as a function of n /. The diamonds show 

the probability of an excitation from the 4s orbital into a higher unoccupied 

s-state whilst the circles show the probability of exciting a 3d electron into a 

higher unoccupied d-state. The probabilities are per electron. The Shake-up 

probabilities are greater for the more weakly bound states, they also fall off with 

increasing final state quantum number. The calculated shake-up probabilities 

are, as we have assumed, negligible compared to the shake-off probabilities. For 

a Copper 4s electron, for example, we find the total probability of a transition 

into a bound state to be 0.03% compared to the probability of a transition into 

the continuum of 8.69%.

x>
a.
co

-10

5 6 874

Figure 6.3: Shake up probability per electron as a function of final state principal quantum 

number following a K-edge photoabsorption in copper. The diamonds give the transition 

probabilities for an electron initially in the 4s state, the circles, for an electron initially in 

the 3d state.
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6.4 T h e  C hem ical D ependence of s2

6.4.1 T igh t B inding M ethod

In the analysis of EXAFS data it is usually assumed that the amplitude reduction 

is independent of the chemical environment of the absorbing atom. To investigate 

the accuracy of this assumption we calculate s20 for the solid state using the tight 

binding approximation. We take the initial state, single electron, wavefunctions 

to be a Bloch sum of atomic orbitals,

|<ftk(r)) =  At 53 e‘kR |0,(r -  R)>, (6.14)
R

where the sum over R  runs over all lattice sites, and 0,(r) are orthogonalised 

atomic orbitals constructed from basis functions of the form of equation (6.11). 

The normalisation constant, Ai, is given by the expression

—^  =  N  1̂ +  £  e* ’R(^j(r)|0 i(r -  R)) j  , (6.15)

in which N is the number of atoms in the sample and comes from summing the 

terms over N identical lattice sites. We have assumed that the overlaps between 

atomic orbitals fall off rapidly with distance. The overlaps will be negligible 

except when R ' =  R  or when R ' refers to one of the nearest neighbours of the 

atom at R . The summation above is therefore restricted to nearest neighbours 

only.

After a photoionisation event one of the atoms in the lattice will contain a core 

hole. We assume this absorbing atom to be at the origin, then the perturbed 

wavefunction becomes,

IrikW ) =  4  ( l > ,kR|^ ( r  -  R)> +  M « >  -  |A(r)>) • (6.16)

This wavefunction no longer satisfies the Bloch condition because the presence of 

the core hole on one of the atoms has made the crystal aperiodic. In the equation
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above A!{ is given by,

| ^ / | 2  =  ^  Sni +  ( Sn i +  5 n t “  5 nt — Sn t ) ^  5 ( 6 -1 7 )

where, sni =  £ R etk R(<k(r)|<k(r -  R)), s'ni =  £ R etk-R(#(r)|<k(r -  R)>, and 

si — (^*(r ) l$ ( r ))* The difference between A t and A\ is of order 1 /N  as we would 

expect. We have one core hole amongst N  atoms. Again we have restricted the 

sums over lattice sites to nearest neighbours only.

To calculate s2 under the sudden approximation we need to find the overlap 

l(¥>»k|<rfk)|2 f°r each allowed initial state. Then,

s2 _
o

k,i

= N* n l ^ l 2 W l2 1 +  Sni +  U s ' J  -  s'ni +  s' -  1) 2 . (6.18)
k,i iv

The single electron wavefunctions, <fo(r — R), are constructed from sets of Slater 

orbitals therefore the overlaps between them must be real. We also note that 

the sum over nearest neighbours includes both positive and negative nearest 

neighbour vectors and hence terms like snt will also be real. We now assume 

th a t we may neglect terms of the order of N~2. Then, substituting for |A,|2 and 

\A f\ we find,

( 6 , 9 )

where we have factorised out (1 +  sn)-1 from |AJ|2 and expanded the remaining 

factor to 1st order in 1/N. We have also taken the 1/N  term to be small in order 

to approximate the logarithm to first order.

The sum over k above may be converted into an integral over occupied states 

within the Brillouin zone. The integral over the full zone must give 2N  electrons

[63], thus we have,

<«•*»
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where we have multiplied by 2 to account for spin degeneracy and changed 

variable from k to kja  where a is the length of the unit cell in real space, u 

is the number of atoms in the real space unit cell.

We can examine the behaviour of equation (6.20) in the free atom limit, where 

the overlaps between nearest neighbours go to zero. In this case we simply have 

an integral over the occupied states which returns a factor proportional to the 

number of electrons in the band, rrii =  f  dk. In a free atom, this is just 

the number of electrons in the initial state, fa. Then, making the approximation 

that s' — 1 is small we can see that

=  exp ( ]T  2m* In s ')  =  J J  |(&(r)|&(r)')|2mi. (6.21)
t t

Thus, in the free atom limit we obtain exactly the same result for the amplitude 

reduction as in the previous calculation (eqn.(6.9)). Using this result we may 

rewrite the full tight binding form for si in terms of the free atom values and 

a correction factor. Writing the contribution from each initial state to the free 

atom amplitude reduction factor as s2fi and the overlap integrals between nearest 

neighbour atoms as p r  =  (</>(r)|0(r +  R)), we find,

In s20 =  £  In s% +  4 ( ^ - 1 )  /  1 + £ RPRcos(k • R /a ) "  2*"*) ' (6'22)

Or, for a single initial state, s20 =  exp[4(s' — 1)(C — where C is the

integral on the right hand side of the equation above.

Equation (6.22) gives a value for s20 calculated for the solid state using tight 

binding wavefunctions in terms of the free atom amplitude reduction factor 

modified by a correction factor. In order to estimate the magnitude of this 

correction factor we must evaluate the integral over the occupied states within 

the Brillouin zone. We can calculate this integral numerically for various types 

of real space lattice using the trapezium rule to perform the integration to an 

accuracy of within 1%.
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The integral over the Brillouin zone is most easily performed in Cartesian 

coordinates. For body centred cubic, face centred cubic and simple cubic real 

space lattices the nearest neighbours are distributed symmetrically in the x,y, 

and z directions. The sum over nearest neighbours of cos(k • R ) is an even 

function in x,y and z thus, when performing the integrals numerically, we need 

only consider an eighth of the Brillouin zone. In the tight binding scheme the 

E (k) dispersion relation depends only on ]T)RCOs(k-R) [64], therefore, this too is 

an even function in x,y, and z. The integrals are over occupied (kx, ky , kz) states, 

those for which E (k) is less than the Fermi energy.

To obtain general results for the correction factor e x p o s '  — 1 )(C — |m ,)] we 

must examine the magnitude of the overlaps between nearest neighbour atomic 

orbitals, p r . The nearest neighbour tight binding scheme used is only valid if 

P r  is less than the reciprocal of the number of nearest neighbours. Thus, for 

each type of real space lattice we may set p r  to just under the reciprocal of the 

number of nearest neighbours in order to study the case most different from the 

free atom situation. Thus, for the SC cubic lattice we set p r  =  0.15. p r  =  0.11 

for a BCC lattice and we take p r  =  0.07 for an FCC where there are 12 nearest 

neighbours.

In figure 6.4 we plot the results of the various integrals in equation (6.22). Each 

integral is over the occupied states within the first Brillouin zone for the particular 

type of real space lattice shown. The solid line shows the integral, C, integrated 

over the region where i£(k) < Energy. The energy has been scaled so that it 

goes from 0 to 1 between the edges of the band (see figure 6.6). Unsurprisingly 

C is zero where the band is empty and reaches its maximum for a full band. 

The dashed line shows \rrii  =  f  dk, again integrated up to £ (k ) =  Energy. 

Finally, the long dashed line with circles records this is the tight binding 

density of states.
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Figure 6.4: The dashed line with circles 

is the density of states in arbitrary units. 

The dotted line shows \rrii and the solid 

line the integral, C. The functions are 

plotted for, anticlockwise from the top 

right, FCC, SC and BCC lattices.

Energy

Figure 6.4 shows results for C  where the nearest neighbour overlaps take their 

maximum allowed values. We can use these results to obtain an estimate for the 

value of the correction factor, exp^A(s' — 1 )(C — ^raj)], that differs most from 

one. We must first, however, specify a value for the overlap integral between 

perturbed wavefunctions on the absorbing atom site, s’. The values of s’ are 

generally around 0.93 for the most weakly bound states of most elements. The 

minimum value of s', which will give the maximum correction factor to the free 

atom amplitude reduction factor, is s' =  0.821 for the Sodium 3S initial state. 

Taking this value for s' we can evaluate the maximum correction factor for each 

type of real space lattice. This is plotted in figure 6.5.

The correction factor is greater than one where the band is less than half full 

and less than one where more than a single electron occupies the band. This 

is reasonable. Figure 6.6 shows a schematic diagram of how a single atomic
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Figure 6.5: The tight binding correction factor to the free atom amplitude reduction factor. 
The solid line shows the result for an SC lattice, the dashed line for an FCC lattice and the 

dotted line for a BCC lattice.

energy level broadens to form an energy band as the atoms comprising the solid 

move closer together. In a band which is less than half full the electrons in the 

band will be more tightly bound than the electrons in the corresponding atomic 

state. The electrons will therefore be harder to excite and the tight binding 

amplitude reduction factor will be closer to one than that in a free atom. Thus, 

the correction factor must be greater than one. For a full band however, some 

electrons are in much more weakly bound states than in the free atom. These 

electrons are consequently much easier to excite, leading to lower values of s2 in 

the solid and hence a tight binding correction factor of less than one.

In figure 6.5 the tight binding correction to s20 is at most ~  10%. In reality 

we would expect the correction to be smaller than this as the perturbed overlap 

integral, s' is generally larger than 0.821. However, even using the minimum 

value for s' we obtain minimal differences between the tight binding amplitude
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Figure 6.6: Schematic of the

broadening of the atomic energy 

levels to form energy bands as the 

atoms move closer together in a 

solid. The dotted line shows the 

free atom energy state.

reduction factor and the free atom s20. The differences of at most 10% between the 

two calculations are of the order of the errors encountered in s20 when performing 

data analysis and may therefore be neglected.

There is effectively no change to the amplitude reduction factor between 

elements in their atomic states and in condensed matter. In writing the 

appropriate single electron functions as a Bloch sum we have not assumed that 

the orbitals on adjacent lattice sites are of the same atom type. Thus the theory 

deals equally well with compounds in addition to elements. We therefore conclude 

that the amplitude reduction factor is independent of chemical environment as is 

generally assumed and depends only on the properties of the atom absorbing the 

X-ray photon.

6.5 C onclusion

In this chapter we have used the sudden approximation to perform a model 

calculation of the amplitude reduction factor for all edges of all elements. We 

take the electronic initial states to be of the Slater [19] form with numerical 

coefficients for the effective nuclear charges as tabulated by Clementi et al [26]. 

Then, using Slater’s rules to model the effect of the core hole we obtain results
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which agree extremely well with experiment. Using tight binding wavefunctions 

to describe the electronic initial states we have also demonstrated that, in the 

high energy limit, s20 is effectively independent of the chemical environment of 

the absorbing atom.

In section 6.3.2 we have also produced results for the high energy limit of the 

shake probabilities for any electron in any atom. We find that the probability of 

transitions into unoccupied bound states are small, verifying the conclusions of, 

for example, Hayes and Boyce [13] who state that such transitions may generally 

be neglected. The values for the calculated shake-off probabilities will be needed 

in the following chapter.



Chapter 7

A Time-Dependent M odel of the Core hole - 

Photoelectron System

In this chapter we investigate and extend a model proposed by Thomas [20] to 

explain the energy dependence of shake-up and shake-off processes following core 

photoionisation.

We treat an event in which a photon is absorbed by an atom producing a 

photoelectron and a core hole. The core hole - photoelectron system is described 

using a spatially and temporally varying model potential. This potential is then 

used to calculate the probability of secondary electron excitation using standard 

time-dependent perturbation theory; the perturbation being the core hole - 

photoelectron system. The model proposed is used to calculate the secondary 

electron shake-off intensity, the ejected electron energy spectrum and the two 

electron X-ray absorption coefficient. The probability of secondary electron 

shake-off is, of course, closely related to the amplitude reduction factor used 

in EXAFS data analysis.

The problem of multiple photoionisation has been extensively studied in the 

literature. Shake-off intensities have been calculated in the sudden limit by 

a number of authors (see chapter 6). Zhang et al [65] and Schaphorst et 

al [66] examine the two electron X-ray absorption coefficients in Xenon and

133
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Krypton respectively. These authors use the sudden approximation and single 

configuration Hartree Fock wavefunctions. Single configuration wavefunctions 

cannot, however, adequately describe the effects of electron-electron correlation 

which are known to be important in multiple electron excitations [67, 20]. 

More complex calculations which include the effects of the electronic correlation 

and describe the energy dependence of the shake-off intensities have also 

been performed. Chang and Poe [68] and Carter and Kelly [69] use many- 

body perturbation theory (MBPT) to calculate the double electron excitation 

probabilities with multi-configuration initial and final states. These studies 

appear to give good agreement with experiment but suffer from a number of 

disadvantages from the point of view of EXAFS data analysis: The calculations 

are complex and computationally intensive, the important excited final states 

have to be put in by hand, and the method is limited to summations over final 

states so that the continuum must be approximated by a number of discrete 

excited states. Ideally, for EXAFS purposes, we would like a theory which 

combines the simplicity of the single electron approach with the description of 

the energy dependence and the electron-electron correlation given by MBPT. 

The outlines of such a theory are given by Thomas [20] who treats the coulombic 

interaction between the photoelectron and the passive electrons explicitly using 

time-dependent perturbation theory. Along with other workers [70, 71, 72, 73], 

Thomas approximates the core hole - photoelectron system with a simple model 

potential.

Thomas [20] uses a time-dependent model potential to describe the transition 

from the adiabatic to the sudden regime in the shake-up spectra of one of the 

satellites of N2 adsorbed on Nickel. Thomas’ model reproduced the energy 

variation of the shake-up probability measured by Stohr, Jaeger and Rehr [74] but 

could not give the shake-up intensity. This had to be included as an adjustable
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parameter taken from experiment. Thomas also claimed good agreement with 

neon shake-off data produced by Carlson and Krause [58]. However, this analysis 

of the shake-off data is incorrect. Thomas only considers transitions into one 

particular excited state, at 47.3eV above the neon 2p edge, whereas, for shake- 

off, the possibility of secondary electron transitions into any of the energetically 

available continuum states must be taken into account.

In this chapter we first extend Thomas’ model to correctly describe shake-off 

processes and connect it to the results for secondary electron excitation given by 

the sudden approximation (calculated in chapter 6). In the second part of the 

chapter we produce a more complex form of the model potential. We introduce 

some of the exchange and correlation effects included in the MBPT calculations by 

screening the core hole - photoelectron potential with a model dielectric function. 

With the screened potential we obtain reasonable results for both the magnitudes 

and energy variation of the shake-up intensity. We compare our calculated results 

with a number of experimental studies.

7.1 Theory

In this model we assume that an atom absorbs a photon of frequency u. The 

photon excites an electron from a given initial state, <£*, into a continuum state of 

energy u  — \u>i\. Following the photoionisation, the resulting photoelectron and 

core hole system acts as a perturbation on the other, passive, electrons in the 

absorbing atom. We approximate this time-dependent perturbation with a model 

potential and use first order time-dependent perturbation theory to calculate the 

probability of exciting each of the secondary electrons.

We start from a standard result of time-dependent perturbation theory [18].
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The perturbed electronic wavefunctions may be expanded as,

=  ^ a n{t)^nexp ( ~ i f o En(t')dt') , (7.1)

where the expansion coefficients, On(t), are written in terms of the time differential 

of the perturbing potential,

dan 1 /
- I T  =  —  ( at COnn \

dV(r ,t)
dt

V  (r, t) is the potential seen by the passive electrons due to the creation of the 

photoelectron and the core hole, and Uno =  u n — u 0 is the difference between the 

excited and initial state energies of the passive electron in question. ^ n(r) are 

the excited states of the system and we have taken the system to be initially in 

the state </>0(r) before the creation of the photoelectron.

Following Thomas, we assume that the energies of the excited states do not 

vary with time. Then, as we are interested in the expansion coefficients of the 

excited states a long time after the application of the perturbation, we find,

o „ ( o o )  =  ( t p n
Uno \

roo f l y  \
J  — exp(iunot)dt 4>0 ) . (7.3)

The probability of exciting the passive electron initially in state, <f>0 , into a 

particular excited state, ipn, is simply the modulus squared of the expansion 

coefficient,

Po-*n —
U i

roo d V  \  ~
tpn J — exp(iunot)dt <j>0 ) . (7.4)

Thomas [20] completely separates the spatially and temporally varying parts 

of the potential. In general, both the shape and the magnitude of the core 

hole - photoelectron potential will vary with time, however, the approximations 

proposed by Thomas greatly simplify the analysis and lead to reasonable 

agreement with experiment. We choose our potential to have the form,

V (r,t)  =  V (r ) f  (t)

=  K(r) j l - e x p ( y ^ ) ]  t > 0 ,  (7.5)
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where tQ is some measure of the time taken by the photoelectron to leave the 

atom. This potential has the correct limits at small and large times. At the 

moment the X-ray photon is absorbed, when the core hole and the photoelectron 

exist in the same place, the model potential is zero. At large times when the 

photoelectron has departed from the atom the potential looks like that produced 

by the core hole alone, V{r). At intermediate times the potential varies smoothly 

between the two limits.

Thomas assumed the potential varied as an error function in time so that 

the time differential was Gaussian. We however, use another form of the time 

dependence proposed by Gadzuk and Sunjic [70]. This is simply for mathematical 

convenience. The only strictures placed on the time-dependent part of the 

potential are that it starts at zero, goes to unity at large times, and varies 

significantly over the time t0. Both the Thomas and the Gadzuk and Sunjic 

forms for f ( t )  satisfy these constraints.

Thomas defines t0 as,

to ~  J 2 E P’ (7 '6)

where Ep is the energy of the primary photoelectron and R c is defined as a 

distance comparable to atomic dimensions. In this theory the photoelectron is 

created before the secondary electrons. The relevant perturbation is therefore 

the original photoelectron produced by the absorption of the X-ray photon, thus 

EP =  u  — The velocity of the photoelectron has been assumed to be constant 

throughout the atom. Thomas varies Rc between 1.5A and 3.0A when modelling 

the Nitrogen shake-up data and sets Rc equal to the mean radius of the neon 2p 

shell when examining the neon shake-off data. We take Rc to be the mean radius 

of each atomic orbital, arguing that the majority of the interaction between the 

passive electron and the photoelectron will take place within this radius. We set
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Rc from the binding energy of each atomic orbital using the relation for hydrogenic 

wavefunctions,

where E0 is the binding energy and nQ the principal quantum number of the 

passive electron initial state in question.

7.1.1 Shake-off Intensities and the Sudden Approxim ation

We now use equation (7.5) for the perturbing potential to obtain an expression 

for the energy dependence of the shake-off probabilities. Substituting for V  (r, t) 

into equation (7.4) gives the relevant excitation probability as,

This is the probability of exciting a particular passive electron into a particular 

excited state of energy u n, and is equivalent to the result used by Thomas to 

describe the neon data of Carlson with a fixed transition energy of u no =  47.3eV. 

However, in reality, the secondary electrons may be excited into a number of 

different states. Thus, to obtain the total probability of exciting a given passive 

electron, we must sum over all the energetically available excited states,

We are simply interested in the secondary electron shake-off. We therefore ignore 

the possibility of bound to bound transitions in equation (7.9) (the shake-up) and 

concentrate on transitions into propagating states in the continuum. This allows 

us to rewrite the sum over excited states as an integral over the free electron 

density of states,

(7.8)

(7.9)
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From energy conservation we find that, kmax =  (2.0(Ep — |cj0|)) 2, where Ep is the

energy of the primary photoelectron. The continuum wavefunctions are as usual

functions 4>i„(r) and spherical harmonics Yi0,m0 (*)■

Taking these forms for the wavefunctions, the angular part of the k integral 

may be easily done. Also, because V (r) is assumed to be spherically symmetric,

are allowed. These monopole transitions are the same as those encountered in 

chapter 6. In the sudden approximation the transition probabilities were found 

to depend on the matrix element between the initial and the perturbed final 

states (eqn.(6.13)). In this calculation the shake-off probabilities depend on the 

matrix element between initial and unperturbed continuum states modulated by 

the perturbing potential, V{r).

From equation (7.10) the probability of exciting a secondary electron from a 

given initial state is,

off probability. However the exact form for the hole potential is unknown. We 

therefore follow the procedure of Thomas and rewrite equation (7.11) as the 

product of some energy-dependent function normalised to the probability of 

exciting a secondary electron in the sudden limit. This probability may then 

be treated as an adjustable parameter to be taken from experiment or from other 

theoretical calculations.

To connect equation (7.11) to the sudden approximation results we must take 

the limit as the photoelectron energy goes to infinity. If the primary photoelectron

given by equation (2.5) whilst the initial states are taken to be products of radial

only transitions between initial and final states of the same angular momenta

(7.11)

where (Ri0\V\<f>i0) now represents J r 2Ri0V</>i0dr.

In principle this result can be used to calculate numerical values for the shake-
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poo
o

i r W J M j  ( 7 l 2 )
2 ?r  Jo ujL  v '

is extremely energetic the time taken for it to leave the absorbing atom, t0, will 

tend to zero whilst kmox will go to infinity. In this case we ignore the factor “>loti 

in the denominator of the above equation. Strictly speaking this is not a valid 

approximation over the whole of the region of the integration because, whilst tQ 

tends to zero, Uko can go to infinity. However, in the regions where k is large the 

matrix element in equation (7.11) will be insignificant due to the rapid oscillations 

of the continuum final state. The majority of the contribution to the secondary 

electron shake-off comes from low energy transitions thus, in the limit of high 

photoelectron energy, we find,

v m j v i M i 2
>lo

To evaluate the integral above we assume a power law dependence for the matrix 

element \{R\V\<f>i0)\2. We know that the X-ray absorption coefficient falls off as 

some power of the photoelectron energy above the edge [60] and will show later 

that the matrix element above does also. We take the energy dependence of the 

matrix element to be,

l ( iU f c ) im „>|2 «  \{R,.(ke)\V\<f>,')\2 ( j g j )  7 , (7.13)

where 7 is some arbitrary constant, and \(Ri0{ke)\V\<j>i0)\2 is evaluated at the X- 

ray absorption edge. Using this approximate form for the radial matrix element 

we may evaluate the high energy limit for the probability of secondary excitation 

using a standard integral from Gradsteyn and Ryzhik [54],

0 27r V|o;0|
r ( | ) r (7 +  | )

\(R,Ake)\V\<h»)\2, (7.14)
r (7 +  2)

where T(x) is the Gamma function. With the correct form of V (r ) this expression 

should give identical results to equation (6.13) for the sudden limit of the shake-off 

probability.
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It is now possible to substitute for P£° into the general result for the shake- 

off probability as a function of photoelectron energy (equation (7.11)). Then, 

to obtain the total probability of exciting any of the electrons in the atom, we 

must sum over all the nQ, l0 occupied initial states multiplying by the number of 

electrons, ri(noti0), remaining in each state after the photoionisation,

This expression gives the correct form for the energy dependence of the secondary 

electron shake-off within this model. The magnitudes of the state dependent 

excitation probabilities, P0°°, can be taken from experiment or from theories such 

as that described in chapter 6. equation (7.15) then contains a single variable 

parameter, the energy dependence of the radial matrix element, 7 .

In order to calculate the shake-off probabilities correctly using equation (7.15) 

we must know from which initial state the photoelectron originates. This is 

not a problem for the calculation of the EXAFS amplitude reduction factor, 

So(lj) =  1 — P(cu), because, in an EXAFS experiment, the photoelectron is always 

excited from a well defined initial state. However, when comparing with shake- 

off experiments where, typically, the number of exited electrons are counted and 

which are generally performed at lower energies than EXAFS experiments, we 

must consider the possibility of exciting an electron from any of the occupied 

core states, fa. A photon incident on an atom may excite an electron in any 

of the occupied core states provided that u  > Thus, to compare directly 

with experiment, we must weight the probability of exciting a secondary electron, 

given tha t the photoelectron comes from a state fa, with the probability that an 

electron in state fa does indeed absorb a particular photon. For example, if we 

hit a neon atom with a low energy photon of say, lOOeV we may excite a 2s 

electron which could then excite a 2p or a 2s electron. Alternatively the photon

(7.15)
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may be absorbed by a 2p electron which could then excite any of the 2s electrons 

or the 5 remaining 2p electrons. Both processes contribute to the total shake-off 

intensity. We must therefore include both possibilities in our calculation.

The total two electron transition probability can then be written in terms of 

the photon energy, u, as,

Where n^noti0) is now the number of electrons in the nc, lQ initial state given 

that an electron has been removed from the state <fo, and the relevant primary 

photoelectron energy is Ep =  u  — |cj<|. p0(oj) is the single electron absorption

already calculated in chapter 3, because, in this model, the photoelectron is 

created before the excitation of the passive electrons. At photoelectron energies 

a long way above a particular absorption edge, where only that edge contributes 

significantly to the X-ray absorption coefficient, equation (7.16) reduces to 

equation (7.15) for the shake-off probability.

7.1.2 A  Screened Core Hole Potential

The theory described in the previous section allows us to calculate the energy 

dependence of the secondary electron shake-off but cannot be used to find the 

magnitude of the shake-off intensity. In this section we describe an explicit 

form for V (r) , the core hole potential, with which we calculate the radial matrix 

element and hence the shake-off intensities directly.

Using a simple J potential for the core hole gives values for the probabilities 

which are much too large. The J perturbation is too strong: the majority of

(7.16)

coefficient and p%0(cj) is the contribution to the total absorption from all the 

electrons in the initial state <fo. p0 is simply the one electron absorption coefficient
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passive electrons will not see a bare core hole because of the screening effects of 

the other passive electrons. This screening will, in general, be energy dependent. 

We can model the screening using the single plasmon pole dielectric function of 

Hedin and Lundqvist [9]. This energy-dependent dielectric function reduces the 

magnitude of the hole potential seen by the passive electrons. It will also introduce 

some many-body effects into our single electron theory. The correlation between 

electrons is known to be important especially at low primary photoelectron 

energies [20]. However, because of the complexity of calculations using multi­

configuration wavefunctions it would be impractical, from the EXAFS point of 

view, to treat the electronic correlation rigorously. We can, however, include some 

of the effects of exchange and correlation by the use of the dielectric function.

To screen the time-dependent potential we must first write it in Fourier 

transform. With an unscreened core hole we have, from equation (7.5), that,

V(r, t) =  i  ( l  -  Q(t), (7.17)

where 0 (t)  is the Heaviside step function which ensures that the perturbation is 

switched on at t =  0 when the photoelectron is created. The equation above may 

be Fourier transformed into q and u  space,

V{q,u>) = ^ ( ~  y .  (7.18)iqz \ u  uj — %t"1 J 

The screened time-dependent perturbation is then given by,

V{T’ =  ( i  / ‘M < ^ V “*V(gia,)<- 1(«,u)> (7.19)

where e~1(q,u) is the causal single plasmon pole dielectric function. This is 

slightly different to the time ordered dielectric function defined earlier in that the 

causal e~l (q,u) has both poles in the upper half plane [41]. This is the correct 

form of dielectric function to use in this case because, if e~l {q,u) had poles in
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either half plane, we would necessarily obtain a contribution to the screened 

perturbed potential before t =  0, ie. before the perturbation had been switched 

on. Thus, in the SPP approximation,

e 1( r̂, u)  =  1 +  -r-j— -— r ( -----------------1 ^ , (7.20)
2{(jJ — irj) \ u  — u}q — irj u  + u q — irj J

where cup is the appropriate plasma frequency and ujq the q dependent plasmon

excitation energy. Substituting result (7.19) into equation (7.2) for the expansion

coefficients of the perturbed wavefunction gives,

dcLji
dt =  (2̂ ) 4̂ ' ( ^ n | / (&<*>)€ l (q,u)dqdu <f>0^ . (7.21)

We have added a convergence factor exp(—rft) to the integral, where rf is an 

infinitesimal. This corresponds physically to the finite core hole lifetime.

The above equation may now be integrated with respect to time from t  — 0 to 

infinity to give an expression for the expansion coefficients a long time after the 

onset of the perturbation,

(  dqe", r f  dui ” V{q,u)e 1(q,ui) 
J  J  (jJno ~r +  277

4>oj. 

(7.22)

The oj integral above may be performed using contour integration by closing 

contours in the lower half plane. All the poles in V(q,uj) and €~l {q,u) must lie 

in the upper half plane so that V  (r, t) is zero for t  < 0. We therefore simply pick 

up a contribution from the pole at u  = —ujno — irf to obtain,

O" =  (v>n 1 / d q e '^ v (g, - u n<,)e_1 (g, - u nc) <j>u )  . (7.23)

Hedin and Lundqvist define the q-dependent plasmon excitation frequency as in 

equation (3.32). We, however, use a slightly simpler form for u q so that we may 

evaluate the q-integrals analytically. We choose,

^  = W* +  \q 4. (7.24)
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This plasmon excitation frequency exhibits the correct high and low q limits and 

should therefore give a good approximation to the true excitation frequencies. As 

we are dealing with atoms and not a free electron gas we again make use of the 

local density approximation (see chapter 3) to write the plasma frequency up in 

terms of the radially varying atomic charge density.

Then, using this approximate form for cuq and taking the infinitesimals in 

e~1(q,u) to zero we can integrate equation (7.23) directly using a result from 

Gradsteyn and Ryzhik [54],

2 it - l
dr

/RW no(d*no  ” 1“  ^

sin(qr)
qr 14-

4ul(r)
4(^ 0  -  w*(r)) -  q \

dq

it - l

Wnoi^no 4" ltQ *) 0c

0o )

(7.25)

where,

i(r,Uno) =  * + ]fos{br)
— e~bT̂ c o s ( -^= )  

yy/2J

d>no -■> d}p(r) 

Wno ^

and,

(7.26)

(7.27)&4 =  k o - ^ 21-

There are weak divergences in the r-integrand for both u no > up and u no < up of 

the form \ulQ -  u>*(r)|i.

As in the previous section we concentrate on the secondary electron shake-off 

and ignore the possibility of bound to bound transitions. We can then calculate 

the probability of exciting any of the secondary electrons into any continuum 

state following the absorption of a photon in the same way as before. We find,

•km ax

t (  } 2*  ? * ( « ) £  in°M

k2t~2
“ko(Uko +  C 2)

X

“t o - “$(?) f(r ,  k) 
r (“&> ~

0i« dk, (7.28)
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where the bra and ket now indicate f  r2dr and <j>i0 (r) is merely the radial part of 

the initial state. As in the previous section, where the initial photoelectron state 

is known, for example in EXAFS experiments, the term *n t îe eQuati°n

above may be removed.

The double electron photoionisation cross-section, cr2+(u;), can be calculated 

within this model simply by multiplying equation (7.28) by the single electron 

absorption coefficient.

Equation (7.28) can be used to calculate numerical results for both the energy 

dependence and the magnitude of the secondary electron shake-off. However, 

we must take care when calculating the r-integral because of the divergence at 

r  =  r OJ the radius at which the radially varying plasma frequency is equal to the 

transition energy, a;*0. This integral is not calculable using any of the standard 

NAG routines for poorly behaved integrands. We can, however, evaluate the 

integral in the region of the divergence using a Romberg integration routine.

Romberg integration is commonly used to solve problems involving improper 

integrals like the one above. In Romberg integration, the results from k successive 

evaluations of the extended trapezoid rule are used to remove all the terms in 

the error series up to 0(N2k). Basically, we calculate the integral for various 

numerical values of the step size h, then extrapolate to the continuum limit of 

h =  0. The Romberg integration routine is taken from Numerical Recipes in 

Fortran [75]. To use it, we must know the function to be integrated in analytical 

form rather than simply on a fixed numerical grid. The results for the final states 

and the radially varying plasma frequency, cjp(r), are purely numerical, but this 

is not a problem in this situation. Both wp(r) and Ri(kr) vary slowly on the

km ax k2t~2

(7.29)
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Herman-Skillman radial grids used. We therefore simply linearly interpolate the 

final state wavefunction and the plasma frequency in the region of the singularity 

in order to obtain the r-integrand as an analytical function.

The Romberg integration routine is used to calculate the integral only in the 

region of the singularity. To perform the whole integral we split the region into 

four. From r  =  0 to r0 — 6, from r =  r0 — 8 to r G, from rQ to rQ +  8 and finally 

from rQ +  # to r  =  rmt, where S is a small amount and rmt is the muffin tin radius. 

The integrals over the two regions at the centre and the edge of the muffin tin 

are performed using the trapezium rule whilst the integrals over the two regions 

near to the divergence are calculated using the Romberg method. We use a mid 

point integration routine in these regions so that the r-integrand never has to be 

calculated at the divergence. The accuracy of the Romberg integration routine 

is controlled by a tolerance parameter. This is set so that a fractional accuracy 

of 10-4 is reached on the extrapolated final result.

In addition to the shake-off transition probability, Equation (7.28) can be used 

to calculate the ejected electron energy spectrum following the absorption of a 

photon. The k-integrand above simply gives the number of secondary electrons 

excited into continuum states within the small k range k k +  dk normalised 

to one. Experimentally we measure the number of secondary electrons within a 

small energy range. We have,

n{k)dk = J2 u L  ~  u K r) f ( r’k)
2

l*o(u)Uko(.<4o +  <o 2) r(<4o -  u}(r))
(7.30)
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(7.31)

where E  — \ k 2 and 0 < E  < u  — \ui\. Equation (7.31) gives the contribution to 

the electron spectrum from the excited secondary electrons. We will also obtain 

a contribution to the ejected electron spectrum from the elastic photoelectrons 

at E  = uj — \ui\ and from those photoelectrons which have excited secondaries at 

E  = u  -  |tJi| -  u)no.

7.1.3 T he Two Electron Absorption Coefficient

In this model it has been assumed that an X-ray photon has been absorbed and 

a photoelectron created before the excitation of any of the secondary electrons. 

Thus, strictly speaking, the single and double electron absorption coefficients are 

identical within this theory. We can, however, slightly extend the model to give 

a rough approximation to the actual many electron absorption coefficient. We 

know that, in reality, the primary and secondary photoelectrons are produced at 

the same time. The energy of the secondaries will then affect that of the primary 

electron.

In chapter 6 (eqn.(6.5)) we saw that the single electron contribution to 

the many-body absorption coefficient was simply s2p0{uj). The single electron 

contribution to the total absorption is therefore less in a many-electron theory 

than in a purely one electron calculation. The difference between p0 and s20po 

is, however, largely made up by the contribution to the absorption from multiple 

electron excitations.

The to tal absorption integrated over all energies must be the same regardless 

of whether many-electron effects are included or not because both single and 

many-electron calculations must satisfy the same sum rule [7],

2 ^ / ^  =  l' (7'32)
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Also, in chapter 6 we showed that, at high energies, the single and many-electron 

calculations give identical results for p(u). Thus, the many-electron effects cannot 

alter the absorption coefficient much from p0 at any energy.

The theory discussed in this chapter gives a single electron contribution to the 

many-electron absorption coefficient which is not less than p0(u) because of the 

incorrect normalisation of the many-body final state. We correct for this in a 

somewhat ad hoc manner by writing the one electron contribution to the total, 

many-body, absorption coefficient as,

/» iM  =  (1 -  £  (7.33)
n

where p 0{u) is the X-ray absorption coefficient given by a purely one electron 

theory and a„(oo) is given by equation (7.25). When two electrons are excited 

the primary photoelectron must have its energy lowered from u  — |cj<| because 

of the energy carried away by the secondary. We allow for this by writing the 

contribution of two electron processes to the many electron absorption coefficient 

as,

M2M  =  52 M 2Po{u -  u no). (7.34)
n

The total two electron absorption coefficient is then,

p(u) =  Po(u) +  52 Wn\2(Po(v -  UJno) -  AfeM). (7.35)
n

Above the threshold where two electron excitations become possible, this 

calculation gives an absorption coefficient that is always larger than p0{v). This 

is because p0(v) always falls with increasing photon energy, at least for hard 

edges, so that fj,0(u — u no) > p0{u). This result will violate the sum rule on 

the absorption coefficient, presumably because we have neglected the relaxation 

energies and edge shifts in this simple analysis. In a true many-electron theory 

we would expect the electronic potential to be deepened due to the screening of
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the passive electrons. This would move the absorption edge to slightly higher 

energies and hence the absorption coefficient would have to be slightly greater 

than the one electron result in order to satisfy the sum rule.

We can rewrite equation (7.34) in a form amenable for computation if we again 

ignore the bound to bound transitions and only consider two electron transitions 

where both electrons are excited into the continuum,

We expect this result to look very similar to the absorption coefficient calculated 

in a one electron calculation. Experimentally we know that sharp steps in p(co) are

The consensus view is rather that the two electron transitions switch in slowly 

and almost indetectably [76].

7.2 R esults

We can now proceed to compute numerical results for the two electron transition 

probabilities, the ejected electron spectra and the two electron absorption 

coefficient using equations(7.16), (7.28), (7.31) and (7.36).

The details of the calculation are much the same as in previous chapters. The 

initial states, <j>i0{r), are taken to be the atomic orbitals tabulated by Clementi 

and Roetti [26] whilst the excited final states Ri(kr) are the regular solutions to 

the Schrodinger equation described in chapter 2. The single electron absorption 

coefficient is calculated as detailed in chapter 3.

As in chapter 3, we treat free atoms by extending the atomic muffin tins to 

about 25 atomic units. This avoids any problems which may be caused by the

(7.36)

never observed at energies corresponding to the onset of two electron transitions.
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truncation of the atomic orbitals at the edge of the muffin tin sphere. The atomic 

potential is again assumed to be the sum of the Hartree potential and the X ol 

potential, where the values of the variable parameter, a, have been taken from 

the tabulation of Schwarz [44]. When dealing with the noble gas elements, neon, 

and argon, we set the Fermi energy to O.leV. Technically this should be zero. 

We use a small but finite E f  to avoid numerical problems with the calculation 

of very low energy photoelectron wavefunctions. When treating metals and semi 

conductors we set E f  =  5eV. The threshold energies for two electron excitation 

are taken from experiment. The threshold is not at cj =  |o;*| +  \ua\ because of 

relaxation effects following the creation of the photoelectron. The k integration in 

equation (7.28) is performed using a trapezium rule routine on a linear grid. The 

number of points in the grid are then increased until the result for the integration 

has converged. We find that 200 points are sufficient to converge the integral in 

all the situations investigated.

7.2.1 C a lcu la tion  of 7

In deriving equation (7.16) for the shake-off probabilities we assumed the true 

radial m atrix element to vary as some power of the primary photoelectron energy 

energy above the edge. We used the variable parameter 7 to describe this energy 

dependence. The constant, 7 , can be set by examining the energy variation of 

the radial matrix element with an unscreened core hole potential, V(r) =  

The m atrix element with the unscreened core hole gives values for the excitation 

probabilities which are much larger than those observed experimentally but has 

an energy dependence similar to that of the true matrix element. In the left hand 

graph of figure 7.1 we plot log\(Ri0\̂ \()>i0)\2 against log for the two most

weakly bound initial states of two different elements, copper and neon. It is the 

most weakly bound states that provide the majority of the contribution to the
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secondary excitation probability.
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Figure 7.1: The left hand graph shows log\(Ri0\V\(j>i0)\2, plotted against log for

various initial states: neon 2s (solid line), Ne 2p (dashed line), Cu 3d (short dashed line), and 

Cu 4s (dotted line). The right hand curve shows the probability of secondary electron excitation 

following a K-edge photoionisation in copper plotted as a function of the photon energy above 

the K-edge in electron volts. The three curves show results obtained with values of, 7  = 3.4 

(solid curve), 7  =  2.0 (long dashed curve), and 7  = 5.0 (short dashed curve).

log\{Ri0\V\<t>i0}\2 varies approximately linearly with log over most of

the energy range. The gradient varies between 7 =  2.7 (neon 2s), and 7 =  4.3 

(neon 2p), over all the initial states examined. We approximate 7 as the average 

of the gradients plotted in the left hand graph of figure 7.1, 7 =  3.4. In the right 

hand plot of this figure it can be seen tha t the probability of secondary excitation 

is not very sensitive to changes in 7 . Varying the energy dependence parameter 

from 7  =  2 to 7 =  5 results in changes in the excitation probability of less than 

5%.
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7.2.2 Secondary Electron Shake-off Probabilities 

N eon

In figure 7.2 we compare the secondary electron excitation probabilities for 

neon, measured by Carlson and Krause (CK) [58] with calculated results from 

Thomas [20] and results found using a model energy dependence and the sudden 

approximation (equation (7.16)). The shake-off probabilities are plotted against 

the photon energy.
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Figure 7.2: The probability of secondary electron excitation as a function of photon energy 

following the creation of a photoelectron from a Is state in neon. The points with error bars 

are data from Carlson and Krause [58], the solid line shows the calculated result from equation 

(7.16) normalised to the experimental data in the high energy limit. The dashed line is the 

calculated result with the high energy probabilities found using the sudden approximation, 

whilst the dotted line gives Thomas’ result, equivalent to equation (7.8).

CK measure the shake-off probabilities by examining the relative populations

of the various types of neon ions produced after irradiating neutral neon gas with
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X-rays above the K-edge absorption energy. CK argue that 99% of the neon atoms 

in which a K-shell photoabsorption takes place will undergo an Auger transition 

(the KLL Auger). This will promote an additional electron into the continuum, 

transforming the singly ionised neon into N e+2. If a further passive electron is 

excited via a shake-off transition then Ne+3 will be created. CK therefore take 

the probability of single electron shake-off to be the number of Ne+3 ions divided 

by the total number of neon ions detected.

To obtain the plots in figure 7.2 we have estimated the threshold energy for 

two electron transitions as 911.heV from the data (25.5eV above the k-edge). 

The solid and dashed curves have been calculated with equation (7.16) with the 

values of P0°° taken from chapter 6 (eqn.(6.13)). The solid curve has then been 

normalised to the high energy limit of the measured results of CK (15.8%) so 

that it may be compared directly to the result of Thomas (the dotted curve).

The calculated result (eqn.(7.16)) shows reasonable agreement with experiment 

although it cuts in slightly too quickly at low energies. Thomas’ result, which 

does not include the possibility of transitions into all of the energetically available 

excited states, fits well at low energies but generally rises too slowly. It has 

not reached its sudden limit even by 800eV above the edge. The calculated 

and measured shake-off probabilities, however, reach their full magnitude within 

approximately 50eV of the two electron excitation threshold. The magnitudes 

found using the sudden approximation are slightly too large. We find a high 

energy limit of 17.8% as compared to 15.8% from experiment.

In figure 7.3 we again plot the secondary electron excitation probabilities for 

neon, this time following the creation of a 2s or 2p hole, ie. for low energy photons. 

The calculated result gives the energy dependence of the shake-off probabilities 

reasonably well although, again, it cuts in a little too quickly at low energies. The 

high energy limit given by the sudden approximation (13.2%) agrees extremely
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Figure 7.3: The probability of secondary electron excitation as a function of photon energy 

following the creation of a photoelectron from an L shell in neon. The points are experimental 

data: diamonds from Bartlett et al [77], crosses from Samson et al [78], open squares with error 

bars from Holland et al [79], crosses with error bars from Wight and Van der Viel [80] and 

triangles with error bars from Carlson [67]. The solid line shows the calculated result from 

equation (7.16) with the magnitude given by the sudden approximation.

well with the 13% measured by Bartlett et al [77]. The threshold energy for two 

electron transitions is given as 62.5eV by Bartlett et al.

There is some disagreement between the experimentally measured data sets. 

The results produced by Bartlett et al [77] are, however, the most recent 

and therefore, presumably, the most accurate. Bartlett et al claim that the 

measurements of Holland et al [79] may underestimate the two electron transition 

probability due to a stray light problem.

Stray light is a commonly recorded problem in measurements of this type. The 

X-rays are never perfectly monochromated and thus there exists the possibility 

th a t photons of energy lower than that expected may reach the sample. These
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X-rays may excite a single electron but are insufficiently energetic to promote 

two electrons into the continuum. The numbers of singly ionised gas atoms 

are therefore increased in proportion to the number of doubly ionised gas 

atoms leading to an apparent decrease in the measured two electron excitation 

probability.

Wight et ol [80] measure the 2 electron excitation probability after bombarding 

the neon atoms with high energy photoelectrons. Bartlett et al suggest that 

these measurements may overestimate the shake-off probability due to additional 

ionisation channels being opened by momentum transfer from the incident 

electron beam to the target atoms.

Normal Auger transitions cannot take place during 2s,2p photoionisation in 

neon because there is insufficient energy available (see figure 7.4). However, 

Becker et al [81] show that so-called participator Auger events are possible in 

which Auger transitions take place after the secondary electron shake-off. These 

transitions transform Ne+2 ions into N e +3 reducing the measured two electron 

excitation probabilities by ~  3% in the high energy limit. We ignore this small 

effect. Compared to the uncertainties in the rest of the data it is negligible.

Figure 7.5 shows the shake-off probability for neon following an L-edge 

photoionisation calculated using the dynamically screened core hole (eqn.(7.28)). 

We obtain surprisingly good results from this screened single electron theory. The 

magnitudes are very close to those found experimentally over the whole of the 

energy range investigated. Also the energy dependence of the calculated result is 

a fair approximation to that measured experimentally. The calculated result for 

the neon L edge matches the data well at low energies and appears to exhibit the 

correct energy dependence up to a photon energy of ~  300eV. The theoretical 

result has not, however, reached its sudden limit even by 700eV above threshold 

but gives shake-off probabilities which are still rising with energy. We believe
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Figure 7.4: Reproduced from Becker et al [81]. Schematic level and transition diagram of 

neon 2 s photoionisation (a) without and (b) with accompanying excitation and subsequent 

recombination processes.

this is due to a fault in our model dielectric function. With the simplified single 

plasmon pole, LDA, dielectric function (eqn.(7.20)) we may be under-screening 

the core hole a t high primary photoelectron energies. A more accurate form of 

the dielectric function might therefore account for this incorrect behaviour as the 

calculated result is strongly dependent on the form of the screening used.

In figure 7.6 we show the calculated result using a slightly different form of 

the screening (see appendix A). The solid curve is evaluated using a q dependent 

plasmon frequency of u q =  up +  \q2. This is a worse approximation to the actual 

Hedin-Lundqvist definition of the SPP plasmon excitation frequency than that 

used in equation (7.24). We can see that the results calculated using the q2 

form of the dielectric function are, indeed, much worse that those found using 

the q4 form. The q2 form significantly over-screens the core hole at all primary 

photoelectron energies. As the calculation varies significantly with the form of 

the screening chosen we would expect a more accurate dielectric function, for
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Figure 7.5: The probability of secondary electron excitation as a function of photon energy 

following the creation of a photoelectron from an L shell in neon. The solid line shows the 

result calculated using a screened hole potential (eqn.(7.28)). The points are experimental 

data: diamonds from Bartlett et al [77], crosses from Samson et al [78], open squares with error 

bars from Holland et al [79], crosses with error bars from Wight and Van der Viel [80] and 

triangles with error bars from Carlson [67].

example the true single plasmon pole result from Hedin and Lundqvist or an 

atomic dielectric function such as that given in chapter 3 to produce better results 

for the calculated shake-off probabilities.

In figure 7.6 we also show a result in which the final states of equation (7.28) 

were calculated in the presence of the Hartree potential, ie with a Slater exchange 

parameter of a  =  0. The results found using a  =  0 and a  =  0.73 (from Schwarz’s 

table [44]) are very similar. The calculation is not particularly sensitive to small 

changes in the atomic potential, and we are therefore justified in using the X a  

potential to model the electronic exchange.

Figure 7.7 shows the shake-off probability for neon following a K-edge
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Figure 7.6: The probability of secondary electron excitation as a function of photon energy 

following the creation of a photoelectron from an L shell in neon. The points are experimental 

data: diamonds from Bartlett et al [77]. The three lines are calculated using two different 

forms of screened core hole potential. The solid line with a q dependent plasmon frequency of 

ujq — Up +  \q 2 and the dashed and dotted lines with %2 =  <4 + ^q4. In the calculation of the 

dotted line we have assumed the atomic potential to be the Hartree potential alone.

photoabsorption. Again, the result calculated using a screened core hole potential 

matches experiment reasonably well, the main failing being in the energy 

dependence at high photon energy, where the calculated probabilities are still 

rising. We also show the sudden approximation result in figure 7.7 for comparison. 

This has a better energy dependence but gives magnitudes no better than the 

screened core hole result. Effectively this plot shows the energy dependence of the 

EXAFS amplitude reduction factor, sl(u), which is just the probability that none 

of the passive electrons are excited into the continuum (see sec.(7.2.6)). For neon, 

at least, both theories give the shake-off probabilities, and hence s20, to within the 

±10 — 15% needed for EXAFS purposes. For the neon L edges the experimental
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Figure 7.7: The probability of secondary electron excitation as a function of photon energy 

following the creation of a photoelectron from the K shell in neon. The points are experimental 

data measured by Carlson and Krause [58]. The solid line shows the result calculated using a 

screened core hole potential (eqn.(7.28)). The dotted line shows the result calculated using a 

model energy dependence and the sudden approximation (eqn.(7.16)).

probabilities are not quite because the primary photoelectron initial

state is unknown. This has been discussed in section 7.1.1.

Argon

The two methods of calculating the shake-off described in this chapter have 

one major advantage. They may be used to calculate the secondary electron 

excitation probabilities for any absorption edge of any element very easily. In the 

next two figures we compare the calculated results for argon with experimental 

data  taken from various sources.

Figure 7.8 shows the shake-off probabilities against photon energy following a
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K-edge photoionisation. The experimental results (points with error bars) have 

been measured by Armen et al [82]. These authors measured the Auger satellites 

in order to determine the M-shell secondary electron excitation. Up to 250eV 

above threshold only M-shell secondary excitation is energetically possible. The 

result calculated using the screened core hole is a reasonable approximation to 

the measured data although the energy dependence is not as good as for neon. At 

high photon energy the calculated result is, again, still rising. Also, at low photon 

energies the calculated result cuts in too slowly. The sudden approximation 

result (the dotted line) shows excellent agreement with both the experimental 

magnitudes and energy dependence. We find a high energy limit of 25.0% from 

the sudden approximation compared to about 24% from the data. Again, this 

result is effectively the EXAFS amplitude reduction factor. We obtain excellent 

agreement for s2M  for argon using result (7.15) whilst the screened core hole 

method gives a result which appears adequate for EXAFS purposes.

The shake-off probabilities following M-edge photoionisation are plotted in 

figure 7.9. The screened core hole results cut in too slowly but agree fairly 

well with the experimental data between a photon energy of about 50 to 200 

volts. The sudden approximation results mimic the energy dependence of the 

data  better but give magnitudes that are too small at high energies. The sudden 

approximation gives a high energy limit of 13.8% whereas the data tends to a 

limit of approximately 18%.

We cannot directly compare our results to the experimental points above 

the L-edge photoionisation threshold (~  250eV). At each absorption edge the 

calculated two electron excitation probabilities exhibit a sharp fall almost to 

zero. At the edge p0(u) increases sharply whilst the two electron excitation 

probabilities, following a photoabsorption at the new edge, switch in more slowly. 

This effect is not seen in the data, because, above the L-absorption edge, LMM
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Figure 7.8: The probability of secondary electron excitation as a function of photon energy 

for the argon K-edge. The points are experimental data from Armen et al [82]. The solid line 

shows the result calculated using a screened core hole potential (eqn.(7.28)) whilst the dashed 

line shows the result calculated from equation (7.16). Threshold is measured at 43.4eV.

Auger transitions become possible. These transitions cause a sharp rise in the 

number of A r+2 ions detected which gives an apparent increase in the shake-off 

probability calculated from the ratio of the number of 2+  ions to the total number 

of ions detected. The apparent rise in the shake-off intensity can just be seen in 

the data from Holland et al [79].

7.2.3 The Ejected Electron Spectrum

The ejected electron shake-off spectra can be investigated using equation (7.31). 

In figure 7.10 we plot the observed and calculated primary photoelectron 

energy spectrum. This contains a contribution from the elastically scattered 

photoelectrons in addition to those which have lost energy in exciting a secondary
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Figure 7.9: The probability of secondary electron excitation as a function of photon energy 

for argon. The points are experimental data: diamonds with error bars from Wight and Van 

der Viel [80], open squares with error bars from Holland et al [79] and triangles with error bars 

from Carlson [67]. The solid line shows the result calculated using a screened core hole potential 

(eqn.(7.28)), the dashed line shows the result calculated using equation (7.16) with magnitudes 

given by the sudden approximation.

into the continuum. Equation (7.31) can be used to calculate the number of 

electrons within the energy range E  —>• E  +  dE  normalised to 1. In order 

to compare directly with the data of Carlson [67] we normalise this result to 

Carlson’s at the second peak in the shake-off spectrum due to 2p,2s shake off. We 

also use an energy scale of ’Channels’, where 1 Channel =  2.05eV and a channel 

of zero corresponds to an electron energy of lOOeV, as in Carlson’s paper. To 

obtain the relative sizes of the peaks for the elastically scattered photoelectrons 

we have examined the ratio of the 2p and 2s contributions to the absorption 

coefficient. We find i f f  /  i f f  =  1.89, this is the ratio between the number of 2p 

and the number of 2s photoelectrons created. From Carlson’s data we can see
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that experimentally we obtain approximately twice as many 2p photoelectrons as 

2s photoelectrons. In plotting our data we have normalised the 2p peak to that 

of Carlson and broadened the energy distributions using a Gaussian of half width 

2.05eV centred on the 2p and 2s binding energies.

CHANNEL

Figure 7.10: The primary photoelectron energy spectrum. The graph on the left is calculated 

using the screened core hole potential as described in the text. The graph on the right is 

reproduced from Carlson [67].

The inelastic part of the calculated secondary electron spectrum does not show 

the same features as that measured experimentally. The calculated shake-off 

peaks are too broad and we do not obtain the correct ratio between 2p,2p shake- 

off and 2s,2p shake-off. From the previous section, however, we know that the 

total number of electrons (the area under the curve) is about right. We also 

obtain a reasonable agreement in the fall off in the number of primary electrons 

with energy. The intensity falls from ~  100 at the 2s,2p peak to approximately 15 

at 5 channels, compared to Carlson’s measured value of about 20 at 5 channels.

We believe the discrepancies between the calculated and measured results are 

due to inaccuracies in the calculated low energy, final state phase-shifts. Unlike

10 2C 3 0  AO SO €C 70 80  9 0
CHANNEL
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the previous calculation, the calculation of the secondary electron spectrum is 

sensitive to changes in the details of the atomic potential. We should therefore 

use some form of energy-dependent atomic potential rather than the simple X a  

Slater exchange.

7.2.4 The Two Electron Photoionisation Cross Section

The method described in this chapter may also be used to calculate the double 

electron photoionisation cross section, a+2(uj) (eqn.(7.29)). In figure 7.11 a +2(u) 

calculated for neon is compared to the MBPT calculations of Carter and Kelly 

[69] and Chang and Poe [68].

The single electron theory, using a screened core hole potential gives results 

comparable to those produced using complex, many-body, multi-configuration 

wavefunctions. We would claim that our method is much easier to implement 

and, as it can produce a set of probabilities for the full range of energies for 

a given element in under 30 seconds, is probably much quicker to use than any 

comparable many-body calculation. Carter and Kelly [69] use their MBPT theory 

method to give good agreement with the argon data and less good agreement with 

the neon shake-off data. Their calculated results fit the experimental neon cross 

sections well at high energies but not between u  =  60eV to u  = 135eV. They 

claim that this is a fault of the potential used. The V N~2 potential, calculated 

with 2 electrons missing from the atom, overestimates a2+(u), whereas the V N~l 

potential (with one electron missing from the atom) underestimates the cross 

sections at low energies. Carter and Kelly claim that the physical situation lies 

somewhere between the two cases and could be obtained by including more terms 

in the perturbation series. By screening our core hole potential we obtain results 

for the cross section which bisect the two curves of Carter and Kelly at low 

energies. We already know from figure 7.5 that we obtain reasonable agreement
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Figure 7.11: The two electron excitation cross section for neon. The solid line gives the 

calculated result from equation (7.29). The long dashed line is that produced by Chang and 

Poe [6 8 ], whereas the short dashed line and the dotted line are calculated by Carter and Kelly 

[69]. The short dashed line is calculated using the V^ " 1 potential and the dotted line using 

the VN~2 potential. The results by Carter and Kelly [69] and Chang and Poe [6 8 ] have been 

reproduced from figure 7 of reference [69].

with experiment at low energies. At high energies, however, the cross section 

calculated using equation (7.29) is larger than those produced by Carter and 

Kelly or by Chang and Poe. This is probably because we underestimate the 

screening of the core hole at high photoelectron energies. This overestimates the 

two electron cross section and therefore gives larger than expected results for the 

shake-off probabilities at high photon energies.
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7.2.5 The Two Electron A bsorption Coefficient

In section 7.1.3 we discussed an approximate method for determining the 

two electron absorption coefficient. Strictly speaking, in the time-dependent 

perturbation theory discussed, the single and double electron absorption 

coefficients are identical. However, in section 7.1.3 we used an ad-hoc argument 

in order to obtain an idea of the shape of the two electron X-ray absorption 

coefficient.
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Figure 7.12: The two electron absorption coefficient for Bromine. The graph on the left 

shows a comparison between the X-ray absorption coefficient calculated using a purely one 

electron calculation (the dotted line) and p(u) calculated using equation (7.36) (the solid line). 

The graph on the right shows the difference between the two curves normalised to the K-edge 

absorption as a percentage.

On the left of figure 7.12 we show the X-ray absorption coefficient for Bromine 

as a function of photon energy. The single and double electron absorption 

coefficients have very similar magnitudes. This must be the case because, first, 

both calculations satisfy the sum rule, and second, single electron calculations 

of p(u)  such as those produced by Veigele [45] give reasonable agreement with 

experiment. From detailed experimental studies of multiple electron excitations 

by, for example Deutsch and Hart [76], Kodre et al [83] and Filipponi [84] we
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know that the features produced on the absorption edge due to multiple electron 

excitations are small, of the order of 1%. Although the total contribution to p{u) 

from two electron events is approximately 20—30% the two electron excitations do 

not produce sharp jumps in the absorption coefficient of this magnitude because 

of the slow cut in of the multiple electron transition probabilities with energy. 

Experimentally the two electron shake-off events can be seen as bumps on the 

absorption coefficient [84]. We do not see these features on the calculated two 

electron absorption coefficient because, in this model, the energy dependence is 

too slow. Prom the curve to the right of figure 7.12 we can see, however, that we 

do obtain multiple electron features of about the right order of magnitude. In 

calculating A p /p k in figure 7.12 we have assumed the one electron calculation to 

be equivalent to the smooth atomic background. The difference between the one 

and two electron calculations (A/z) therefore shows up the multi-electron features.

7.2.6 The A m plitude R eduction Factor

The probability of secondary electron shake-off is very closely related to the 

amplitude reduction factor used in EXAFS. This factor is used in the purely 

one electron EXAFS calculation to account for many-electron excitations at the 

absorbing atom. We argued previously that only those photoelectrons which did 

not excite passive electrons into the continuum would contribute to the EXAFS 

signal, thus the amplitude reduction factor is simply the probability that none of 

the secondary electrons are excited into the continuum,

s20{w) = l - P ( w ) ,  (7.37)

where P(co) may be taken from equation (7.15) or from equation (7.28) with the 

relevant modifications as discussed in the text.

The theory used in this chapter describes both the photoelectron and the core
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hole, it includes both the intrinsic and extrinsic EXAFS loss processes at the 

central atom. At high energies, of course, the extrinsic losses tend to zero and 

equations (7.15) and (7.28) reduce to the sudden limit for the shake-off probability 

discussed in chapter 6. Because equation (7.37) for the amplitude reduction factor 

includes all the EXAFS losses at the central atom we cannot use it directly in 

equation (1.3) for the EXAFS. We must first modify the mean free path term in 

equation (1.3) so that it describes the extrinsic losses only a t the scattering atom. 

For the mean free path term we therefore have, exp(^ — 2(rj — r0) / A), where Tj 

is the distance to the scattering atom and rQ subtracts off the contribution from 

the central atom.

In section 7.2.2 we obtained results, effectively for that agreed well with

experimental data for neon and argon following K-edge photoabsorption. In figure 

7.13 we compare values of < (« ) calculated using the two methods in this chapter 

with data produced by Stem et al [85] for Bromine. The magnitudes of the data 

and the two calculated sets of results agree well at high photon energies although 

the result calculated using the screened core hole is still falling at 700eV above 

the edge. Both the calculated curves cut in far quicker than the experimentally 

measured set of points. The measured amplitude reduction does not deviate from 

unity until approximately lOOeV above the edge, this is therefore the primary 

photoelectron energy at at which the first secondary electrons are excited into 

the continuum. We find this result surprising. The most weakly bound state in 

Bromine has a binding energy of only ~  5eV [28] which suggests that we should 

see secondary electrons excited into the continuum at a photon energy of at most 

lOeV above the K-edge. Data from Kodre et al [83] supports this view. Kodre 

et al find the onset of the 3d shake-off in Bromine to be 90eF above the K-edge. 

The 4s and 4p shake-off must appear at much lower energies than this.

In figure 7.14 we have plotted the amplitude reduction factor against photon
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Figure 7.13: The amplitude reduction factor (1 — P(a;)) as a function of the photon energy 

above the K-edge for Bromine. The solid line shows the result calculated using the sudden 

approximation with a model energy dependence (eqn.(7.16)) whilst the dashed line shows 

calculated using the screened hole potential (eqn.(7.28)). The diamonds with error bars are 

experimental data measured by Stem et d  [85].

energy above the K-edge for copper, silicon and silver. The points give the results 

calculated using a model energy dependence and the sudden approximation whilst 

the lines are values of calculated using the screened core hole. From chapter 

6 we know that the sudden approximation gives reasonable high energy limits for 

the amplitude reduction. The energy dependence also fits in with the commonly 

held view that reaches its full magnitude within at most a couple of hundred 

volts of the edge. The results using the screened core hole for copper and silicon 

are also surprisingly good. The energy dependence seems reasonable and the 

magnitudes are within 15% of those given by the sudden approximation at 800eV 

above the edge. The screened core hole result for silver is not so good. The
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Figure 7.14: The amplitude reduction factor (1 — P(uj)) as a function of the photon energy 

above the K-edge. The solid line shows the result calculated using a screened core hole potential 

(eqn.(7.28)) for copper, the dashed line for silicon and the dotted line for silver. The points are 

results found using the sudden approximation and a model energy dependence: diamonds for 

copper, crosses for silicon and squares for silver.

amplitude reduction varies much more slowly with energy than we would expect 

and looks to be tending toward a high energy limit of less than 0.6, compared to 

the sudden approximation result of 0.8. We believe that the poor results for Silver 

may be due to the large number of weakly bound electrons in the 4d orbitals. 

The calculation for silver is more sensitive to changes in the low energy final 

state  phase-shifts. It may be that, in this case, the Slater X a  potential is an 

inadequate representation of the true electronic exchange.

♦ v
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7.2.7 Connection w ith EXA FS D ata  Analysis

In this chapter we have described a method by which an energy-dependent 

amplitude reduction factor may be quickly calculated for all edges of all elements. 

This factor can then be used, along with the appropriate mean free path term, in a 

single electron theory using real atomic scattering potentials to calculate EXAFS 

of the correct magnitude. Of course, the losses to the photoelectron wave could 

be evaluated using a complex scattering potential and, from chapter 4, we know 

tha t the Hedin-Lundqvist (HL) potential gives a good, if somewhat fortuitous, 

agreement with experiment. However data analysis programs using complex 

scattering potentials are complex to write and maintain, especially when multiple 

scattering must be taken into account. Programs using only real potentials are 

extremely simple in comparison. The Dirac-Hara exchange potential gives better 

phase-shifts for EXAFS purposes than the real part of the HL potential [51]. 

Using this real scattering potential and an energy-dependent loss factor such as 

that described in this chapter we would expect to obtain good EXAFS spectra 

without the complications of the complex phase-shift approach.

In figure 7.15 we compare calculated EXAFS spectra for copper metal. As 

described in chapter 4, section 4.2.4, we used the Daresbury program EXCURV98

[14] to calculate an EXAFS spectrum for Cu foil with both the HL (solid line) 

and the X ol potentials using only the first shell of scattering atoms. The spectra 

calculated using the X ol exchange is slightly out of phase with the best fit HL 

spectra, it is also much larger as it includes none of the losses to the photoelectron 

beam from inelastic scattering.

To obtain the curves denoted by diamonds in figure 7.15 we multiply the X a  

EXAFS spectra with the energy-dependent loss factors calculated in this chapter 

and by a mean free path term, exp(  — 2(r, — r0)Vpi/k) , where rj =  2.541A is the
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Figure 7.15: Unweighted EXAFS spectra for copper foil. The solid curve gives the result 

calculated with the Daresbury program EXCURV98 using the Hedin-Lundqvist exchange 

potential. The two sets of points are the spectra obtained using the real X a  potential in 

EXCURV98 multiplied by the two types of loss factors investigated in this chapter. The curve 

on the left is with a loss factor calculated using a model energy dependence and normalised 

to the sudden approximation whilst the graph on the right is with a result calculated using a 

screened core hole.

nearest neighbour distance, ra =  1.27A is the central atom muffin tin radius and 

Vpi =  4eV. The curve on the left shows the spectra obtained with a loss factor 

given by equation (7.16) normalised to a sudden limit of 0.67. The curve on the 

right shows the spectra calculated using the screened core hole loss factor. Both 

loss factors seem to give a reasonable description of the losses, both significantly 

improve the fit from that obtained with the X a  potential alone and both factors 

are considerably better than the constant s20 and Vpj loss factors used historically.

Because the spectra are slightly out of phase it is not particularly instructive to 

give an R-factor value for the comparison of the various theories. However, both 

the model energy dependence curves give an R-factor of around 42%. This is 

much better than the R-factor obtained by comparing the curve calculated with 

the HL potential to that calculated with the X a  potential and a constant loss 

factor, slexp(2rjVpi/k), of R  =  64%.
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Figure 7.16: EXAFS loss factors. The points are obtained by ratioing the EXAFS peak 

heights calculated using the HL potential which empirically includes all the losses and the Xa  

potential which includes none. The solid line is the loss factor calculated using the screened 

core hole whilst the dotted line is the loss factor calculated with a model energy dependence 

normalised to a sudden limit of 0.67.

In figure 7.16 we compare the loss factors directly. To obtain the data points 

we have ratioed the peak heights of the EXAFS spectra calculated with the HL 

potential to the equivalent peak heights of the spectra calculated with the X a  

potential. The dotted line shows the result of the model energy dependence 

calculation normalised to a sudden limit of 0.67 whilst the solid line shows the 

result for the loss factor calculated using the screened core hole. Both loss factors 

have been multiplied by the appropriate mean free path term to describe the 

losses outside of the central muffin tin.

Within the range of an EXAFS spectra the model energy dependence 

calculation gives excellent agreement with the losses obtained using the HL 

potential, with much less computational effort. The screened core hole also gives
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reasonable results although the energy dependence is not quite correct. The 

energy dependence of both the loss factors is unphysical at small k because of the 

constant value for Vpj used in the mean free path term. This completely kills the 

EXAFS at very small k. To model the mean free path term more accurately we 

need an energy-dependent Vpj, the simplest form being one which simply cuts 

off a t the binding energy of the most weakly bound state. Below this energy, no 

inelastic scattering is possible and thus we obtain no losses to the EXAFS.

7.3 Conclusion

In this chapter we have used time-dependent perturbation theory and a model 

core hole - photoelectron potential, V(r), to obtain results for the secondary 

electron shake-off probabilities as a function of photon energy above the X-ray 

absorption edge.

Initially we follow the procedure of Thomas [20]. We model the energy 

dependence of the radial matrix element involving V(r) and set its magnitude 

using the high energy limit for the shake-off probabilities which may be calculated 

using the sudden approximation (see chapter 6) or taken from experiment. We 

extend Thomas’ model to correctly obtain the probabilities for secondary electron 

shake-off rather than shake-up by including the possibility of transitions into all 

energetically available continuum states. This method gives results for the shake- 

off probabilities which compare very well with experimental data for neon and 

argon. This method can also be used to generate an energy-dependent loss factor 

applicable to EXAFS calculations which use a real scattering potential. The 

results obtained using the X a  potential and the energy-dependent loss factor 

agree extremely well with those obtained using the complex HL potential which 

is known to give good agreement to experiment.
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In a further extension to Thomas’ theory we model V(r) explicitly. We choose a 

form for the potential which starts at zero at small times and tends to a screened £ 

potential once the primary photoelectron has departed from the atom. We found 

that the results obtained were fairly dependent on the form of screening used. 

However, an SPP dielectric function used within the local density approximation 

gave results which agree reasonably well with experiment. The energy dependence 

of the shake-off probabilities is, however, not quite correct. The dielectric function 

used appears to underestimate the screening at high photoelectron energies, 

although the magnitudes obtained are generally within the experimental error 

over the region of energy of interest in EXAFS. This method gives double 

electron absorption cross sections which are as good as those produced using the 

configuration interaction method. However, the secondary electron excitation 

spectra produced using the screened core hole are, at best, acceptable, the energy 

dependence of the spectra being incorrect. This method does, however, show 

promise, and it may be that calculations with a better form for the dielectric 

function or more accurate final state wavefunctions would greatly improve the 

results. Again, using this method to generate an energy dependent loss factor for 

EXAFS calculations would appear to give results as good as those obtained with 

HL potential.

In summary we have investigated two methods which give reasonable results 

for the energy dependence and magnitude of the secondary electron shake-off 

probabilities. Both methods can be used to generate energy-dependent loss 

factors which may be used in real potential EXAFS scattering codes to give 

good agreement with the experimental EXAFS.
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Summary and Conclusions

In this thesis we have investigated some of the many-electron effects which 

affect the X-ray absorption fine structure or EXAFS. EXAFS is an important 

experimental technique of particular use for the study of the structure of non­

crystalline materials. Data analysis of the EXAFS is generally performed by 

comparing the experimental spectra to spectra calculated theoretically using 

plausible model structures. To date the theory has been developed using a 

wholly single electron formalism with the many-body effects, which are not well 

understood, typically lumped into various empirical parameters and scattering 

potentials. These many-electron effects are, however, important. In particular 

they have a large effect on the EXAFS amplitude which greatly affects the 

experimental determination of coordination numbers. Typically, the EXAFS 

technique cannot determine coordination numbers to an accuracy of better than 

± 10%.

In this thesis we investigate some of the approximations used to describe many- 

electron effects in EXAFS data analysis programs. The Daresbury program 

EXCURV98 [14] uses a complex exchange and correlation potential to model the 

many-electron effects. The imaginary part of this potential models the extrinsic 

inelastic losses to the EXAFS. It therefore reduces the EXAFS amplitude. In

177
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chapter 2 we develop approximations which allow us to calculate the amplitude of 

the EXAFS in the presence of a complex scattering potential without calculating 

the EXAFS itself. This allows us to study the effect of the imaginary potential 

on the theoretical amplitudes without having to consider the other changes to 

the EXAFS spectra caused by the complex potential.

The exchange and correlation potential most commonly used today is the 

Hedin-Lundqvist [9] potential which is derived from the GW formalism using 

uniform electron gas relations and the local density approximation. This potential 

lumps all of the inelastic scatterings into collective excitations, the plasmons, 

without explicitly mentioning the single electron transitions. The HL potential 

neglects single electron excitations because it is calculated using an approximate 

form of the inverse dielectric function, the single plasmon pole form [9]. In 

chapter 3 we examine the SPP dielectric function and compare it to a full atomic 

calculation of e~1(q, u). To our knowledge this is the first such calculation of 

an atomic e-1 . The two forms show similar overall energy and q dependence. 

The SPP dielectric function, however, does not exhibit the sharp structure of the 

atomic calculation at the X-ray absorption edges because of its neglect of the 

single electron excitations.

In chapter 4 we use the SPP dielectric function to calculate the HL potential. 

The effects of the imaginary part of this potential on the EXAFS amplitudes 

are then examined using the formulae derived in chapter 2. We find that the 

HL potential significantly overestimates the extrinsic EXAFS losses. It gives 

values for the mean free path which are much shorter than those observed 

experimentally. Instead the amplitudes given by the HL potential agree well 

with the total (extrinsic plus intrinsic) losses to the EXAFS. Additional amplitude 

fitting parameters should therefore not be used when data fitting with the HL 

potential. This is an important result. Previously it had been assumed that the
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HL potential gave a good approximation to the extrinsic losses, thus, values of the 

amplitude reduction factor of 0.6 to 0.8 were considered reasonable when data 

analysing using this potential. Using such low values, however, would lead to 

erroneous results for the Debye-Waller factor and for the coordination numbers. 

This has now mostly been acknowledged amongst the UK EXAFS community, 

the default value of the constant amplitude fitting parameter, AFAC (si), in 

EXCURV has been changed from 0.8 in the 1992 release to 1.0 in the current 

version.

In chapter 5 we develop the work of Beni, Lee and Platzman [17] who 

produced a complex scattering potential which explicitly includes single electron 

excitations. BLP derive their potential from a consideration of the atomic 

scattering factor. In chapter 5 we show that this potential may also be obtained 

from the GW approximation by making the relevant approximations. We derive 

a method by which we may solve for the BLP potential without using the many 

approximations applied by BLP. However, we find that the imaginary part of the 

potential is much larger than the imaginary part of the HL potential and therefore 

vastly overestimates the inelastic scatterings. We find that the magnitude of 

the potential is critically dependent on the phase-shifts and hence the potential 

itself. A proper calculation of the BLP potential would require a self-consistent 

procedure taking many iterations. However, such a procedure is not practical for 

EXAFS data analysis purposes where computer time must be kept to a minimum. 

We therefore conclude that this potential is unsuitable for EXAFS purposes.

In chapter 6 we change tack somewhat and examine the intrinsic losses to 

the EXAFS. In this chapter we discuss the problem in terms of the sudden 

approximation which is valid in the limit of high photoelectron energy. By 

describing the appearance of the core hole using Slater’s rules [19] we may easily 

calculate the effects on the EXAFS amplitudes in this limit for all edges of
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all elements, the first time that this has been done. We find that, using this 

simple model with numerical values for the effective nuclear charge tabulated 

by Clementi et al [26], we obtain surprisingly good agreement with experiment. 

The method can also be used to calculate the probability of excitation into the 

continuum and the probability of transitions into excited bound states which 

we find to be small. In this chapter we also calculate the amplitude reduction 

factor using tight binding initial state wavefunctions. In the worst possible case 

this calculation gives results which differ at most by ± 10% from the free atom 

calculation of s20. We therefore conclude that the amplitude reduction factor is 

independent of the chemical environment of the absorbing atom.

Chapter 7 is concerned with a time-dependent model of the core hole - 

photoelectron system. We take a simple model form for the time dependence 

of the potential of the core hole and photoelectron and use it to calculate results 

for the secondary electron shake-off probabilities. The time-dependent form of 

the potential comes from Thomas [20] who calculated the neon shake-off spectra 

by normalising his results to the experimental high energy limit. Thomas’ theory 

is, however, incorrect. We correct the theory of Thomas and calculate shake-off 

spectra for neon, and argon K and L edges either by normalising to experiment 

or to the calculated results of chapter 6. The calculations are compared to 

experiment and are found to agree well. We also describe a more complex model of 

the core hole - photoelectron system in which we explicitly include the screening 

of the core hole by using the SPP dielectric function. This calculation gives 

less good results than the simpler model used but is at least as good as the 

many-body perturbation theory models which have been used previously [68, 69]. 

The results obtained for the shake-off spectra can be used to calculate the total 

(intrinsic+extrinsic) losses to the EXAFS. The total EXAFS losses appear to 

agree well with experiment thus, this method could be used with an entirely real
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scattering potential in an EXAFS data analysis program. Chou et al [51] state 

tha t the Dirac-Hara potential (a real scattering potential) gives better final state 

phase-shifts than the HL potential. Also, data analysis programs with complex 

potentials are difficult to produce, especially where multiple scattering must be 

taken into account. Using the methods described in this chapter it would be 

relatively simple to produce an EXAFS data analysis program using the Dirac- 

Hara potential but which also adequately describes the inelastic losses. In such 

a program the energy dependent loss factors calculated in this Chapter could be 

input for each element in parameterised form. In most data analysis programs 

the intrinsic losses are approximated by a constant or are included in an ad hoc 

manner by the use of the HL potential. The method described in chapter 7, 

however, does not suffer from this drawback, and would also be of use to groups 

who do not readily have access to such codes as EXCURV98.

A possible future work stemming from this thesis would, of course, be to 

produce such a multiple scattering EXAFS program using the methods described 

above. This program could then be tested fully against the presently available 

codes. Also, other interesting results have been produced in this thesis. Namely, 

whilst being good enough at present, the approximations made to describe many- 

body effects in EXAFS are not accurate. Restrictions, largely due to the lack of 

available computing power mean that we cannot do much better than the HL or 

other similar potentials. However, improvements could be made to the results 

reported in this thesis by using fully self-consistent calculations and including 

higher order terms in the perturbation theories. A further study along these lines 

might produce results of interest for their own sake.
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The Real Part Of The Hedin-Lundqvist 

Potential

In Chapter 4, equation (4.12), the real part of the Hedin-Lundqvist potential was 

defined in terms of 3 coefficients, / i ,  I 2 and Is are the results of the angular 

integrals in equation (4.10). These are listed below.
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APPENDIX B

Derivation of the Beni, Lee and Platzman 

Polarisation Potential from the Atomic 

Scattering Factor

In Chapter 5 we briefly discussed how Beni, Lee and Platzman (BLP) obtained 

their form for the complex correlation potential. In this appendix we outline the 

method in more detail.

BLP [17] define their form for the potential as the Fourier transform of the 

atomic scattering factor, f(rj). The scattering factor, summed to all orders of 

scattering, may be written in terms of the exact many body wavefunctions of the 

system and the interaction potential seen by the photoelectron,

/  =  “ < * /1 Vin, 14^), (B.l)

where is a many body state with the photoelectron far from the atom and the 

atomic electrons unperturbed, and Wp is the many body final state describing the 

atomic electrons and the scattered photoelectron far from the atom. As we are 

interested only in the elastic scattering, p must have all of the bound electrons 

in their initial atomic states.
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Vint: the potential seen by the photoelectron, is given by,

Vint =  - -  +  J 2 ]— -— |. (B.2)
r  i Ir  ~  r » I

where Z is the atomic number and the summation is over all electronic 

coordinates.

Equation (B.l) may also be expressed in the first Born approximation in terms 

of an effective scattering potential,

f ( v )  = - ^ ( v * A V'/f\<Pk,)- (B-3)

Equation (B.3) describes the scattering by an atom of some incident electron 

from wavevector k* to k /  where the momentum transfer, k/  — kj, is given by tj 

and tpk. and <̂ k/ are plane waves.

To obtain the BLP result we must neglect the exchange between electrons in 

equation (B.l) so that \£j and become Hartree products of the photoelectron 

and bound state wavefunctions. We take the photoelectron initial state to be 

a plane wave and obtain the many electron final state using a Green function 

expansion.

V f = *K  + GVint^K. (B.4)

^ k  is the product of all the bound atomic states and a plane wave final state of 

wavevector, k /, and the Greens function is defined as,

(B-5>

where # are the Hartree wavefunctions for all of the excited states available to 

the system. Within the Hartree approximation only those states with at most 

a single excited electron are obtainable. E n is the energy of the many electron 

state, and E  =  Ej +  is the sum of the initial photoelectron energy and 

the energies of all the bound state electrons in the system.
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Substituting for \£j? into equation (B.l) we have that,

E  — En i  id
=  f l  +  $2' (B-6)

As is simply a product of bound atomic orbitals, ), and a free electron 

wave, we can see that the first term in equation (B.6) is simply the Fourier 

transform of the Hartree potential,

The second term in equation (B.6) must therefore be the Fourier transform of 

the correction to the Hartree potential. This correction term is the polarisation 

potential.

In evaluating f 2 we write the excited, intermediate, state wavefunction as,

Within the Hartree approximation, we may choose a particular electron to be 

excited from a bound atomic orbital, (t>0(u), into an excited continuum state, 

rpn{u)- The photoelectron is excited into the intermediate state, exp(z(kj +  q) -r), 

thus the energy of the many electron wavefunction, is given by,

where lj0 and u n are the energies of the single electron bound and excited states.

The integrals over the photoelectron radial coordinate are simply Fourier 

transforms of the 1 / r  potentials. These may be easily evaluated. Then, to obtain 

the BLP result for the scattering factor we must finally integrate over all the 

possible intermediate photoelectron states available for each of the ^ n(r) excited

(B.7)

(B.8)

(B.9)
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atomic states.

1 v- r  ,  to (4> o I e'q’r | rl>„) (</>» I e,(’'- q>r | <t>0)
M v )  =  +  ^

J _  V  f r f n  ( ^ | e ,<l r |^ n ) ( V ’n | e l(’’- q )-r |0 . , )  , R  . 

2 ir 2 V - '  ? 2 l » 7 - q I 2 ( ? 2 +  2 q  • k i  +  2(u>„ -  u . )  -  i d ) ' ^

where we have taken the + 1 8  term in the denominator of the Green function as 

the excited states ipn(r) must be unoccupied.

Equation (B.10) is identical to the result for the second Born approximation 

to the atomic scattering factor given by BLP. f t  is just the Fourier transform of 

an effective scattering potential which may be added to the Hartree potential to 

give an approximation to the electron-electron correlation.
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Calculation of a n  using a Different q  Dependent 

Plasmon Frequency.

In chapter 7 we calculated the probability, P(u>), of exciting two electrons into 

the continuum following the absorption of an X-ray photon. The results obtained 

were strongly dependent on the form of the screening used. In Chapter 7 we 

calculated P^u) using a single plasmon pole dielectric function (eqn.(7.20)) with 

a simplified q dependent plasmon frequency of, u 2q =  u 2(r) +  \q4. We can also 

calculate the relevant excitation probabilities using a less accurate form of the q 

dependent excitation frequency,

w, =  Wp(r) +  ig2. (C .l)

This form of the plasmon frequency has identical large and small q limits to the 

q4 plasmon frequency defined above.

The probability of secondary electron excitation is defined in terms of the 

expansion coefficients of the perturbed system wavefunctions. We have,

On =  ( ’/ ’n |y  dqe", rV(q, - u no)e~1(q, - u no) <j>i^ (C.2)

Using equation (C.l) for the q dependent plasmon frequency we can, once again, 

evaluate the q integral in equation (C.2) directly with the help of Gradsteyn and
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Ryzhik [54]. We find,
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(C.3)

where,

a2 =  2 |a;T and,

62 — 2(a;no +  ujp). (C.4)

The r integrand contains a divergence at u no =  u p(r). This may be dealt using a 

Romberg integration routine in the same way as the r integral in Chapter 7.
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