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## Abstract

We look at aspects of error analysis for interpolation by translates of a basic function. In particular, we consider ideas of localisation and how they can be used to obtain improved error estimates. We shall consider certain seminorms and associated spaces of functions which arise in the study of such interpolation methods. These seminorms are naturally given in an indirect form, that is in terms of the Fourier Transform of the function rather than the function itself. Thus, they do not lend themselves to localisation. However, work by Levesley and Light [17] rewrites these seminorms in a direct form and thus gives a natural way of defining a local seminorm. Using this form of local seminorm we construct associated local spaces. We develop bounded, linear extension operators for these spaces and demonstrate how such extension operators can be used in developing improved error estimates. Specifically, we obtain improved $L_{2}$ estimates for these spaces in terms of the spacing of the interpolation points. Finally, we begin a discussion of how this approach to localisation compares with alternatives.
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## Chapter 1

## Introduction

Interpolation is an important tool in the physical sciences and has a variety of applications. In general we are trying to solve the following type of problem. Information in the form of real or complex values is known only on a finite set of sampling points or nodes in $\mathbb{R}^{n}$. Our aim is to find a function $s: \mathbb{R}^{n} \rightarrow \mathbb{R}$ whose value at each of the nodes agrees with the given data. The specifics of the interpolation scheme are, of course, dependent on the application in hand. For example, we may require the interpolant $s$ to have a certain degree of smoothness or behaviour at infinity. Some considerations, however, must be taken into account in any interpolation scheme. In order to avoid numerical instability, we must ensure the problem is posed in such a way as to guarantee a unique solution. In addition, we would like small changes in the data to imply small changes in the interpolant. The question of error is also of importance; we would hope to have some means of evaluating how well our scheme works.

The work in this thesis is motivated by interpolation by translates of a basic function. This is now a well-established and relatively simple method of interpolation which can be
applied to scattered data. We shall discuss some of the relevant theory in this chapter and introduce certain seminorms and spaces of functions which arise naturally in the study of this type of interpolation problem. The aim of this work is to produce improved error estimates for these spaces by applying localisation methods.

### 1.1 The Interpolation Problem

We shall be concerned with the following interpolation problem. Interpolation data is given in the form of $x_{1}, \ldots, x_{m} \in \mathbb{R}^{n}$ and corresponding values $d_{1}, \ldots, d_{m} \in \mathbb{R}$. Let $X$ be a space of real-valued functions on $\mathbb{R}^{n}$. We wish to find a function $s \in X$ such that

$$
\begin{equation*}
s\left(x_{i}\right)=d_{i} \quad \text { for all } i=1, \ldots, m \tag{1.1}
\end{equation*}
$$

It is useful to assume that $X$ is a linear space of functions for the following reasons. Suppose $s_{1} \in X$ interpolates data $d_{1}, \ldots, d_{m} \in \mathbb{R}$ at the points $x_{1}, \ldots, x_{m} \in \mathbb{R}^{n}$, in the sense of (1.1). Then, if $X$ is a linear space, given any $\alpha \in \mathbb{R}$ the function $\alpha s \in X$ interpolates the data $\alpha d_{1}, \ldots, \alpha d_{m} \in \mathbb{R}$ at $x_{1}, \ldots, x_{m}$. Suppose also that $s_{2} \in X$ interpolates the data $a_{1}, \ldots, a_{m} \in \mathbb{R}$ at $x_{1}, \ldots, x_{m} \in \mathbb{R}^{n}$. Then, again provided $X$ is a linear space, the function $s_{1}+s_{2} \in X$ interpolates the data $d_{1}+a_{1}, \ldots, d_{m}+a_{m}$ at the points $x_{1}, \ldots, x_{m}$.

In order to provide stability for the system it is important that the interpolation conditions (1.1) ensure that $s$ is uniquely defined. Thus, we require that the only function in $X$ which vanishes on the interpolation points is the zero function. However, work dating back to Mairhuber [24] shows that difficulties occur when considering a multidimensional situation. Specifically, suppose $X$ is an $m$-dimensional space of continuous real-valued functions
on a domain $\Omega \subset \mathbb{R}^{n}$. Suppose also that given any set of points $\left\{x_{1}, \ldots, x_{m}\right\} \subset \Omega$, the only function $f \in X$ satisfying $f\left(x_{i}\right)=0$ for all $i=1, \ldots, m$, is the zero function. Then, either $m=1$ or the domain $\Omega$ is just one dimensional. This result forces us to make $X$ dependent on the given interpolation data.

A solution to this problem presents itself in the form of radial basic function interpolation. We begin with a basic function $\Phi$ which is real-valued on $\mathbb{R}_{+}=\{x \in \mathbb{R}: x \geq 0\}$. Letting $A=\left\{x_{1}, \ldots, x_{m}\right\}$ we define the interpolation space $X=X_{A}$ to consist of all functions from $\mathbb{R}^{n}$ to $\mathbb{R}$ of the form

$$
x \mapsto \sum_{j=1}^{m} \alpha_{j} \Phi\left(\left|x-x_{j}\right|\right), \quad \quad \text { with } \alpha_{j} \in \mathbb{R} \text { for all } j=1, \ldots, m
$$

Here $|\cdot|$ denotes the Euclidean norm. Having specified our interpolation space $X$ to be data dependent, we now have a chance of being able to solve the interpolation problem uniquely for $s$. However, certain restrictions must be placed on the function $\Phi$ in order to ensure this.

### 1.2 Conditionally Positive Definite Functions

We have the following radial basic function interpolation problem. Let $\Phi$ be a real-valued function on $\mathbb{R}_{+}$. Given values $d_{1}, \ldots, d_{m} \in \mathbb{R}$ and points $x_{1}, \ldots, x_{m} \in \mathbb{R}^{n}$, we wish to determine

$$
s(x)=\sum_{j=1}^{m} \alpha_{j} \Phi\left(\left|x-x_{j}\right|\right)
$$

where the $\alpha_{j}$ are constants to be found subject to the interpolation conditions

$$
s\left(x_{i}\right)=d_{i}, \quad \text { for all } i=1, \ldots, m
$$

This is equivalent to solving the linear system

$$
\sum_{j=1}^{n} \alpha_{j} \Phi\left(\left|x_{i}-x_{j}\right|\right)=d_{i} \quad \text { for all } i=1, \ldots, m
$$

Writing this in matrix form we have

$$
A \alpha=d,
$$

where $A$ is the $m \times m$ matrix whose components are given by $A_{i j}=\Phi\left(\left|x_{i}-x_{j}\right|\right), \alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in \mathbb{R}^{m}$ and $d=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{R}^{m}$. Clearly we can solve this system uniquely for $\alpha$ provided $A$ is invertible. With minimal effort one can prove this is the case if $\Phi$ is strictly positive definite in the following sense.

Definition 1.2.1 Let $\Phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$. If, for any set of distinct points $y_{1}, \ldots, y_{r} \in \mathbb{R}^{n}$ and constants $c_{1}, \ldots, c_{r} \in \mathbb{R}$, the quadratic form

$$
\sum_{i=1}^{r} \sum_{j=1}^{r} c_{i} c_{j} \Phi\left(\left|y_{i}-y_{j}\right|\right) \geq 0
$$

then we say $\Phi$ is positive definite. If, in addition,

$$
\sum_{i=1}^{r} \sum_{j=1}^{r} c_{i} c_{j} \Phi\left(\left|y_{i}-y_{j}\right|\right)=0
$$

if and only if $c_{i}=0$ for all $i=1, \ldots, r$, then we say $\Phi$ is strictly positive definite.

The interpolation problem is uniquely solvable provided the function $\Phi$ is strictly positive definite. The Gaussian, defined by $\Phi(r)=e^{-r^{2}}$, is an example of a strictly positive definite function, see Powell [28, p.118]; so is the inverse multiquadric defined by $\Phi(r)=\left(c^{2}+\right.$ $\left.|r|^{2}\right)^{-1 / 2}$, where $c>0$. However, some of the first interpolants of this kind to be used successfully in applications involved basic functions $\Phi$ which do not possess this property, for
example, Duchon's thin plate splines [6], in which $\Phi(r)=r^{2} \ln r$ and Hardy's multiquadric surfaces [14], in which $\Phi(r)=\left(r^{2}+c^{2}\right)^{1 / 2}$, for $c>0$. However, these functions do possess the following property.

Definition 1.2.2 Let $\Phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$. If, for any set of distinct points $y_{1}, \ldots, y_{r} \in \mathbb{R}^{n}$ and constants $c_{1}, \ldots, c_{r} \in \mathbb{R}$, the quadratic form

$$
\sum_{i=1}^{r} \sum_{j=1}^{r} c_{i} c_{j} \Phi\left(\left|y_{i}-y_{j}\right|\right) \geq 0
$$

whenever

$$
\begin{equation*}
\sum_{i=1}^{r} c_{i} p\left(y_{i}\right)=0 \quad \text { for all } p \in \Pi_{k-1}\left(\mathbb{R}^{n}\right) \tag{1.2}
\end{equation*}
$$

then we say $\Phi$ is conditionally positive definite of order $k$. If, in addition, $c_{1}, \ldots, c_{r}$ satisfy (1.2) and

$$
\sum_{i=1}^{r} \sum_{j=1}^{r} c_{i} c_{j} \Phi\left(\left|y_{i}-y_{j}\right|\right)=0
$$

if and only if $c_{i}=0$ for all $i=1, \ldots, r$, then we say $\Phi$ is conditionally strictly positive definite of order $k$.

We note that the above definition can be extended to functions $\Psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by considering $\Psi\left(y_{i}-y_{j}\right)$ instead of $\Psi\left(\left|y_{i}-y_{j}\right|\right)$.

When considering functions $\Phi$ which are conditionally positive definite of order $k$ we add a polynomial of degree $k-1$ to the interpolant. Assume $\Pi_{k-1}\left(\mathbb{R}^{n}\right)$ has dimension $l$ and suppose polynomials $p_{1}, \ldots, p_{l}$ form a basis for $\Pi_{k-1}\left(\mathbb{R}^{n}\right)$. We then let

$$
s(x)=\sum_{j=1}^{m} \alpha_{j} \Phi\left(\left|x-x_{j}\right|\right)+\sum_{k=1}^{l} \beta_{k} p_{k}(x) \quad \text { for } x \in \mathbb{R}^{n}
$$

and hope to solve for constants $\alpha_{1}, \ldots, \alpha_{m}$ and $\beta_{1}, \ldots, \beta_{l}$ subject to the conditions
(1) $s\left(x_{i}\right)=d_{i}$, for all $i=1, \ldots, m$,
(2) $\sum_{j=1}^{m} \alpha_{j} p_{k}\left(x_{j}\right)=0$, for all $k=1, \ldots, l$.

The additional degrees of freedom introduced by the polynomial in the interpolant compensate for the addition of condition (2) to the interpolation constraints. We can write the above system of equations in matrix form as follows,

$$
\left(\begin{array}{cc}
A & P \\
P^{T} & 0
\end{array}\right)\binom{\alpha}{\beta}=\binom{d}{0}
$$

where $A$ is the $m \times m$ matrix given by $A_{i j}=\Phi\left(\left|x_{i}-x_{j}\right|\right), P$ is the $m \times l$ matrix given by $p_{i j}=p_{j}\left(x_{i}\right), d=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{R}^{m}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in \mathbb{R}^{m}$ and $\beta=\left(\beta_{1}, \ldots, \beta_{l}\right) \in \mathbb{R}^{l}$. This system can be solved uniquely provided the $(m+l) \times(m+l)$ matrix

$$
M=\left(\begin{array}{cc}
A & P \\
P^{T} & 0
\end{array}\right)
$$

is invertible. We shall see that this is true if $\Phi$ is conditionally positive definite of order $k$ and if in addition the interpolation points $x_{1}, \ldots, x_{m}$ have the following property.

Definition 1.2.3 We say that $y_{1}, \cdots, y_{m} \in \mathbb{R}^{n}$ are unisolvent with respect to $\Pi_{k}\left(\mathbb{R}^{n}\right)$ if, whenever $p \in \Pi_{k}\left(\mathbb{R}^{n}\right)$ and $p\left(y_{i}\right)=0$, for all $i=1, \cdots, m, p$ is the zero polynomial.

Lemma 1.2.4 Let $\Phi$ be conditionally strictly positive definite of order $k$, and let $x_{1}, \ldots, x_{m}$ be unisolvent with respect to $\Pi_{k-1}\left(\mathbb{R}^{n}\right)$. Assume $\Pi_{k-1}\left(\mathbb{R}^{n}\right)$ has dimension $l$ and suppose polynomials $p_{1}, \ldots, p_{l}$ form a basis for $\Pi_{k-1}\left(\mathbb{R}^{n}\right)$. Let $A$ be the $m \times m$ matrix given by $A_{i j}=\Phi\left(\left|x_{i}-x_{j}\right|\right)$ and $P$ be the $m \times l$ matrix given by $P_{i j}=p_{j}\left(x_{i}\right)$. Then the matrix

$$
M=\left(\begin{array}{cc}
A & P \\
P^{T} & 0
\end{array}\right)
$$

is invertible.

Proof. Suppose $u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbb{R}^{m}$ and $v=\left(v_{1}, \ldots, v_{l}\right) \in \mathbb{R}^{l}$ are such that $(u, v) \in$ $\mathbb{R}^{m+l}$ is in the kernel of $M$. Then we have

$$
\begin{equation*}
A u+P v=0 \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
P^{T} u=0 \tag{1.4}
\end{equation*}
$$

Equation (1.4) implies $u^{T} P=0$. Pre-multiplying Equation (1.3) by $u^{T}$ and making the substitution $u^{T} P=0$ gives

$$
u^{T} A u=0
$$

## Expanding gives

$$
\sum_{i=1}^{m} \sum_{j=1}^{m} u_{i} u_{j} \Phi\left(\left|x_{i}-x_{j}\right|\right)=0
$$

Also from Equation (1.4) we have

$$
\sum_{i=1}^{m} u_{i} p_{j}\left(x_{i}\right)=0 \quad \text { for all } j=1, \ldots, l
$$

Hence, since $\Phi$ is conditionally strictly positive definite of order $k$ we must have $u=0$. From Equation (1.3) we now have $P v=0$. Expanding gives

$$
q\left(x_{i}\right)=p_{1}\left(x_{i}\right) v_{1}+p_{2}\left(x_{i}\right) v_{2}+\ldots+p_{l}\left(x_{i}\right) v_{l}=0, \quad \text { for all } i=1, \ldots, m
$$

Thus $q$ is a polynomial in $\Pi_{k-1}\left(\mathbb{R}^{n}\right)$ with $q\left(x_{i}\right)=0$, for all $i=1, \ldots, m$. Hence, by the unisolvency of $x_{1}, \ldots, x_{m}, q=0$. Thus, $v=0$. Therefore, the kernel of $M$ is trivial and hence $M$ is invertible.

The seminal paper by Micchelli [26] shows that the multiquadric is conditionally strictly positive definite of order one. Micchelli also proves that it is possible to solve the multiquadric interpolation problem without a polynomial term being added to the interpolant. This is an interesting feature of conditionally strictly positive definite functions of order one. In the multiquadric case this result backed up Hardy's experimental evidence. In addition, Micchelli gives the following characterisation of conditionally positive definite functions of order $k$, which extended the work of Schoenberg [35] who had considered the case $k=0$.

Definition 1.2.5 A function $f$ is said to be completely monotone on $(0, \infty)$ if $f \in C^{\infty}(0, \infty)$ and $(-1)^{m} f^{(m)}(t) \geq 0$ for all $t>0$ and $m=0,1,2, \ldots$.

Theorem 1.2.6 Let $\Phi \in C[0, \infty) \cap C^{\infty}(0, \infty)$ and suppose that $(-1)^{k} \Phi^{(k)}$ is completely monotone but not constant on $(0, \infty)$. Let function $\Psi$ be defined by $\Psi(t)=\Phi\left(t^{2}\right)$, for $t \in(0, \infty)$. Then $\Psi$ is conditionally strictly positive definite of order $k$.

We have seen that in order to guarantee a solution to the interpolation problem when the basic function $\Phi$ is conditionally strictly positive definite of order $k$, we must ensure that the interpolation points satisfy a unisolvency condition. However, for many common choices of $\Phi, k$ is at most two. Thus, the unisolvency condition is not as problematic as it seems at first glance. For example, in two dimensions with $k=2$, we would simply require three non-collinear points in order to be able to solve the system. If $k=0$ then no requirement is made on the points at all.

Some common examples of $\Phi$ are listed below.

| Bare norm | $\Phi(r)=r$ | $k=1$ |
| :--- | :--- | :--- |
| Thin plate spline | $\Phi(r)=r^{2} \ln r$ | $k=2$ |
| Multiquadric | $\Phi(r)=\sqrt{r^{2}+c^{2}}$ | $k=1$ |
| Gaussian | $\Phi(r)=e^{-r^{2}}$ | $k=0$ |

### 1.3 Variational Theory

The first radial basic function interpolants to be actively researched were the thin plate splines. The original motivation came from the aeronautical industry in the early seventies [13]. The problems focussed on finding splines which minimised the bending energy of infinite thin plates subject to interpolation constraints. Duchon, building on earlier work by Atteia [3], took these ideas of minimisation and extended them to higher dimensions. His papers $[6,7]$ were seminal in the development of a variational theory for these problems. The interpolant is shown to be a minimal norm interpolant in the following sense. Let Hilbert space $X$, with seminorm $|\cdot|$ defined on X , be such that point evaluations are bounded linear functionals on $X$. Suppose that $f \in X$ is known only on the points $x_{1}, \ldots, x_{m} \in \mathbb{R}^{n}$. We wish to find $s \in X$ such that
i) $s\left(x_{j}\right)=f\left(x_{j}\right)$, for all $j=1, \ldots, m$,
ii) $|s| \leq|v|$, for all $v \in X$ satisfying $v\left(x_{j}\right)=f\left(x_{j}\right)$ for all $j=1, \ldots, m$.

Duchon used spaces of distributions which were generalisations of Beppo-Levi spaces (see [5]); the related seminorm taking the form

$$
|f|=\left(\sum_{|\alpha|=k} c_{\alpha} \int_{\mathbb{R}^{n}}\left|\widehat{D^{\alpha}} f(x)\right|^{2} d x\right)^{1 / 2}
$$

for fixed integer $k \geq 0$ and known constants $c_{\alpha}$. In this case the solution to the above variational problem takes the form

$$
s(x)=\sum_{i=1}^{m} \alpha_{i} \Phi\left(\left|x-x_{i}\right|\right)+p(x)
$$

where $p$ is a polynomial of degree $k-1$ and the function $\Phi$ has the form

$$
\Phi(r)= \begin{cases}r^{2 k-n} \ln r, & \text { for } n \text { even } \\ r^{2 k-n}, & \text { otherwise }\end{cases}
$$

Such interpolants are known as surface splines and in one dimension they coincide with natural splines of order $2 k$.

Recent work of Light and Wayne [20] generalised that of Duchon, and provides the motivation for much of the work contained in this thesis. A measurable weight function $v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is introduced and the seminorm is defined, for fixed integer $k$, by

$$
|f|_{k}=\left(\sum_{|\alpha|=k} c_{\alpha} \int_{\mathbb{R}^{n}}\left|\widehat{D^{\alpha}} f(x)\right|^{2} v(x) d x\right)^{1 / 2}
$$

The Fourier transform here is taken in the distributional sense (see Section 1.6) and the constants $c_{\alpha}$ are defined by the algebraic identity

$$
\sum_{|\alpha|=k} c_{\alpha} x^{2 \alpha}=|x|^{2 k}, \quad \text { for all } x \in \mathbb{R}^{n}
$$

The associated space of functions is given by
$Z_{k}\left(\mathbb{R}^{n}\right)=\left\{f \in S^{\prime}: \widehat{D^{\alpha}} f \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)\right.$ and $\int_{\mathbb{R}^{n}}\left|\widehat{D^{\alpha}} f(x)\right|^{2} v(x) d x<\infty$,

$$
\text { for all } \left.\alpha \in \mathbb{Z}_{+}^{n} \text { with }|\alpha|=k\right\}
$$

Here we use $S^{\prime}$ to denote the space of tempered distributions, which we discuss further in Section 1.6.

In order to consider an interpolation problem on these spaces we need to ensure point evaluations make sense. Light and Wayne [20] demonstrated this by proving that $Z_{k}\left(\mathbb{R}^{n}\right)$ was embedded in $C\left(\mathbb{R}^{n}\right)$. However this is dependent on the weight function $v$ satisfying the following conditions,
(1) $v \in C\left(\mathbb{R}^{n} \backslash\{0\}\right)$,
(2) $v(x)>0$ if $x \neq 0$,
(3) $1 / v \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$,
(4) there is a $\mu \in \mathbb{R}$ such that $(v(x))^{-1}=\mathcal{O}\left(|x|^{-2 \mu}\right)$ as $|x| \rightarrow \infty$.

These conditions also ensure that $Z_{k}\left(\mathbb{R}^{n}\right)$ is complete with respect to $|\cdot|_{k}$.
Using the fact that $v(x)>0$ if $x \neq 0$, one can show that the kernel of the seminorm $|\cdot|_{k}$ is $\Pi_{k-1}\left(\mathbb{R}^{n}\right)$. Hence, we can define a norm on $Z_{k}\left(\mathbb{R}^{n}\right)$ as follows. Let $a_{1}, \ldots, a_{l} \in \mathbb{R}^{n}$ be unisolvent with respect to $\Pi_{k-1}\left(\mathbb{R}^{n}\right)$. Then define

$$
\|f\|_{Z_{k}}=\left(\sum_{s=1}^{l}\left|f\left(a_{s}\right)\right|^{2}+|f|_{k}^{2}\right)^{1 / 2} \quad \text { for all } f \in Z\left(\mathbb{R}^{n}\right)
$$

Equipped with this norm $Z_{k}\left(\mathbb{R}^{n}\right)$ is a Hilbert function space. Using reproducing kernel techniques, Light and Wayne [20] were able to show that the minimal norm interpolant to $f \in Z_{k}\left(\mathbb{R}^{n}\right)$, on points $x_{1}, \ldots, x_{m} \in \mathbb{R}^{n}$ unisolvent with respect to $\Pi_{k-1}\left(\mathbb{R}^{n}\right)$, takes the form

$$
s(x)=\sum_{j=1}^{m} \alpha_{j} \Phi\left(x-x_{j}\right)+p(x) .
$$

The function $p(x)$ is a polynomial of degree $k-1$, and $\Phi$ is a tempered distribution which satisfies

$$
\widehat{\Phi} v|\cdot|^{2 k}=1
$$

In addition, $\Phi$ is a continuous function and, in a link with the previous section, is also conditionally positive definite of order $k$. We remark, however, that the basic function $\Phi$ is not radial.

### 1.4 Error Estimates

We turn our attention now to the subject of error estimates in order to provide motivation for the work contained in Chapter 2.

Let $X$ be a space of real valued functions on $\mathbb{R}^{n}$ with seminorm $|\cdot|$. Suppose we interpolate a function $f \in X$ at points $x_{1}, \ldots, x_{m} \in \mathbb{R}^{n}$ by $s \in X$. Thus,

$$
s\left(x_{i}\right)=f\left(x_{i}\right), \quad \text { for all } i=1, \ldots m
$$

A typical error estimate has the form

$$
|f(x)-s(x)| \leq \mathcal{P}\left(x, x_{1}, \ldots, x_{m}\right)|f-s|, \quad \text { for all } x \in \mathbb{R}^{n}
$$

Here $\mathcal{P}$ is the so-called power function and we shall give more details on how it is derived in Chapter 3. In order to be able to use this estimate we need to know $f-s$ everywhere on $\mathbb{R}^{n}$. Duchon [7] described for his spaces of distributions how one could use localisation to obtain improved error estimates. Instead of the above global estimate he obtains for
$\Omega \subset \mathbb{R}^{n}$ a 'local' estimate of the form

$$
\begin{equation*}
|f(x)-s(x)| \leq \mathcal{P}\left(x, x_{1}, \ldots, x_{m}\right)|f-s|_{\Omega}, \quad \text { for all } x \in \Omega \tag{1.5}
\end{equation*}
$$

Note that a localised version of the seminorm appears on the right-hand side and the error estimate is now only true for $x \in \Omega$. Using this local estimate Duchon is able to obtain improved estimates in terms of the spacing of the interpolation points $x_{1}, \ldots, x_{m}$. Let $A=\left\{x_{1}, \ldots, x_{m}\right\}$ and

$$
h=\sup _{y \in \Omega} \inf _{x \in A}|y-x| .
$$

Suppose using the original estimate one can obtain a constant $C$ independent of $f$ and $h$ such that $\|f-s\|_{p, \Omega} \leq C h^{\beta}|f|$ for some $\beta$. Making use of the localised error estimate it is possible to improve this to $\|f-s\|_{p, \Omega} \leq C h^{\beta+n / p}|f|_{\Omega}$. Exact details of how Duchon obtains these results can be found in [7] or the later work of Light and Wayne [19].

The aim of this work is to apply Duchon's localisation techniques to spaces having a seminorm of the form

$$
|f|_{k}=\left(\sum_{|\alpha|=k} c_{\alpha} \int_{\mathbb{R}^{n}}\left|\widehat{D^{\alpha}} f(x)\right|^{2} v(x) d x\right)^{1 / 2}
$$

as introduced in the previous section. The first step is to indicate what we mean by a local version of the seminorm $|\cdot|_{k}$. We notice that this is defined in terms of the Fourier transform of the function. Thus, there is currently no natural way of defining the local seminorm. What is needed is a direct version of the seminorm, defined in terms of the function itself, and not its Fourier transform. The recent paper of Levesley and Light [18] concerned itself with this task. We assume the weight function $v$ satisfies the following conditions,
(1) $v \in S^{\prime} \cap C\left(\mathbb{R}^{n}\right)$ and $v(x)>0$ for almost all $x \in \mathbb{R}^{n}$,
(2) $\widehat{v}$ is a measurable function and for any neighbourhood $N$ of the origin, $\widehat{v} \in L^{1}\left(\mathbb{R}^{n} \backslash N\right)$,
(3) $v(y)=v(-y)$ for all $y \in \mathbb{R}^{n}$,
(4) $|\widehat{v}(y)|=\mathcal{O}\left(|y|^{s}\right)$ as $y \rightarrow 0$, where $n+s+2>0$,
(5) $v(0)=0$ and $\widehat{v}(x) \leq 0$ for almost all $x \in \mathbb{R}^{n}$.

Under these conditions, Levesley and Light proved that for all $f \in Z_{k}\left(\mathbb{R}^{n}\right)$,

$$
\int_{\mathbb{R}^{n}}\left|\widehat{D^{\alpha}} f(x)\right|^{2} v(x) d x=-\frac{1}{2} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \widehat{v}(x-y)\left|\left(D^{\alpha} f\right)(x)-\left(D^{\alpha} f\right)(y)\right|^{2} d x d y
$$

Now we can simply define our local seminorm by

$$
|f|_{k, \Omega}=\left(\sum_{|\alpha|=k} c_{\alpha} \int_{\Omega} \int_{\Omega} w(x-y)\left|\left(D^{\alpha} f\right)(x)-\left(D^{\alpha} f\right)(y)\right|^{2} d x d y\right)^{1 / 2}
$$

where $w=-\frac{1}{2} \hat{v}$.
The second, and less obvious, requirement for the development of the localised version of the error estimate is having to hand certain extension operators. Duchon worked in a Sobolev space setting where the relevant extension theorems were already well known. The development of the required extension operators for the above seminorm is the aim of Chapter 2.

We begin by working with some spaces of continuous functions. Let $C_{0}^{k}\left(\mathbb{R}^{n}\right)$ denote the set of all compactly supported functions on $\mathbb{R}^{n}$ which have continuous derivatives up to the k-th order. For $\Omega$, an open subset of $\mathbb{R}^{n}$, we define $X(\Omega)=\left\{\left.g\right|_{\Omega}: g \in C_{0}^{k}\left(\mathbb{R}^{n}\right)\right.$ and $|g|_{k, \Omega}<$ $\infty\}$. Similarly we define $X\left(\mathbb{R}^{n}\right)=\left\{f \in C_{0}^{k}\left(\mathbb{R}^{n}\right):|f|_{k}<\infty\right\}$. Now, under appropriate
hypotheses on $w,|\cdot|_{k, \Omega}$ defines a seminorm on $X(\Omega)$. We develop a linear extension operator from $X(\Omega)$ to $X\left(\mathbb{R}^{n}\right)$, subject to $\Omega$ and the weight function $w$ satisfying certain properties which are detailed in Chapter 2. Using this result we deduce the existence of extensions for functions in $\mathcal{Y}(\Omega)$, the completion of $X(\Omega)$ with respect to the seminorm $|\cdot|_{k, \Omega}$. Outlined below is our principal extension result, the proof of which can be found in Section 2.3 and is again dependent on a suitable choice of $\Omega$ and $w$.

Theorem 1.4.1 Given $f \in \mathcal{Y}(\Omega)$, there exists a function $f_{e} \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that

1) $\left.f_{e}\right|_{\Omega}=f$
2) $\left|f_{e}\right|_{\mathbb{R}^{n}} \leq M|f|_{\Omega}$ for some constant $M$ independent of $f$.

In Chapter 3, using an adaptation of Duchon's methods, we shall demonstrate how these extension theorems can be used to derive improved error estimates for the spaces $\mathcal{Y}\left(\mathbb{R}^{n}\right)$.

### 1.5 Native Spaces

We discussed in Section 1.3 how the surface splines of Duchon $[6,7]$ arise naturally from a variational problem described on certain spaces of functions. The work of Madych and Nelson [21, 22, 23] extends this to other radial basic function interpolants, for example multiquadric surfaces. The approach is different to that of Duchon, where the focus is on the seminorm and associated space of functions. Here one begins with a conditionally positive definite function and uses it to construct a native space of functions in which one can carry out the appropriate variational arguments. Other papers in this area include those of Wu and Schaback [39], those of Dyn [8, 9] and several papers by Schaback which
are accessible through the survey [31].
Many authors considering native spaces work on the whole of $\mathbb{R}^{n}$. However, definitions of local native spaces, and corresponding extension theorems, can be found for example in the work of Schaback [32] and Iske [16]. In Chapter 4 we shall look at how this approach to localisation compares to that described in the previous section, which makes use of the Levesley-Light direct form seminorm [18]. Of particular interest will be the following convolutional characterisation of the local native space given by Iske.

Let $\Omega$ be an open, bounded subset of $\mathbb{R}^{n}$. Let $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous and strictly positive definite. We define $C_{0}^{\infty}(\Omega)$ to be the set of all functions in $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ whose support is contained in $\Omega$. A bilinear form $(\cdot, \cdot)_{\Phi}$ is defined on $C_{0}^{\infty}(\Omega)$ via

$$
(v, w)_{\Phi}=\int_{\Omega} \int_{\Omega} \Phi(y-x) v(x) \overline{w(y)} d x d y, \quad \text { for } v, w \in C_{0}^{\infty}(\Omega)
$$

Assume that there exists a continuous and positive function $\Psi: \mathbb{R}^{n} \backslash\{0\} \rightarrow \mathbb{R}$ such that

$$
(v, w)_{\Phi}=\int_{\mathbb{R}^{n}} \Psi(x) \widehat{v}(x) \overline{\hat{w}(x)} d x \quad \text { for all } v, w \in C_{0}^{\infty}(\Omega)
$$

Then the quantity $\|\cdot\|_{\Phi}=\sqrt{(\cdot, \cdot)_{\Phi}}$ defines a norm on $C_{0}^{\infty}(\Omega)$. Since $\Phi \in C\left(\mathbb{R}^{n}\right)$, the convolution $\Phi * w$ is well defined for all $w \in C_{0}^{\infty}(\Omega)$ and is given by

$$
(\Phi * w)(x)=\int_{\mathbb{R}^{n}} \Phi(x-y) w(y) d y
$$

Let

$$
I(\Omega)=\left\{\left.f\right|_{\Omega}: f=\Phi * w \text { for some } w \in C_{0}^{\infty}(\Omega)\right\} .
$$

Iske's local native space of $\Phi$ is defined as the closure with respect to $\|\cdot\|_{\Phi}$ of $I(\Omega)$. We remark
that this is the simplest case of Iske's results. One could also work with a conditionally positive definite function.

### 1.6 Distribution Theory and Notation

We end this chapter with some notation and results that will be of use in later chapters. In particular, we introduce some of the theory of distributions which will be needed in Chapter 4. The definitions are taken from Rudin [30] in which further details and proofs of all the results given here can be found.

The space of test functions $D$ consists of the vector space $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, whose topology is described in [30, Definition 6.3]. The space of distributions, denoted $D^{\prime}$, consists of all linear functionals on $D$ which are continuous with respect to this topology. If $f$ is a distribution and $\phi$ is a test function, then we shall use the notation $[f, \phi]$ to denote the action of the distribution on the test function.

For multi-index $\alpha=\left(\alpha_{1} \ldots, \alpha_{n}\right) \in \mathbb{Z}_{+}^{n}$ the differential operator $D^{\alpha}$ is given by

$$
D^{\alpha}=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \ldots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}}
$$

and has order $|\alpha|=\alpha_{1}+\ldots+\alpha_{n}$.
The space of rapidly decreasing functions consists of those functions for which

$$
\begin{equation*}
\sup _{|\alpha|<N} \sup _{x \in \mathbb{R}^{n}}\left(1+|x|^{2}\right)^{N}\left|D^{\alpha} f(x)\right|<\infty \quad N=0,1,2, \ldots \tag{1.6}
\end{equation*}
$$

These functions form a vector space $S$ whose topology is given by the countable collection of norms (1.6). We denote by $S^{\prime}$ the space of tempered distributions, that is the set of all continuous linear functionals on $S$.

We quote now some useful properties of tempered distributions which will be needed in subsequent chapters. If $f$ is a tempered distribution and $\phi \in S$ then $\phi f$ is a tempered distribution whose action is defined by

$$
[\phi f, \psi]=[f, \phi \psi] \quad \psi \in S
$$

For $f \in S$ the Fourier transform of $f$ is defined by

$$
\widehat{f}(x)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} f(y) e^{-i x y} d y, \quad x \in \mathbb{R}^{n}
$$

Furthermore, the Fourier transform is a continuous, linear, one-to-one mapping of $S$ onto $S$. We can extend the Fourier transform to tempered distributions by defining for $f \in S^{\prime}$,

$$
[\widehat{f}, \phi]=[f, \widehat{\phi}] \quad \phi \in S .
$$

This distributional Fourier transform is also a continuous, linear, one-to-one mapping of $S^{\prime}$ onto $S^{\prime}$. For $f, g \in L^{2}\left(\mathbb{R}^{n}\right)$, the Parseval formula states that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} f \bar{g}=\int_{\mathbb{R}^{n}} \stackrel{\tilde{f} \bar{g}}{ } \tag{1.7}
\end{equation*}
$$

Taking $f=g$ in Equation (1.7) yields the Plancherel Theorem,

$$
\|f\|_{2}=\|\widehat{f}\|_{2}, \quad \text { for all } f \in L^{2}\left(\mathbb{R}^{n}\right)
$$

The operator $B$ is defined for $\phi \in S$ by $(B \phi)(x)=\phi(-x)$ for all $x \in \mathbb{R}^{n}$. A useful result is that $(\hat{\phi})^{\wedge}=B \phi$, for $\phi \in S$. Given $x \in \mathbb{R}^{n}$, the shift operator $T_{x}: S \rightarrow S$ is defined by $\left(T_{x} \phi\right)(y)=\phi(y-x), y \in \mathbb{R}^{n}$. The operators $T_{x}$ and $B$ are extended to tempered distributions by defining $\left[T_{x} f, \phi\right]=\left[f, T_{-x} \phi\right]$ and $[B f, \phi]=[f, B \phi]$ for all $\phi \in S$.

The convolution of two functions $f$ and $g$ on $\mathbb{R}^{n}$ is given by

$$
(f * g)(x)=\int_{\mathbb{R}^{n}} f(x-y) g(y) d y
$$

whenever the integral exists. For $\phi$ and $\psi$ in $S$ the convolution $\phi * \psi$ is well-defined and is itself an element of $S$. This convolution also satisfies the properties $(\phi * \psi)^{\wedge}=\widehat{\phi} \widehat{\psi}$ and $(\phi \psi)^{\wedge}=\widehat{\phi} * \widehat{\psi}$. The convolution of a tempered distribution $f$ with $\phi \in S$ is given by

$$
[f * \phi, \psi]=\left[f, T_{x} B \psi\right] \quad \psi \in S
$$

Furthermore, it can be shown that $f * \phi \in C^{\infty} \cap S^{\prime},(f * \phi)^{\wedge}=\widehat{f} \widehat{\phi}$ and $(f \phi)^{\wedge}=\widehat{f} * \widehat{\phi}$.
Finally we end with a remark on notation. We have already in this chapter used the symbol $|\cdot|$ to denote both the Euclidean norm and a generic seminorm. However, as we believe the intended meaning is clear in all cases we have chosen not to develop an alternative piece of notation.

## Chapter 2

## Extension Theorems

In Section 1.4 we introduced the idea of a direct form seminorm, with particular reference to the seminorm of Levesley and Light [18]. The advantage of a direct form seminorm is that it delivers a very natural way of defining a local seminorm, and hence corresponding local spaces. In this chapter, we shall be interested in spaces of functions which arise from the Levesley-Light direct form seminorms. In particular, we wish to develop certain extension theorems for these spaces, the motivation being that such extension theorems can then be employed in the development of improved error estimates. We shall discuss this application further in Chapter 3.

A special case of the Levesley-Light seminorm is that used in non-integer valued Sobolev space seminorms. Extension theorems for these spaces, both integer and non-integer valued, are well known, see for example Adams [1] or Showalter [36]. We shall make use of this in the sense that our overall strategy of proof follows that used in the Sobolev extension theorems. However, at the level of generality we are considering, new techniques must be developed.

### 2.1 An Extension on $\mathbb{R}_{+}^{n}$

We begin with some results on the half plane $\mathbb{R}_{+}^{n}$; that is, the set of all points in $\mathbb{R}^{n}$ whose last coordinate is positive. This focus on the last coordinate means we shall often write a point $x \in \mathbb{R}^{n}$ in the form $x=\left(x^{\prime}, x_{n}\right)$, where $x^{\prime} \in \mathbb{R}^{n-1}$ and $x_{n} \in \mathbb{R}$. Using this notation, we can write $\mathbb{R}_{+}^{n}=\left\{\left(x^{\prime}, x_{n}\right): x_{n}>0\right\}$.

We define now a linear operator $E_{\alpha}$, which extends functions defined on $\mathbb{R}_{+}^{n}$, to functions defined on the whole of $\mathbb{R}^{n}$. This operator will prove essential, not only to the current development, but to subsequent work in this chapter. Indeed, it provides the backbone of the extension operators we shall construct in Section 2.3 for domains more general than $\mathbb{R}_{+}^{n}$.

Definition 2.1.1 Let $k \in \mathbb{Z}_{+}$and define $\lambda_{1}, \ldots, \lambda_{k+1}$ to be the unique solution of the system

$$
\sum_{j=1}^{k+1} \lambda_{j}\left(-\frac{1}{j}\right)^{l}=1, \quad l=0,1, \ldots, k
$$

For each $f: \mathbb{R}_{+}^{n} \rightarrow \mathbb{R}$ and each $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}_{+}^{n}$, define $E_{\alpha} f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
E_{\alpha} f\left(x^{\prime}, x_{n}\right)=\left\{\begin{array}{l}
f\left(x^{\prime}, x_{n}\right), \text { if } x_{n}>0 \\
\sum_{j=1}^{k+1} \lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|} f\left(x^{\prime},-x_{n} / j\right), \text { otherwise }
\end{array}\right.
$$

Many of the results in this section will concern $E_{\theta}$, where $\theta=(0, \ldots, 0)$. We begin by describing how this operator behaves with regards to continuous functions. We shall initially be interested in the space $Y^{k}\left(\mathbb{R}_{+}^{n}\right)=\left\{\left.g\right|_{\mathbb{R}_{+}^{n}}: g \in C_{0}^{k}\left(\mathbb{R}^{n}\right)\right\}$, where $k$ is some positive integer. The corresponding space $Y^{k}\left(\mathbb{R}^{n}\right)$ is simply $C_{0}^{k}\left(\mathbb{R}^{n}\right)$.

Theorem 2.1.2 Let $\theta=(0, \ldots, 0)$ and let $f \in Y^{k}\left(\mathbb{R}_{+}^{n}\right)$, for some $k \in \mathbb{Z}_{+}$. Then $E_{\theta} f \in$ $C_{0}^{k}\left(\mathbb{R}^{n}\right)$ and $D^{\alpha} E_{\theta} f=E_{\alpha} D^{\alpha} f$, for all $\alpha \in \mathbb{Z}_{+}^{n}$ with $|\alpha| \leq k$.

Proof. Suppose $x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}$, with $x_{n} \leq 0$, and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}_{+}^{n}$ with $|\alpha| \leq k$. Then,

$$
\begin{aligned}
D^{\alpha} E_{\theta} f\left(x^{\prime}, x_{n}\right) & =D^{\alpha}\left[\sum_{j=1}^{k+1} \lambda_{j} f\left(x^{\prime},-x_{n} / j\right)\right] \\
& =\sum_{j=1}^{k+1} \lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|} D^{\alpha} f\left(x^{\prime},-x_{n} / j\right) \\
& =E_{\alpha} D^{\alpha} f\left(x^{\prime}, x_{n}\right)
\end{aligned}
$$

The relation $D^{\alpha} E_{\theta} f(x)=E_{\alpha} D^{\alpha} f(x)$ for $x=\left(x^{\prime}, x_{n}\right)$ with $x_{n}>0$ is clear and so the formula $D^{\alpha} E_{\theta} f=E_{\alpha} D^{\alpha} f$ is established for all $f \in Y^{k}\left(\mathbb{R}_{+}^{n}\right)$.

It remains to show that $E_{\theta} f \in C_{0}^{k}\left(\mathbb{R}^{n}\right)$. We know from above that $D^{\alpha} E_{\theta} f=E_{\alpha} D^{\alpha} f$. Since $f \in Y^{k}\left(\mathbb{R}_{+}^{n}\right), D^{\alpha} f \in Y^{0}\left(\mathbb{R}_{+}^{n}\right)$. Thus it is clear from the definition of $E_{\alpha}$ that $E_{\alpha} D^{\alpha} f \in C_{0}\left(\mathbb{R}^{n}\right)$. Hence $D^{\alpha} E_{\theta} f \in C_{0}\left(\mathbb{R}^{n}\right)$ and the result follows.

We now introduce a measurable weight function $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$. We shall assume throughout this section that $w$ satisfies the following two properties,
$(\mathcal{W} 1) \quad w(x) \geq 0$ for almost all $x \in \mathbb{R}^{n}$;
$(\mathcal{W} 2)$ there exists a constant $M>0$ such that if $x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}$ and $y=\left(x^{\prime}, y_{n}\right) \in \mathbb{R}^{n}$ with $\left|x_{n}\right| \geq\left|y_{n}\right|$ then $w(x) \leq M w(y)$.

Now take $\alpha \in \mathbb{Z}_{+}^{n}$, and define, for $f \in Y^{|\alpha|}\left(\mathbb{R}_{+}^{n}\right)$,

$$
|f|_{\alpha, \mathbb{R}_{+}^{n}}=\left(\int_{\mathbb{R}_{+}^{n}} \int_{\mathbb{R}_{+}^{n}} w(x-y)\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|^{2} d x d y\right)^{1 / 2}
$$

The form of the integral is exactly that found in the Levesley-Light seminorm [18]. We shall be interested in functions for which this integral is finite. Thus, we define $X^{\alpha}\left(\mathbb{R}_{+}^{n}\right)$ to be the set of all $f \in Y^{|\alpha|}\left(\mathbb{R}_{+}^{n}\right)$ which satisfy $|f|_{\alpha, \mathbb{R}_{+}^{n}}<\infty$. The quantity $|f|_{\alpha, \mathbb{R}^{n}}$ and space $X^{\alpha}\left(\mathbb{R}^{n}\right)$ are similarly defined. We now prove an extension theorem for functions in $X^{\alpha}\left(\mathbb{R}_{+}^{n}\right)$.

Theorem 2.1.3 There exists a linear operator $E: X^{\alpha}\left(\mathbb{R}_{+}^{n}\right) \rightarrow X^{\alpha}\left(\mathbb{R}^{n}\right)$ such that for all $f \in X^{\alpha}\left(\mathbb{R}_{+}^{n}\right)$,
(i) $E f(x)=f(x)$, for all $x \in \mathbb{R}_{+}^{n}$,
(ii) $|E f|_{\alpha, \mathbb{R}^{n}} \leq A|f|_{\alpha, \mathbb{R}_{+}^{n}}$, for some positive constant $A$ independent of $f$.

Proof. Our claim is that a suitable choice for $E$ is the one we have already defined prior to this theorem, $E=E_{\theta}$, providing $|\alpha| \leq k$. Take $f \in X^{\alpha}\left(\mathbb{R}_{+}^{n}\right)$. It follows immediately from the construction of $E$ that $E f(x)=f(x)$ for all $x \in \mathbb{R}_{+}^{n}$. We consider

$$
|E f|_{\alpha, \mathbb{R}^{n}}^{2}=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} w(x-y)\left|D^{\alpha} E f(x)-D^{\alpha} E f(y)\right|^{2} d x d y
$$

For convenience we define a measurable function $z$ by

$$
z(x, y)=w(x-y)\left|D^{\alpha} E f(x)-D^{\alpha} E f(y)\right|^{2}, \quad \text { for almost all } x, y \in \mathbb{R}^{n} .
$$

Let $\chi_{++}$be the characteristic function of $\mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{n}, \chi_{+-}$be the characteristic function of $\mathbb{R}_{+}^{n} \times\left(\mathbb{R}^{n} \backslash \mathbb{R}_{+}^{n}\right)$, and similarly for $\chi_{-+}$and $\chi_{--}$. Then

$$
|E f|_{\alpha, \mathbb{R}^{n}}^{2}=I_{++}+I_{+-}+I_{-+}+I_{--}
$$

where, for example,

$$
I_{-+}=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \chi_{-+}(x, y) z(x, y) d x d y
$$

Now,

$$
\begin{aligned}
& I_{-+}= \int_{\mathbb{R}^{n-1}} \int_{0}^{\infty} \\
& \int_{\mathbb{R}^{n-1}} \int_{-\infty}^{0} w\left(x^{\prime}-y^{\prime}, x_{n}-y_{n}\right) \\
&\left|\left(\sum_{j=1}^{k+1} \lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|} D^{\alpha} f\left(x^{\prime},-x_{n} / j\right)\right)-D^{\alpha} f\left(y^{\prime}, y_{n}\right)\right|^{2} d x_{n} d x^{\prime} d y_{n} d y^{\prime}
\end{aligned}
$$

Recall that since $\left|\alpha_{n}\right| \leq k$ we have $\sum_{j=1}^{k+1} \lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|}=1$. Using this fact and an application of the Cauchy-Schwarz inequality gives

$$
\begin{aligned}
&\left|\left(\sum_{j=1}^{k+1} \lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|} D^{\alpha} f\left(x^{\prime},-x_{n} / j\right)\right)-D^{\alpha} f\left(y^{\prime}, y_{n}\right)\right|^{2} \\
&=\left|\sum_{j=1}^{k+1} \lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|}\left(D^{\alpha} f\left(x^{\prime},-x_{n} / j\right)-D^{\alpha} f\left(y^{\prime}, y_{n}\right)\right)\right|^{2} \\
& \leq\left(\sum_{j=1}^{k+1}\left|\lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|}\right|^{2}\right)\left(\sum_{j=1}^{k+1}\left|D^{\alpha} f\left(x^{\prime},-x_{n} / j\right)-D^{\alpha} f\left(y^{\prime}, y_{n}\right)\right|^{2}\right) .
\end{aligned}
$$

Let $A_{1}=\sum_{j=1}^{k+1}\left|\lambda_{j}\right|^{2}\left(-\frac{1}{j}\right)^{2\left|\alpha_{n}\right|}$. Then,

$$
\begin{aligned}
I_{-+} \leq A_{1} \sum_{j=1}^{k+1} \int_{\mathbb{R}^{n-1}} & \int_{0}^{\infty} \int_{\mathbb{R}^{n-1}} \int_{-\infty}^{0} w\left(x^{\prime}-y^{\prime}, x_{n}-y_{n}\right) \\
& \left|D^{\alpha} f\left(x^{\prime},-x_{n} / j\right)-D^{\alpha} f\left(y^{\prime}, y_{n}\right)\right|^{2} d x_{n} d x^{\prime} d y_{n} d y^{\prime}
\end{aligned}
$$

Making the substitution $x_{n}=-j s_{n}$ in the appropriate integral gives

$$
\begin{aligned}
I_{-+} \leq A_{1} \sum_{j=1}^{k+1} j \int_{\mathbb{R}^{n-1}} \int_{0}^{\infty} & \int_{\mathbb{R}^{n-1}} \int_{0}^{\infty} w\left(x^{\prime}-y^{\prime},-j s_{n}-y_{n}\right) \\
& \left|D^{\alpha} f\left(x^{\prime}, s_{n}\right)-D^{\alpha} f\left(y^{\prime}, y_{n}\right)\right|^{2} d s_{n} d x^{\prime} d y_{n} d y^{\prime}
\end{aligned}
$$

Since $j, s_{n}$, and $y_{n}$ only take positive values,

$$
\left|-j s_{n}-y_{n}\right|=\left|j s_{n}+y_{n}\right|=j s_{n}+y_{n} \geq s_{n}+y_{n} \geq\left|s_{n}-y_{n}\right| .
$$

Hence, by ( $\mathcal{W} 2$ ), we can find a number $A_{2}>0$ such that

$$
\begin{aligned}
I_{-+} \leq A_{2} \sum_{j=1}^{k+1} j \int_{\mathbb{R}^{n-1}} \int_{0}^{\infty} & \int_{\mathbb{R}^{n-1}} \int_{0}^{\infty} w\left(x^{\prime}-y^{\prime}, s_{n}-y_{n}\right) \\
& \left|D^{\alpha} f\left(x^{\prime}, s_{n}\right)-D^{\alpha} f\left(y^{\prime}, y_{n}\right)\right|^{2} d s_{n} d x^{\prime} d y_{n} d y^{\prime}
\end{aligned}
$$

Letting $A_{3}=A_{2} \sum_{j=1}^{k+1} j$ we obtain,

$$
I_{-+} \leq A_{3} \int_{\mathbb{R}_{+}^{n}} \int_{\mathbb{R}_{+}^{n}} w(x-y)\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|^{2} d x d y
$$

An almost identical argument furnishes the existence of a constant $A_{4}$ such that

$$
I_{+-} \leq A_{4} \int_{\mathbb{R}_{+}^{n}} \int_{\mathbb{R}_{+}^{n}} w(x-y)\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|^{2} d x d y
$$

Now, by reasoning very similar to above, we deduce the existence of $A_{5}>0$ such that

$$
\begin{aligned}
& I_{--}=\int_{\mathbb{R}^{n-1}} \int_{-\infty}^{0} \int_{\mathbb{R}^{n-1}} \int_{-\infty}^{0} w\left(x^{\prime}-y^{\prime}, x_{n}-y_{n}\right) \\
&\left|\sum_{j=1}^{k+1} \lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|}\left(D^{\alpha} f\left(x^{\prime},-x_{n} / j\right)-D^{\alpha} f\left(y^{\prime},-y_{n} / j\right)\right)\right|^{2} d x_{n} d x^{\prime} d y_{n} d y^{\prime} \\
& \leq A_{5} \sum_{j=1}^{k+1} \int_{\mathbb{R}^{n-1}} \int_{-\infty}^{0} \int_{\mathbb{R}^{n-1}} \int_{-\infty}^{0} w\left(x^{\prime}-y^{\prime}, x_{n}-y_{n}\right) \\
&\left|D^{\alpha} f\left(x^{\prime},-x_{n} / j\right)-D^{\alpha} f\left(y^{\prime},-y_{n} / j\right)\right|^{2} d x_{n} d x^{\prime} d y_{n} d y^{\prime}
\end{aligned}
$$

The change of variables $x_{n}=-j s_{n}$ and $y_{n}=-j t_{n}$ gives,

$$
\begin{aligned}
I_{--} \leq A_{5} \sum_{j=1}^{k+1} j^{2} \int_{\mathbb{R}^{n-1}} & \int_{0}^{\infty} \int_{\mathbb{R}^{n-1}} \int_{0}^{\infty} w\left(x^{\prime}-y^{\prime}, j t_{n}-j s_{n}\right) \\
& \left|D^{\alpha} f\left(x^{\prime}, s_{n}\right)-D^{\alpha} f\left(y^{\prime}, t_{n}\right)\right|^{2} d s_{n} d x^{\prime} d t_{n} d y^{\prime}
\end{aligned}
$$

Again, since $s_{n}, t_{n}$ and $j$ take only positive values, we have

$$
\left|j t_{n}-j s_{n}\right|=j\left|s_{n}-t_{n}\right| \geq\left|s_{n}-t_{n}\right|
$$

and so an application of $(\mathcal{W} 2)$ furnishes a constant $A_{6}$ such that

$$
I_{--} \leq A_{6} \int_{\mathbb{R}_{+}^{n}} \int_{\mathbb{R}_{+}^{n}} w\left(x^{\prime}-y^{\prime}, s_{n}-t_{n}\right)\left|D^{\alpha} f\left(x^{\prime}, s_{n}\right)-D^{\alpha} f\left(y^{\prime}, t_{n}\right)\right|^{2} d s_{n} d x^{\prime} d t_{n} d y^{\prime}
$$

Finally, using

$$
\begin{aligned}
|E f|_{\alpha, \mathbb{R}^{n}}^{2} & =I_{++}+I_{+-}+I_{-+}+I_{--} \\
& \leq\left(1+A_{3}+A_{4}+A_{6}\right) \int_{\mathbb{R}_{+}^{n}} \int_{\mathbb{R}_{+}^{n}} w(x-y)\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|^{2} d x d y
\end{aligned}
$$

we obtain $|E f|_{\alpha, \mathbb{R}^{n}} \leq \sqrt{1+A_{3}+A_{4}+A_{6}}|f|_{\alpha, \mathbb{R}_{+}^{n}}$.

We end this section with some results that will be of use later.

Lemma 2.1.4 Let $\theta=(0, \ldots, 0) \in \mathbb{Z}_{+}^{n}$. Let $k \in \mathbb{Z}_{+}$, and suppose $\alpha \in \mathbb{Z}_{+}^{n}$ satisfies $|\alpha| \leq k$. For $f \in X^{\alpha}\left(\mathbb{R}_{+}^{n}\right)$ define $E f=E_{\theta} f$ as in Definition 2.1.1. Then there exists a constant $C$ such that

$$
\int_{\mathbb{R}^{n}}\left|D^{\alpha} E f(x)\right|^{2} d x \leq C \int_{\mathbb{R}_{+}^{n}}\left|D^{\alpha} f(x)\right|^{2} d x \quad \text { for all } f \in X^{\alpha}\left(\mathbb{R}_{+}^{n}\right)
$$

Proof. We can write,

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}\left|D^{\alpha} E f(x)\right|^{2} d x= & \int_{\mathbb{R}_{+}^{n}}\left|D^{\alpha} E f(x)\right|^{2} d x+\int_{\mathbb{R}^{n} \backslash \mathbb{R}_{+}^{n}}\left|D^{\alpha} E f(x)\right|^{2} d x \\
= & \int_{\mathbb{R}_{+}^{n}}\left|D^{\alpha} f(x)\right|^{2} d x \\
& \quad+\int_{\mathbb{R}^{n-1}} \int_{-\infty}^{0}\left|\sum_{j=1}^{k+1} \lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|} D^{\alpha} f\left(x^{\prime},-x_{n} / j\right)\right|^{2} d x_{n} d x^{\prime} .
\end{aligned}
$$

We consider the second integral. Let

$$
I=\int_{\mathbb{R}^{n-1}} \int_{-\infty}^{0}\left|\sum_{j=1}^{k+1} \lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|} D^{\alpha} f\left(x^{\prime},-x_{n} / j\right)\right|^{2} d x_{n} d x^{\prime}
$$

An application of the Cauchy-Schwarz inequality gives

$$
I \leq \int_{\mathbb{R}^{n-1}} \int_{-\infty}^{0}\left(\sum_{j=1}^{k+1}\left|\lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|}\right|^{2}\right)\left(\sum_{j=1}^{k+1}\left|D^{\alpha} f\left(x^{\prime},-x_{n} / j\right)\right|^{2}\right) d x_{n} d x^{\prime}
$$

Letting $c_{1}=\sum_{j=1}^{k+1}\left|\lambda_{j}\left(-\frac{1}{j}\right)^{\left|\alpha_{n}\right|}\right|^{2}$, and making the change of variables $x_{n}=-s_{n} j$ we have

$$
I \leq c_{1} \sum_{j=1}^{k+1} j \int_{\mathbb{R}^{n-1}} \int_{0}^{\infty}\left|D^{\alpha} f\left(x^{\prime}, s_{n}\right)\right|^{2} d s_{n} d x^{\prime}
$$

Letting $c_{2}=c_{1} \sum_{j=1}^{k+1} j$ we have

$$
I \leq c_{2} \int_{\mathbb{R}_{+}^{n}}\left|D^{\alpha} f(x)\right|^{2} d x
$$

Hence,

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}\left|D^{\alpha} E f(x)\right|^{2} d x & \leq \int_{\mathbb{R}_{+}^{n}}\left|D^{\alpha} f(x)\right|^{2} d x+c_{2} \int_{\mathbb{R}_{+}^{n}}\left|D^{\alpha} f(x)\right|^{2} d x \\
& =\left(1+c_{2}\right) \int_{\mathbb{R}_{+}^{n}}\left|D^{\alpha} f(x)\right|^{2} d x
\end{aligned}
$$

Definition 2.1.5 Take $k \in \mathbb{Z}_{+}$and let $f \in Y^{k}\left(\mathbb{R}_{+}^{n}\right)$. We define

$$
\|f\|_{\mathbb{R}_{+}^{n}}^{2}=\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha|=k}} c_{\alpha}|f|_{\alpha, \mathbb{R}_{+}^{n}}^{2}+\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha| \leq k}} \int_{\mathbb{R}_{+}^{n}}\left|D^{\alpha} f(x)\right|^{2} d x
$$

where the $c_{\alpha}$ are constants. Let $\|\cdot\|_{\mathbb{R}^{n}}$ be similarly defined.

Theorem 2.1.6 Let $\theta=(0, \ldots, 0) \in \mathbb{Z}_{+}^{n}$. For $f \in \bigcap_{|\alpha|=k} X^{\alpha}\left(\mathbb{R}_{+}^{n}\right)$, let $E f=E_{\theta} f$ be as defined in Theorem 2.1.2. Then, for all $f \in \bigcap_{|\alpha|=k} X^{\alpha}\left(\mathbb{R}_{+}^{n}\right)$

$$
\|E f\|_{\mathbb{R}^{n}} \leq M\|f\|_{\mathbb{R}_{+}^{n}}
$$

for some constant $M$ independent of $f$.

Proof. Take $f \in \bigcap_{|\alpha|=k} X^{\alpha}\left(\mathbb{R}_{+}^{n}\right)$. Then, by Theorem 2.1.3 and Lemma 2.1.4, there exist a constants $M_{1}$ and $M_{2}$, independent of $f$ such that

$$
\begin{aligned}
\|E f\|_{\mathbb{R}^{n}}^{2} & =\sum_{|\alpha|=k} c_{\alpha}|E f|_{\alpha, \mathbb{R}^{n}}^{2}+\sum_{|\alpha| \leq k} \int_{\mathbb{R}^{n}}\left|D^{\alpha} E f(x)\right|^{2} d x \\
& \leq M_{1} \sum_{|\alpha|=k} c_{\alpha}|f|_{\alpha, \mathbb{R}_{+}^{n}}^{2}+M_{2} \sum_{|\alpha| \leq k} \int_{\mathbb{R}_{+}^{n}}\left|D^{\alpha} f(x)\right|^{2} d x .
\end{aligned}
$$

Taking $M^{2}=\max \left\{M_{1}, M_{2}\right\}$ gives the result.

### 2.2 Some Preparatory Results

In this section we begin to move towards an extension for more general domains. The actual construction of the extension operator is deferred until Section 2.3; here we shall discuss some technical results that will be essential to our later development. We also introduce some definitions and notation which we will adhere to throughout the rest of the chapter. We begin by recalling the form of the Levesley-Light direct seminorm.

Take $k \in \mathbb{Z}_{+}$and suppose $\Omega$ is an open subset of $\mathbb{R}^{n}$. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable weight function, which will be required to satisfy certain properties as we proceed. For $f \in C^{k}(\Omega)$ we define,

$$
\begin{equation*}
|f|_{\Omega}=\left(\sum_{|\alpha|=k} c_{\alpha} \int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|^{2} d x d y\right)^{1 / 2} \tag{2.1}
\end{equation*}
$$

where the constants $c_{\alpha}$ are defined by the algebraic identity

$$
\sum_{|\alpha|=k} c_{\alpha} x^{2 \alpha}=|x|^{2 k}, \quad \text { for all } x \in \mathbb{R}^{n}
$$

As in Section 2.1, we shall be interested in functions for which $|\cdot|_{\Omega}$ is finite. We denote by $X(\Omega)$ the set of all $f$ restricted to $\Omega$ such that $f \in C_{0}^{k}\left(\mathbb{R}^{n}\right)$ and $|f|_{\Omega}<\infty$. On $X(\Omega),|\cdot|_{\Omega}$ defines a seminorm with kernel consisting of polynomials restricted to $\Omega$ of degree at most $k$. We define, for $f \in C^{k}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\|f\|_{\Omega}=\left(\sum_{|\alpha| \leq k} \int_{\Omega}\left|D^{\alpha} f(x)\right|^{2} d x+|f|_{\Omega}^{2}\right)^{1 / 2} \quad \text { for } f \in X(\Omega) \tag{2.2}
\end{equation*}
$$

Then, if $\Omega$ is bounded, $\|\cdot\|_{\Omega}$ defines a norm on $X(\Omega)$.
In the construction of our extension operators we will make use of domain transformations which are $k$-smooth, by which we mean the following.

Definition 2.2.1 Let $\Omega_{1}$ and $\Omega_{2}$ be domains in $\mathbb{R}^{n}$, and $\Phi$ a bijection from $\Omega_{1}$ to $\Omega_{2}$. We say that $\Phi$ is $k$-smooth if, writing $\Phi(x)=\left(\phi_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, \phi_{n}\left(x_{1}, \ldots, x_{n}\right)\right)$ and $\Phi^{-1}(x)=$ $\Psi(x)=\left(\psi_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, \psi_{n}\left(x_{1}, \ldots, x_{n}\right)\right)$, then the functions $\phi_{1}, \ldots, \phi_{n}$ belong to $C^{k}\left(\bar{\Omega}_{1}\right)$ and $\psi_{1}, \ldots, \psi_{n}$ belong to $C^{k}\left(\bar{\Omega}_{2}\right)$. If $k=0$ then we will refer to $\Phi$ as smooth.

Definition 2.2.2 Let $\Phi$ be a bijection from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$. We say $\Phi$ is locally $k$-smooth if $\Phi$ is $k$-smooth on every bounded domain in $\mathbb{R}^{n}$.

As we have already indicated, the results in this section will often need $w$ to satisfy certain conditions. We gather together all the required hypothesis here:
(W1) $w \in L^{1}\left(\mathbb{R}^{n} \backslash N\right)$ for any neighbourhood $N$ of the origin;
(W2) $w(y)=\mathcal{O}\left(|y|^{s}\right)$ as $y \rightarrow 0$, where $n+s+2>0$;
(W3) $\int_{A} w>0$ whenever $A$ has positive measure;
(W4) $w(y)=w(-y)$ for all $y \in \mathbb{R}^{n}$;
(W5) for every locally ( $k+1$ )-smooth map $\phi$ on $\mathbb{R}^{n}$, and every bounded subset $\Omega$ of $\mathbb{R}^{n}$, there is a $K>0$ such that $w(\phi(x)-\phi(y)) \leq K w(x-y)$, for all $x, y \in \Omega$;
(W6) there exists a constant $M>0$ such that if $x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}$ and $y=\left(x^{\prime}, y_{n}\right) \in \mathbb{R}^{n}$ with $\left|x_{n}\right| \geq\left|y_{n}\right|$, then $w(x) \leq M w(y)$.

We remark that in the previous section we assumed that $w$ satisfied $w(x) \geq 0$ for almost all $x \in \mathbb{R}^{n}$. We again assume this here, albeit in the stronger form of (W3). We are now ready to begin developing the technical results needed in Section 2.3. We begin by quoting two standard analysis results which will be of use later (see, for example, Rudin [29] and Apostol [2]).

Theorem 2.2.3 (Fubini's Theorem) Let $f$ be a measurable function on $\mathbb{R}^{n} \times \mathbb{R}^{m}$ and suppose at least one of the integrals

$$
\begin{aligned}
& I_{1}=\int_{\mathbb{R}^{m}}\left(\int_{\mathbb{R}^{n}}|f(x, y)| d x\right) d y \\
& I_{2}=\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{m}}|f(x, y)| d y\right) d x
\end{aligned}
$$

exists and is finite. Then $I_{1}=I_{2}$.

Theorem 2.2.4 (Lebesgue's Monotone Convergence Theorem) Let $A \subset \mathbb{R}^{n}$ be measurable. Let $\left\{f_{n}\right\}$ be a sequence of measurable functions satisfying
(i) $0 \leq f_{1}(x) \leq f_{2}(x) \leq \cdots \leq \infty$ for almost every $x \in A$,
(ii) $f_{n}(x) \rightarrow f(x)$ as $n \rightarrow \infty$, for almost every $x \in A$.

Then $f$ is measurable, and

$$
\int_{A} f_{n}(x) d x \rightarrow \int_{A} f(x) d x \quad \text { as } n \rightarrow \infty
$$

Lemma 2.2.5 Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W3). Then the mapping $y \mapsto|y|^{2} w(y)$ for $y \in \mathbb{R}^{n}$ is in $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$.

Proof. Choose $\delta>0$ and set $N=\left\{y \in \mathbb{R}^{n}:|y|<\delta\right\}$. Then there exists $A>0$ such that $|w(y)| \leq A|y|^{s}$ for all $y \in N$. Since $w \in L^{1}\left(\mathbb{R}^{n} \backslash N\right)$, it is clear that the mapping $y \mapsto|y|^{2} w(y)$ for $y \in \mathbb{R}^{n}$ is in $L_{\text {loc }}^{1}\left(\mathbb{R}^{n} \backslash N\right)$. It suffices to show that this same mapping is in $L^{1}(N)$. For some appropriate constant $B$,

$$
\int_{N}|y|^{2} w(y) d y \leq A \int_{N}|y|^{s+2} d y \leq A B \int_{0}^{\delta} r^{n+s+1} d r<\infty
$$

by property (W2).

Lemma 2.2.6 Let $\Omega$ be an open, convex, bounded subset of $\mathbb{R}^{n}$. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be $a$ measurable function satisfying (W1)-(W4). There exists $A>0$ such that for each $f \in$ $C^{1}(\Omega)$,

$$
\int_{\Omega} \int_{\Omega} w(x-y)|f(x)-f(y)|^{2} d x d y \leq A \sum_{|\alpha|=1} \int_{\Omega}\left|D^{\alpha} f(x)\right|^{2} d x .
$$

Proof. Since $f \in C^{1}(\Omega)$, Taylor's formula with integral remainder [15, pg.13] allows us to write

$$
|f(x)-f(y)|^{2}=\left|\int_{0}^{1} \sum_{|\alpha|=1}(y-x)^{\alpha} D^{\alpha} f(x+t(y-x)) d t\right|^{2}
$$

$$
\begin{aligned}
& \leq\left(\int_{0}^{1} 1 d t\right)\left(\int_{0}^{1}\left|\sum_{|\alpha|=1}(y-x)^{\alpha} D^{\alpha} f(x+t(y-x))\right|^{2} d t\right) \\
& \leq \int_{0}^{1}\left(\sum_{|\alpha|=1} 1\right)\left(\sum_{|\alpha|=1}\left|(y-x)^{\alpha} D^{\alpha} f(x+t(y-x))\right|^{2}\right) d t .
\end{aligned}
$$

Now, let $\chi_{\Omega}$ be the characteristic function of the set $\Omega$. Extend each $D^{\alpha} f$ to a function on $\mathbb{R}^{n}$ by setting it to be zero outside $\Omega$. Two applications of Fubini's theorem plus the change of variables $y=z+x$ gives

$$
\begin{aligned}
& \int_{\Omega} \int_{\Omega} w(x-y)|f(x)-f(y)|^{2} d x d y \\
& \quad \leq n \sum_{|\alpha|=1} \int_{\Omega} \int_{\Omega} w(x-y) \int_{0}^{1}\left|(y-x)^{\alpha} D^{\alpha} f(x+t(y-x))\right|^{2} d t d y d x \\
& \quad=n \sum_{|\alpha|=1} \int_{0}^{1} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} w(x-y) \chi_{\Omega}(x) \chi_{\Omega}(y)\left|(y-x)^{\alpha} D^{\alpha} f(x+t(y-x))\right|^{2} d y d x d t \\
& \quad=n \sum_{|\alpha|=1} \int_{0}^{1} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} w(z) \chi_{\Omega}(x) \chi_{\Omega}(x+z)\left|z^{\alpha}\right|^{2}\left|D^{\alpha} f(x+t z)\right|^{2} d z d x d t \\
& \quad=n \sum_{|\alpha|=1} \int_{0}^{1} \int_{\mathbb{R}^{n}} w(z)\left|z^{\alpha}\right|^{2} \int_{\Omega \cap(\Omega-z)}\left|D^{\alpha} f(x+t z)\right|^{2} \chi_{\Omega}(x) \chi_{\Omega}(x+z) d x d z d t .
\end{aligned}
$$

Since $\Omega$ is bounded, we can find $\delta>0$ such that if $|z|>\delta$ then $\Omega \cap(\Omega-z)$ is empty. Let $B_{\delta}=\left\{y \in \mathbb{R}^{n}:|y| \leq \delta\right\}$. Then the change of variables $x+t z=v$ gives

$$
\begin{aligned}
& \int_{\Omega} \int_{\Omega} w(x-y)|f(x)-f(y)|^{2} d x d y \\
& \quad \leq n \sum_{|\alpha|=1} \int_{0}^{1} \int_{B_{\delta}} w(z)\left|z^{\alpha}\right|^{2} \int_{\Omega \cap(\Omega-z)}\left|D^{\alpha} f(x+t z)\right|^{2} \chi_{\Omega}(x) \chi_{\Omega}(x+z) d x d z d t
\end{aligned}
$$

$$
\begin{aligned}
& =n \sum_{|\alpha|=1} \int_{0}^{1} \int_{B_{\delta}} w(z)\left|z^{\alpha}\right|^{2} \int_{\mathbb{R}^{n}} \chi_{\Omega}(v-t z) \chi_{\Omega}(v+(1-t) z)\left|D^{\alpha} f(v)\right|^{2} d v d z d t \\
& \leq n \sum_{|\alpha|=1} \int_{0}^{1} \int_{B_{\delta}} w(z)\left|z^{\alpha}\right|^{2} \int_{\mathbb{R}^{n}}\left|D^{\alpha} f(v)\right|^{2} d v d z d t \\
& \leq n \sum_{|\alpha|=1} \int_{B_{\delta}} w(z)|z|^{2} \int_{\Omega}\left|D^{\alpha} f(v)\right|^{2} d v d z
\end{aligned}
$$

since $\left(D^{\alpha} f\right)(v)=0$ for $v \notin \Omega$. Now by Lemma 2.2 .5 , there is a constant $A>0$ independent of $f$ such that

$$
\int_{\Omega} \int_{\Omega} w(x-y)|f(x)-f(y)|^{2} d x d y \leq A n \sum_{|\alpha|=1} \int_{\Omega}\left|D^{\alpha} f(v)\right|^{2} d v
$$

Lemma 2.2.7 Let $U, H, G$ be measurable subsets of $\mathbb{R}^{n}$ satisfying the following properties 1) $H$ is a bounded set and $U \subset H \subset G$;
2) there exists a $\delta>0$ such that for all $x \in G \backslash H$ and $y \in U,|x-y|>\delta$.

Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1). Then there exists a constant $K$ such that for all $y \in U$,

$$
\left|\int_{G \backslash H} w(x-y) d x\right| \leq K
$$

Proof. Define $f: U \rightarrow \mathbb{R}$ by $f(y)=\int_{G \backslash H} w(x-y) d x$ for $y \in U$. Making the change of variables $x=s+y$ gives

$$
f(y)=\int_{T_{y}} w(s) d s
$$

where $T_{y}=G \backslash H-y$. Take $s \in T_{y}$. Then $s=x-y$ for some $x \in G \backslash H$ and so by Condition
(2), $|x-y|>\delta$. Now take $N=\left\{s \in \mathbb{R}^{n}:|s|<\delta\right\}$. Then $T_{y} \subset \mathbb{R}^{n} \backslash N$ and

$$
|f(y)|=\left|\int_{T_{y}} w(s) d s\right| \leq \int_{T_{y}}|w(s)| d s \leq \int_{\mathbb{R}^{n} \backslash N}|w(s)| d s
$$

Setting $K=\int_{\mathbb{R}^{n} \backslash N}|w(s)| d s$ gives the result.

In the proof of the next lemma we use of the notion of lower semicontinuity, which we define below. In particular we exploit the fact that a lower semicontinuous function attains its infimum on compact sets. A proof of this can be found in [25].

Definition 2.2.8 Let $f$ be a function from a topological space to the extended reals. We say $f$ is lower semicontinuous if the set $\{x: f(x)>\alpha\}$ is open for every real $\alpha$.

Lemma 2.2.9 Let $H$ be a bounded subset of $\mathbb{R}^{n}$. Let $U$ be a subset of $H$ such that $H \backslash U$ has positive measure. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1) and (W3). Then there is a number $K>0$ such that,

$$
\int_{H \backslash U} w(x-y) d x \geq K, \quad \text { for all } y \in U
$$

Proof. Define $f$ from $\mathbb{R}^{n}$ to the extended reals by

$$
f(y)=\int_{H \backslash U} w(x-y) d x=\int_{T_{y}} w(s) d s
$$

where $T_{y}=H \backslash U-y$ and $y \in \mathbb{R}^{n}$. Because $T_{y}$ has positive measure, $f(y)>0$ for all $y \in \mathbb{R}^{n}$. We claim $f$ is a lower semicontinuous function on $\mathbb{R}^{n}$. That is, the set $Y_{\alpha}=\left\{y \in \mathbb{R}^{n}\right.$ : $f(y)>\alpha\}$ is open for each $\alpha \in \mathbb{R}$. Clearly if $\alpha \leq 0$ then $Y_{\alpha}$ is the whole of $\mathbb{R}^{n}$ and so is open. Thus we fix $\alpha>0$. We will show that the set $Y_{\alpha}^{c}=\{y \in \mathbb{R}: f(y) \leq \alpha\}$ is closed. Let
$\left\{v_{j}\right\}_{j=0}^{\infty}$ be a sequence in $Y_{\alpha}^{c}$. Then,

$$
f\left(v_{j}\right)=\int_{T_{v_{j}}} w(x) d x \leq \alpha, \quad \text { for all } j=0,1, \ldots
$$

For convenience we shall write $T_{j}$ for $T_{v_{j}}$. Suppose that $\lim _{j \rightarrow \infty} v_{j}=v$. We wish to show that $v \in Y_{\alpha}^{c}$. Let $N$ be any neighbourhood of the origin. We define $A=T_{v} \cap N$ and $A_{j}=T_{j} \cap N$. Since $w \in L^{1}\left(\mathbb{R}^{n} \backslash N\right)$ we have

$$
\begin{equation*}
\int_{T_{v} \backslash A} w(x) d x=\lim _{j \rightarrow \infty} \int_{T_{j} \backslash A_{j}} w(x) d x \leq \alpha . \tag{2.3}
\end{equation*}
$$

Let $B(0,1 / m)=\left\{x \in \mathbb{R}^{n}:|x|<1 / m\right\}$ and define $L_{m}=T_{v} \cap B(0,1 / m)$. Let $\chi_{m}$ be the characteristic function of $L_{m}$. Consider the sequence $\left\{w_{k}\right\}_{k=1}^{\infty}$ defined by $w_{k}=\left(1-\chi_{k}\right) w$. Now, for all $x \in \mathbb{R}^{n}$,
i) $0 \leq w_{0}(x) \leq w_{1}(x) \leq \ldots$
ii) $\lim _{k \rightarrow \infty} w_{k}(x)=w(x)$.

Note that in order to ensure Condition (ii) for $x=0$, we need to define $w(0)=0$. Now, the Lebesgue Monotone Convergence Theorem and Equation (2.3) give,

$$
\int_{T_{v}} w(x) d x=\lim _{k \rightarrow \infty} \int_{T_{v}}\left(1-\chi_{k}\right)(x) w(x) d x=\lim _{k \rightarrow \infty} \int_{T_{v} \backslash L_{k}} w(x) d x \leq \alpha .
$$

Therefore, $v \in Y_{\alpha}^{c}$ and $Y_{\alpha}^{c}$ is closed. Hence, $f$ is lower semicontinuous. Since $U \subset H$ and $H$ is bounded, $U$ lies in some closed ball, centred on the origin. Now $f$ attains its (positive) infimum on this ball, and so the required conclusion follows.

The following result seems to be absolutely crucial in all extensions theorems of this nature. It examines the integral

$$
\int_{G} \int_{G} w(x-y)|f(x)-f(y)|^{2} d x d y
$$

in the case where $f$ is compactly supported on $U \subset G$. Now if $U \subset H \subset G$ we find that, under certain circumstances, we can in some sense disregard contributions of integrals over $H \times(G \backslash H)$.

Lemma 2.2.10 Let $U \subset H \subset G$ be measurable subsets of $\mathbb{R}^{n}$, with $H$ bounded. Suppose that for some $\delta>0,|x-y|>\delta$ for all $x \in G \backslash H$ and $y \in U$. Suppose $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a measurable function satisfying (W1), (W3) and (W4). Let $X$ consist of all functions $f \in C(G)$ for which the mapping $F: G \times G \rightarrow \mathbb{R}$ given by $F(x, y)=w(x-y)|f(x)-f(y)|^{2}$ for $x, y \in \mathbb{R}^{n}$ is in $L^{1}(G \times G)$. There is a number $K$ such that

$$
\int_{G} \int_{G} F(x, y) d x d y \leq K \int_{H} \int_{H} F(x, y) d x d y
$$

for all $f \in X$ with support in $U$.

Proof. Let $f \in X$, then $f$ is supported on $U$ and $F(x, y)=w(x-y)|f(x)-f(y)|^{2} \in$ $L^{1}(G \times G)$. Furthermore, since $w$ satisfies ( $W 4$ ), $F$ is symmetrical. Thus we can write

$$
\begin{aligned}
\int_{G} \int_{G} F(x, y) d x d y= & \int_{G \backslash U} \int_{G \backslash U} F(x, y) d x d y+2 \int_{U} \int_{G \backslash U} F(x, y) d x d y \\
& +\int_{U} \int_{U} F(x, y) d x d y \\
= & 2 \int_{U} \int_{G \backslash U} F(x, y) d x d y+\int_{U} \int_{U} F(x, y) d x d y \\
= & 2 \int_{U} \int_{G \backslash H} F(x, y) d x d y+2 \int_{U} \int_{H \backslash U} F(x, y) d x d y
\end{aligned}
$$

$$
\begin{gathered}
+\int_{U} \int_{U} F(x, y) d x d y \\
=2 \int_{U} \int_{G \backslash H} F(x, y) d x d y+\int_{H} \int_{H} F(x, y) d x d y
\end{gathered}
$$

Now, again using the facts that $F \in L^{1}(G \times G)$, and $f$ is supported in $U$,

$$
\int_{U} \int_{G \backslash H} F(x, y) d x d y=\int_{U}|f(y)|^{2} \int_{G \backslash H} w(x-y) d x d y
$$

Lemmas 2.2.7 and 2.2.9 show that there exists constants $K_{1}, K_{2}>0$ such that

$$
\int_{G \backslash H} w(x-y) d x \leq K_{1} \leq \frac{K_{1}}{K_{2}} \int_{H \backslash U} w(x-y) d x
$$

Since $f$ is supported on $U$, we conclude that

$$
\begin{aligned}
\int_{U} \int_{G \backslash H} F(x, y) d x d y & \leq \frac{K_{1}}{K_{2}} \int_{U}|f(y)|^{2} \int_{H \backslash U} w(x-y) d x d y \\
& =\frac{K_{1}}{K_{2}} \int_{U} \int_{H \backslash U} F(x, y) d x d y
\end{aligned}
$$

Finally,

$$
\begin{aligned}
\int_{G} \int_{G} F(x, y) d x d y & \leq \frac{2 K_{1}}{K_{2}} \int_{U} \int_{H \backslash U} F(x, y) d x d y+\int_{H} \int_{H} F(x, y) d x d y \\
& \leq\left(\frac{K_{1}}{K_{2}}+1\right) \int_{H} \int_{H} F(x, y) d x d y
\end{aligned}
$$

We turn our thoughts now to $k$-smooth mappings as defined at the beginning of this Section. It is important that we have an understanding of them as they will be essential
to the development of our extension operator. The necessary results in this area are given in the next four lemmas and in Theorem 2.2.15 which is one of the central results of this Section.

Lemma 2.2.11 Let $\Omega_{1}, \Omega_{2}$ be domains in $\mathbb{R}^{n}$, and $\phi$ a k-smooth bijection from $\Omega_{1}$ to $\Omega_{2}$. For each $f \in C^{k}\left(\Omega_{2}\right)$ and $\alpha \in \mathbb{Z}_{+}^{n}$ with $|\alpha| \leq k$,

$$
\begin{equation*}
D^{\alpha}(f \circ \phi)=\sum_{0 \leq|\beta| \leq|\alpha|} P_{\alpha \beta}\left[\left(D^{\beta} f\right) \circ \phi\right], \tag{2.4}
\end{equation*}
$$

where each $P_{\alpha \beta}$ is a polynomial of degree at most $|\beta|$ in derivatives of the components of $\phi$ of orders at most $|\alpha|$.

Proof. The proof is by induction on $|\alpha|$. If $\alpha=0$, then the result holds with $P_{00}=1$. Now assume Equation (2.4) holds for all $\alpha \in \mathbb{Z}_{+}^{n}$ with $|\alpha|<m \leq k$. Take $\alpha \in \mathbb{Z}_{+}^{n}$ with $|\alpha|=m$. Then $\alpha=\beta+\gamma$ where $|\beta|<m$ and $|\gamma|=1$. Now employing the induction hypothesis,

$$
\begin{aligned}
D^{\alpha}(f \circ \phi) & =D^{\gamma} D^{\beta}(f \circ \phi) \\
& =D^{\gamma}\left(\sum_{0 \leq|\nu| \leq m-1} P_{\beta \nu}\left[\left(D^{\nu} f\right) \circ \phi\right]\right) \\
& =\sum_{0 \leq|\nu| \leq m-1}\left(\left(D^{\gamma} P_{\beta \nu}\right)\left[\left(D^{\nu} f\right) \circ \phi\right]+P_{\beta \nu} D^{\gamma}\left[\left(D^{\nu} f\right) \circ \phi\right]\right)
\end{aligned}
$$

The induction hypothesis can now be employed again on part of the second term in the parentheses above giving

$$
D^{\gamma}\left[\left(D^{\nu} f\right) \circ \phi\right]=\sum_{0 \leq|\mu| \leq 1} P_{\gamma \mu}\left[\left(D^{\mu+\nu} f\right) \circ \phi\right]
$$

$$
=P_{\gamma 0}\left[\left(D^{\nu} f\right) \circ \phi\right]+\sum_{|\mu|=1} P_{\gamma \mu}\left[\left(D^{\mu+\nu} f\right) \circ \phi\right] .
$$

Thus,

$$
\begin{aligned}
D^{\alpha}(f \circ \phi)= & \sum_{0 \leq|\nu| \leq m-1}\left(D^{\gamma} P_{\beta \nu}+P_{\beta \nu} P_{\gamma 0}\right)\left[\left(D^{\nu} f\right) \circ \phi\right] \\
& +\sum_{0 \leq|\nu| \leq m-1} P_{\beta \nu} \sum_{|\mu|=1} P_{\gamma \mu}\left[\left(D^{\mu+\nu} f\right) \circ \phi\right] \\
= & \sum_{0 \leq|\nu| \leq m-1}\left(D^{\gamma} P_{\beta \nu}+P_{\beta \nu} P_{\gamma 0}\right)\left[\left(D^{\nu} f\right) \circ \phi\right] \\
& +\sum_{1 \leq|\nu| \leq m}\left(\sum_{\substack{\mu+\delta=\nu \\
|\mu|=1 \\
\delta \geq 0}} P_{\beta \delta} P_{\gamma \mu}\right)\left[\left(D^{\nu} f\right) \circ \phi\right] .
\end{aligned}
$$

We can therefore write

$$
D^{\alpha}(f \circ \phi)=\sum_{0 \leq|\nu| \leq m} P_{\alpha \nu}\left[\left(D^{\nu} f\right) \circ \phi\right],
$$

where

$$
P_{\alpha \nu}= \begin{cases}D^{\gamma} P_{\beta 0}+P_{\beta 0} P_{\gamma 0}, & \nu=0 \\ D^{\gamma} P_{\beta \nu}+P_{\beta \nu} P_{\gamma 0}+\sum_{\substack{\mu+\delta=\nu \\|\mu|=1 \\ \delta \geq 0}} P_{\beta \delta} P_{\gamma \mu}, & 1 \leq|\nu| \leq m-1 \\ \sum_{\substack{\mu+\delta=\nu \\|\mu|=1 \\ \delta \geq 0}} P_{\beta \delta} P_{\gamma \mu}, & |\nu|=m .\end{cases}
$$

The result now follows by induction.

Lemma 2.2.12 Let $\phi$ be a $k$-smooth bijection between bounded domains $\Omega_{1}$ and $\Omega_{2}$ in $\mathbb{R}^{n}$. There exists a constant $K$ such that for all $\alpha \in \mathbb{Z}_{+}^{n}$ with $|\alpha| \leq k$ and for all $f \in C^{k}\left(\Omega_{2}\right)$,

$$
\int_{\Omega_{1}}\left|D^{\alpha}(f \circ \phi)(x)\right|^{2} d x \leq K \max _{|\beta| \leq|\alpha|} \int_{\Omega_{2}}\left|\left(D^{\beta} f\right)(x)\right|^{2} d x .
$$

Proof. Take $f \in C^{k}\left(\Omega_{2}\right)$ and $\alpha \in \mathbb{Z}_{+}^{n}$ with $|\alpha| \leq k$. Then, using Lemma 2.2.11

$$
D^{\alpha}(f \circ \phi)(x)=\sum_{|\beta| \leq|\alpha|} P_{\alpha \beta}(x)\left[\left(D^{\beta} f\right) \circ \phi\right](x),
$$

where each $P_{\alpha \beta}$ is a polynomial of degree at most $|\beta|$ in derivatives of the components of $\phi$ of orders at most $|\alpha|$.

Thus, using the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\int_{\Omega_{1}}\left|D^{\alpha}(f \circ \phi)(x)\right|^{2} d x & =\int_{\Omega_{1}}\left|\sum_{|\beta| \leq|\alpha|} P_{\alpha \beta}(x)\left[\left(D^{\beta} f\right) \circ \phi\right](x)\right|^{2} d x \\
& \leq \int_{\Omega_{1}}\left(\sum_{|\beta| \leq|\alpha|} 1\right)\left(\sum_{|\beta| \leq|\alpha|}\left|P_{\alpha \beta}(x)\right|^{2}\left|\left[\left(D^{\beta} f\right) \circ \phi\right](x)\right|^{2}\right) d x \\
& \leq\left(\sum_{|\beta| \leq|\alpha|} 1\right)^{2} \max _{|\beta| \leq|\alpha|} \int_{\Omega_{1}}\left|P_{\alpha \beta}(x)\right|^{2}\left|\left[\left(D^{\beta} f\right) \circ \phi\right](x)\right|^{2} d x \\
& \leq\left(\sum_{|\beta| \leq|\alpha|} 1\right)^{2} \max _{|\beta| \leq|\alpha|}\left(\max _{x \in \Omega_{1}}\left|P_{\alpha \beta}(x)\right|^{2} \int_{\Omega_{1}}\left|\left[\left(D^{\beta} f\right) \circ \phi\right](x)\right|^{2} d x\right)
\end{aligned}
$$

Now suppose the maximum above over $|\beta| \leq|\alpha|$ occurs at $\beta=\beta_{0}$. Since $\Omega_{1}$ is a bounded domain, we can assume that there is a number $K_{1}$ such that

$$
\left(\sum_{|\beta| \leq|\alpha|} 1\right)^{2} \max _{x \in \Omega_{1}}\left|P_{\alpha \beta_{0}}(x)\right|^{2} \leq K_{1}
$$

Then,

$$
\int_{\Omega_{1}}\left|D^{\alpha}(f \circ \phi)(x)\right|^{2} d x \leq K_{1} \int_{\Omega_{1}}\left|\left[\left(D_{0}^{\beta} f\right) \circ \phi\right](x)\right|^{2} d x .
$$

Making the change of variables $x=\phi^{-1}(y)$, we obtain

$$
\int_{\Omega_{1}}\left|D^{\alpha}(f \circ \phi)(x)\right|^{2} d x \leq K_{1} \int_{\Omega_{2}}\left|\left(D^{\beta_{0}} f\right)(y)\right|^{2}\left|J_{\phi^{-1}}(y)\right| d y
$$

where $J_{\phi^{-1}}$ is the corresponding Jacobian. Since $\Omega_{2}$ is bounded, this Jacobian is bounded on $\Omega_{2}$, and so there is a number $K_{2}$, such that

$$
\int_{\Omega_{1}}\left|D^{\alpha}(f \circ \phi)(x)\right|^{2} d x \leq K_{1} K_{2} \int_{\Omega_{2}}\left|\left(D^{\beta_{0}} f\right)(x)\right|^{2} d x
$$

as required.

Lemma 2.2.13 Let $\phi$ be a ( $k+1$ )-smooth bijection between bounded domains $\Omega_{1}$ and $\Omega_{2}$ in $\mathbb{R}^{n}$. Let $\alpha, \beta \in \mathbb{Z}_{+}^{n}$ with $|\alpha|,|\beta| \leq k$. Let $P_{\alpha \beta}$ be as in Lemma 2.2.11. Let $w$ be a measurable function satisfying (W1)-(W3). Then there exists a constant $K$ such that

$$
\int_{\Omega_{1}} w(x-y)\left|P_{\alpha \beta}(x)-P_{\alpha \beta}(y)\right|^{2} d x \leq K,
$$

for all $y \in \Omega_{1}$.

Proof. Recall from Lemma 2.2.11, that $P_{\alpha \beta}$ is a polynomial of degree at most $|\beta|$ in derivatives of the components of $\phi$ of orders at most $|\alpha|$. Let

$$
\phi(x)=\left(\phi_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, \phi_{n}\left(x_{1}, \ldots, x_{n}\right)\right) .
$$

Because $\phi$ is $(\mathrm{k}+1)$-smooth, the functions $\phi_{1}, \ldots, \phi_{n}$ are in $C^{k+1}\left(\bar{\Omega}_{1}\right)$. Hence, we can find a constant $K_{1}$ such that for all $1 \leq i \leq n$,

$$
\left|\left(D^{\gamma} \phi_{i}\right)(x)-\left(D^{\gamma} \phi_{i}\right)(y)\right| \leq K_{1}|x-y|,
$$

for all $x, y \in \Omega_{1}$ and for all $\gamma \in \mathbb{Z}_{+}^{n}$ with $|\gamma| \leq k$. Consequently, we can find a constant $K_{2}$ such that $\left|P_{\alpha \beta}(x)-P_{\alpha \beta}(y)\right| \leq K_{2}|x-y|$ for all $x, y \in \Omega_{1}$ and for all $\alpha, \beta \in \mathbb{Z}_{+}^{n}$ with $|\alpha|,|\beta| \leq k$. Hence,

$$
\int_{\Omega_{1}} w(x-y)\left|P_{\alpha \beta}(x)-P_{\alpha \beta}(y)\right|^{2} d x \leq K_{2}^{2} \int_{\Omega_{1}}|x-y|^{2} w(x-y) d x .
$$

Using the change of variables $x-y=s$ we have

$$
\int_{\Omega_{1}} w(x-y)\left|P_{\alpha \beta}(x)-P_{\alpha \beta}(y)\right|^{2} d x \leq K_{2}^{2} \int_{\Omega_{1}-y}|s|^{2} w(s) d s
$$

Lemma 2.2.5 establishes the existence of a constant $K_{3}(y)>0$ such that

$$
\int_{\Omega_{1}} w(x-y)\left|P_{\alpha \beta}(x)-P_{\alpha \beta}(y)\right|^{2} d x \leq K_{2}^{2} K_{3}(y) .
$$

Again by Lemma 2.2.5, the map $s \mapsto|s|^{2} w(s)$ is in $L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$. Therefore, the function $y \mapsto$ $\int_{\Omega_{1}-y}|s|^{2} w(s) d s$ is continuous. Since $\Omega_{1}$ is bounded, it follows that $\sup _{y \in \Omega_{1}} K_{3}(y)<\infty$. Thus the required result is obtained by taking

$$
K=K_{2}^{2} \sup _{y \in \Omega_{1}} K_{3}(y)
$$

In the following result we will make use of the following simple inequality. For all $a, b \in \mathbb{R}^{l}$,

$$
\begin{equation*}
|a+b|^{2} \leq|a|^{2}+2|a||b|+|b|^{2} \leq 3\left(|a|^{2}+|b|^{2}\right) . \tag{2.5}
\end{equation*}
$$

Lemma 2.2.14 Let $\phi$ be a ( $k+1$ )-smooth bijection between bounded domains $\Omega_{1}$ and $\Omega_{2}$ in $\mathbb{R}^{n}$. Let $w$ be a measurable function satisfying (W1)-(W3) and (W5). There exists a constant $K$ such that for all $f \in C^{k}\left(\Omega_{2}\right)$ and all $\alpha \in \mathscr{Z}_{+}^{n}$ with $|\alpha| \leq k$,

$$
\int_{\Omega_{1}} \int_{\Omega_{1}} w(x-y)\left|D^{\alpha}(f \circ \phi)(x)-D^{\alpha}(f \circ \phi)(y)\right|^{2} d x d y
$$

$$
\leq K \max _{|\beta| \leq|\alpha|} \int_{\Omega_{2}} \int_{\Omega_{2}} w(x-y)\left|\left(D^{\beta} f\right)(x)-\left(D^{\beta} f\right)(y)\right|^{2} d x d y+K \max _{|\beta| \leq|\alpha|} \int_{\Omega_{2}}\left|\left(D^{\beta} f\right)(x)\right|^{2} d x
$$

Proof. Take $f \in C^{k}\left(\Omega_{2}\right)$ and $\alpha \in \mathbb{Z}_{+}^{n}$ such that $|\alpha| \leq k$. Observe first that by Lemma 2.2.11,

$$
D^{\alpha}(f \circ \phi)(x)=\sum_{|\beta| \leq|\alpha|}\left(P_{\alpha \beta}(x)\left(D^{\beta} f \circ \phi\right)(x) \quad \text { for } x \in \Omega_{1}\right.
$$

where each $P_{\alpha \beta}$ is a polynomial of degree at most $|\beta|$ in derivatives of the components of $\phi$ of orders at most $|\alpha|$. Therefore, using the Cauchy-Schwarz inequality and the remark preceding this Lemma,

$$
\begin{aligned}
& \left|D^{\alpha}(f \circ \phi)(x)-D^{\alpha}(f \circ \phi)(y)\right|^{2} \\
& \quad=\left|\sum_{|\beta| \leq|\alpha|}\left(P_{\alpha \beta}(x)\left(D^{\beta} f \circ \phi\right)(x)-P_{\alpha \beta}(y)\left(D^{\beta} f \circ \phi\right)(y)\right)\right|^{2} \\
& \quad \leq\left(\sum_{|\beta| \leq|\alpha|} 1\right)\left(\sum_{|\beta| \leq|\alpha|}\left|P_{\alpha \beta}(x)\left(D^{\beta} f \circ \phi\right)(x)-P_{\alpha \beta}(y)\left(D^{\beta} f \circ \phi\right)(y)\right|^{2}\right) \\
& \leq 3\left(\sum_{|\beta| \leq|\alpha|} 1\right)\left(\sum_{|\beta| \leq|\alpha|}\left|P_{\alpha \beta}(x)\right|^{2}\left|\left(D^{\beta} f \circ \phi\right)(x)-\left(D^{\beta} f \circ \phi\right)(y)\right|^{2}\right. \\
& \left.\quad+\sum_{|\beta| \leq|\alpha|}\left|\left(D^{\beta} f \circ \phi\right)(y)\right|^{2}\left|P_{\alpha \beta}(x)-P_{\alpha \beta}(y)\right|^{2}\right)
\end{aligned}
$$

Put $K_{1}=3 \sum_{|\beta| \leq|\alpha|} 1$. Then,

$$
\begin{aligned}
& \int_{\Omega_{1}} \int_{\Omega_{1}} w(x-y)\left|D^{\alpha}(f \circ \phi)(x)-D^{\alpha}(f \circ \phi)(y)\right|^{2} d x d y \\
& \quad \leq K_{1} \sum_{|\beta| \leq|\alpha|} \int_{\Omega_{1}} \int_{\Omega_{1}} w(x-y)\left|P_{\alpha \beta}(x)\right|^{2}\left|\left(D^{\beta} f \circ \phi\right)(x)-\left(D^{\beta} f \circ \phi\right)(y)\right|^{2} d x d y
\end{aligned}
$$

$$
+K_{1} \sum_{|\beta| \leq|\alpha|} \int_{\Omega_{1}}\left|\left(D^{\beta} f \circ \phi\right)(y)\right|^{2} \int_{\Omega_{1}} w(x-y)\left|P_{\alpha \beta}(x)-P_{\alpha \beta}(y)\right|^{2} d x d y
$$

We examine each of the above integrals in turn. Firstly, since $\Omega_{1}$ is bounded we can assume that $\left|P_{\alpha \beta}(x)\right|^{2} \leq K_{2}$ for all $|\beta| \leq|\alpha|$ and for all $x \in \Omega_{1}$. Thus, making the changes of variables $x=\phi^{-1}(s)$ and $y=\phi^{-1}(t)$,

$$
\begin{aligned}
& \int_{\Omega_{1}} \int_{\Omega_{1}} w(x-y)\left|P_{\alpha \beta}(x)\right|^{2}\left|\left(D^{\beta} f \circ \phi\right)(x)-\left(D^{\beta} f \circ \phi\right)(y)\right|^{2} d x d y \\
& \quad \leq K_{2} \int_{\Omega_{1}} \int_{\Omega_{1}} w(x-y)\left|\left(D^{\beta} f \circ \phi\right)(x)-\left(D^{\beta} f \circ \phi\right)(y)\right|^{2} d x d y \\
& \quad \leq K_{2} \int_{\Omega_{2}} \int_{\Omega_{2}} w\left(\phi^{-1}(s)-\phi^{-1}(t)\right)\left|\left(D^{\beta} f\right)(s)-\left(D^{\beta} f\right)(t)\right|^{2}\left|J_{\phi^{-1}}(s) J_{\phi^{-1}}(t)\right| d s d t .
\end{aligned}
$$

Using hypothesis (W5) and the fact that $\left|J_{\phi^{-1}}\right|$ is bounded on the domain $\Omega_{2}$, we infer the existence of a constant $K_{3}$ such that

$$
\begin{aligned}
& \int_{\Omega_{1}} \int_{\Omega_{1}} w(x-y)\left|P_{\alpha \beta}(x)\right|^{2}\left|\left(D^{\beta} f \circ \phi\right)(x)-\left(D^{\beta} f \circ \phi\right)(y)\right|^{2} d x d y \\
& \leq K_{3} \int_{\Omega_{2}} \int_{\Omega_{2}} w(s-t)\left|\left(D^{\beta} f\right)(s)-\left(D^{\beta} f\right)(t)\right|^{2} d s d t
\end{aligned}
$$

Considering now the second integral, by Lemma 2.2.13 there is a constant $K_{4}$ such that

$$
\int_{\Omega_{1}}\left|\left(D^{\beta} f \circ \phi\right)(y)\right|^{2} \int_{\Omega_{1}} w(x-y)\left|P_{\alpha \beta}(x)-P_{\alpha \beta}(y)\right|^{2} d x d y \leq K_{4} \int_{\Omega_{1}}\left|\left[D^{\beta} f \circ \phi\right](x)\right|^{2} d x
$$

Applying Lemma 2.2.12 there is a constant $K_{5}$ such that

$$
\int_{\Omega_{1}}\left|\left(D^{\beta} f \circ \phi\right)(y)\right|^{2} \int_{\Omega_{1}} w(x-y)\left|P_{\alpha \beta}(x)-P_{\alpha \beta}(y)\right|^{2} d x d y \leq K_{5} \max _{|\beta| \leq|\alpha|} \int_{\Omega_{2}}\left|\left(D^{\beta} f\right)(x)\right|^{2} d x
$$

Thus, assuming (with no loss of generality) that $K_{5} \geq K_{3}$,

$$
\int_{\Omega_{1}} \int_{\Omega_{1}} w(x-y)\left|D^{\alpha}(f \circ \phi)(x)-D^{\alpha}(f \circ \phi)(y)\right|^{2} d x d y
$$

$$
\begin{aligned}
& \leq K_{1} K_{3} \sum_{|\beta| \leq|\alpha|} \int_{\Omega_{2}} \int_{\Omega_{2}} w(s-t)\left|\left(D^{\beta} f\right)(s)-\left(D^{\beta} f\right)(t)\right|^{2} d s d t \\
& \quad+K_{1} K_{5} \sum_{|\beta| \leq|\alpha|} \max _{|\beta| \leq|\alpha|} \int_{\Omega_{2}}\left|\left(D^{\beta} f\right)(x)\right|^{2} d x \\
& \begin{aligned}
\leq & K_{1} K_{5}\left(\sum_{|\beta| \leq|\alpha|} 1\right)\left(\max _{|\beta| \leq|\alpha|} \int_{\Omega_{2}} \int_{\Omega_{2}} w(s-t)\left|\left(D^{\beta} f\right)(s)-\left(D^{\beta} f\right)(t)\right|^{2} d s d t\right.
\end{aligned} \\
& \\
& \left.\quad+\max _{|\beta| \leq|\alpha|} \int_{\Omega_{2}}\left|\left(D^{\beta} f\right)(x)\right|^{2} d x\right)
\end{aligned}
$$

Taking $K=K_{1} K_{5} \sum_{|\beta| \leq|\alpha|} 1$ completes the proof.

Our final result concerning $k$-smooth mappings and the remaining results in this Section will concern the quantity $\|\cdot\|_{\Omega}$ as defined at the beginning of this Section. Recall that for bounded domains $\Omega,\|\cdot\|_{\Omega}$ defines a norm on $X(\Omega)$.

Theorem 2.2.15 Let $\phi$ be a (k+1)-smooth bijection from a convex, bounded domain $\Omega_{1}$ into $\mathbb{R}^{n}$. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W6). Then there is a number $K$ such that

$$
\|f \circ \phi\|_{\Omega_{1}} \leq K\|f\|_{\phi\left(\Omega_{1}\right)}, \quad \text { for all } f \in X\left(\phi\left(\Omega_{1}\right)\right)
$$

Proof. Set $\Omega_{2}=\phi\left(\Omega_{1}\right)$. From Lemmas 2.2.12 and 2.2.14 we infer the existence of a constant $K_{1} \geq 0$ such that

$$
\|f \circ \phi\|_{\Omega_{1}}^{2}=\sum_{|\alpha| \leq k} \int_{\Omega_{1}}\left|D^{\alpha}(f \circ \phi)(x)\right|^{2} d x
$$

$$
\begin{aligned}
& +\sum_{|\alpha|=k} c_{\alpha} \int_{\Omega_{1}} \int_{\Omega_{1}} w(x-y)\left|D^{\alpha}(f \circ \phi)(x)-D^{\alpha}(f \circ \phi)(y)\right|^{2} d x d y \\
& \leq K_{1} \max _{|\beta| \leq k} \int_{\Omega_{2}} \int_{\Omega_{2}} w(x-y)\left|D^{\beta} f(x)-D^{\beta} f(y)\right|^{2} d x d y \\
& +K_{1} \max _{|\beta| \leq k} \int_{\Omega_{2}}\left|D^{\beta} f(x)\right|^{2} d x
\end{aligned}
$$

From Lemma 2.2.6 we infer the existence of a constant $K_{2}>0$ such that

$$
\begin{aligned}
& \|f \circ \phi\|_{\Omega_{1}}^{2} \leq K_{1}\left(K_{2} \sum_{|\gamma| \leq k} \int_{\Omega_{2}}\left|D^{\gamma} f(x)\right|^{2} d x\right. \\
& \left.\quad+\sum_{|\gamma|=k} c_{\alpha} \int_{\Omega_{2}} \int_{\Omega_{2}}|w(x-y)| D^{\gamma} f(x)-\left.D^{\gamma} f(y)\right|^{2} d x d y\right) \\
& \quad+K_{1} \max _{|\beta| \leq k} \int_{\Omega_{2}}\left|D^{\beta} f(x)\right|^{2} d x \\
& \leq
\end{aligned}
$$

as required.

Lemma 2.2.16 Let $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and let $\Omega$ be a convex, bounded domain. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfy (W1)-(W4). There exists a constant $C$ such that for all $\gamma \in \mathbb{Z}_{+}^{n}$ with $|\gamma|=k$,

$$
\int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\gamma}(u f)(x)-D^{\gamma}(u f)(y)\right|^{2} d x d y \leq C\|f\|_{\Omega}^{2}
$$

for all $f \in X(\Omega)$.

Proof. Let

$$
I_{1}=\int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\gamma}(u f)(x)-D^{\gamma}(u f)(y)\right|^{2} d x d y
$$

The Leibniz formula (see [30, Section 6.15]) allows us to write

$$
D^{\gamma}(u f)=\sum_{\substack{\beta \in \mathbb{Z}^{n} \\|\beta| \leq|\gamma|}} C_{\gamma \beta}\left(D^{\gamma-\beta} u\right)\left(D^{\beta} f\right),
$$

where the $C_{\gamma \beta}$ are suitable numbers. Using this and the Cauchy-Schwarz inequality gives

$$
\begin{gathered}
I_{1}=\int_{\Omega} \int_{\Omega} w(x-y)\left|\sum_{|\beta| \leq|\gamma|} C_{\gamma \beta}\left\{\left(D^{\gamma-\beta} u\right)(x)\left(D^{\beta} f\right)(x)-\left(D^{\gamma-\beta} u\right)(y)\left(D^{\beta} f\right)(y)\right\}\right|^{2} d x d y \\
\leq\left(\sum_{|\beta| \leq|\gamma|}\left|C_{\gamma \beta}\right|^{2}\right) \int_{\Omega} \int_{\Omega} w(x-y)\left(\sum_{|\beta| \leq|\gamma|} \mid\left(D^{\gamma-\beta} u\right)(x)\left(D^{\beta} f\right)(x)\right. \\
\left.-\left.\left(D^{\gamma-\beta} u\right)(y)\left(D^{\beta} f\right)(y)\right|^{2}\right) d x d y .
\end{gathered}
$$

Now set $c_{1}=\sum_{|\beta| \leq|\gamma|}\left|C_{\gamma \beta}\right|^{2}$. Then using inequality (2.5) we obtain

$$
\begin{aligned}
& I_{1} \leq 3 c_{1} \sum_{|\beta| \leq|\gamma|} \int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\gamma-\beta} u(x)\right|^{2}\left|D^{\beta} f(x)-D^{\beta} f(y)\right|^{2} d x d y \\
& \quad+\left.\left.3 c_{1} \sum_{|\beta| \leq|\gamma|} \int_{\Omega} \int_{\Omega} w(x-y)\right|^{\beta} f(y)\right|^{2}\left|D^{\gamma-\beta} u(x)-D^{\gamma-\beta} u(y)\right|^{2} d x d y .
\end{aligned}
$$

Now set

$$
c_{2}=\max _{|\beta| \leq|\gamma| x \in \Omega} \sup _{x \in}\left|D^{\gamma-\beta} u(x)\right|^{2} .
$$

Lemma 2.2.6 shows that there is a constant $c_{3}$ such that

$$
I_{1} \leq 3 c_{1} c_{2} \sum_{|\beta| \leq|\gamma|} \int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\beta} f(x)-D^{\beta} f(y)\right|^{2} d x d y
$$

$$
\begin{aligned}
& +3 c_{1} \sum_{|\beta| \leq|\gamma|} \int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\beta} f(y)\right|^{2}\left|D^{\gamma-\beta} u(x)-D^{\gamma-\beta} u(y)\right|^{2} d x d y \\
& \leq 3 c_{1} c_{2} \sum_{|\beta|=k} \int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\beta} f(x)-D^{\beta} f(y)\right|^{2} d x d y \\
& \quad+3 c_{1} c_{2} c_{3} \sum_{1 \leq|\beta| \leq k} \int_{\Omega}\left|D^{\beta} f(y)\right|^{2} d y \\
& \quad+3 c_{1} \sum_{|\beta| \leq|\gamma|} \int_{\Omega}\left|D^{\beta} f(y)\right|^{2} \int_{\Omega} w(x-y)\left|D^{\gamma-\beta} u(x)-D^{\gamma-\beta} u(y)\right|^{2} d x d y
\end{aligned}
$$

If we can now show that for each $y \in \Omega$ and every $\alpha \in \mathbb{Z}_{+}^{n}$ with $|\alpha| \leq k$,

$$
I_{2}(y):=\int_{\Omega} w(x-y)\left|D^{\alpha} u(x)-D^{\alpha} u(y)\right|^{2} d x
$$

is bounded by a constant $c_{4}$ dependent only on $u$ and $\alpha$, then we will obtain

$$
\begin{gathered}
I_{1} \leq 3 c_{1} c_{2} \sum_{|\beta|=k} \int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\beta} f(x)-D^{\beta} f(y)\right|^{2} d x d y \\
+3 c_{1} c_{2} c_{3} \sum_{1 \leq|\beta| \leq k} \int_{\Omega}\left|D^{\beta} f(y)\right|^{2} d y \\
\quad+3 c_{1} c_{4} \sum_{|\beta| \leq|\gamma|} \int_{\Omega}\left|D^{\beta} f(y)\right|^{2} d y
\end{gathered}
$$

This completes the proof. For the boundedness of $I_{2}$ we note that, since $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, there exists a constant $c_{5}(\alpha)$ dependent on $\alpha$, such that

$$
\left|D^{\alpha} u(x)-D^{\alpha} u(y)\right| \leq c_{5}(\alpha)|x-y|,
$$

for all $x, y \in \mathbb{R}^{n}$. Using the change of variables $x-y=s$, we obtain

$$
\begin{aligned}
I_{2}(y) & \leq c_{5}(\alpha) \int_{\Omega} w(x-y)|x-y|^{2} d x \\
& =c_{5}(\alpha) \int_{\Omega-y} w(s)|s|^{2} d s
\end{aligned}
$$

Lemma 2.2.5 now establishes the boundedness of $I_{2}$ on $\Omega$.

Lemma 2.2.17 Let $\Omega$ be a bounded, convex, open subset of $\mathbb{R}^{n}$. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W4). Let $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Then there is a number $C>0$ such that $\|u f\|_{\Omega} \leq C\|f\|_{\Omega}$ for all $f \in X(\Omega)$.

Proof. Let $f \in X(\Omega)$. An application of Lemma 2.2.16 shows that

$$
\begin{align*}
\|u f\|_{\Omega}^{2}= & \sum_{|\alpha|=k} c_{\alpha} \int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\alpha}(u f)(x)-D^{\alpha}(u f)(y)\right|^{2} d x d y  \tag{2.6}\\
& +\sum_{|\alpha| \leq k} \int_{\Omega}\left|D^{\alpha}(u f)(x)\right|^{2} d x \\
\leq & \sum_{|\alpha|=k} c_{\alpha} c_{1}\|f\|_{\Omega}^{2}+\sum_{|\alpha| \leq k} \int_{\Omega}\left|D^{\alpha}(u f)(x)\right|^{2} d x \tag{2.7}
\end{align*}
$$

for some $c_{1}$ independent of $f$. The Leibniz formula guarantees the existence of constants $c_{\alpha \beta}$ such that

$$
D^{\alpha}(u f)=\sum_{|\beta| \leq|\alpha|} c_{\alpha \beta}\left(D^{\alpha-\beta} u\right)\left(D^{\beta} f\right)
$$

Hence, for any $\alpha \in \mathbb{Z}_{+}^{n}$ with $|\alpha|=k$, an application of the Cauchy-Schwarz inequality gives

$$
\int_{\Omega}\left|D^{\alpha}(u f)(x)\right|^{2} d x=\int_{\Omega}\left|\sum_{|\beta| \leq|\alpha|} c_{\alpha \beta} D^{\alpha-\beta} u(x) D^{\beta} f(x)\right|^{2} d x
$$

$$
\leq\left(\sum_{|\beta| \leq|\alpha|}\left|c_{\alpha \beta}\right|^{2}\right) \int_{\Omega_{|\beta| \leq|\alpha|}}\left|D^{\alpha-\beta} u(x) D^{\beta} f(x)\right|^{2} d x
$$

Setting

$$
c_{2}=\sum_{|\beta| \leq|\alpha|}\left|c_{\alpha \beta}\right|^{2} \max _{|\beta| \leq|\alpha|} \sup _{x \in \Omega}\left|D^{\alpha-\beta} u(x)\right|^{2}
$$

gives,

$$
\int_{\Omega}\left|D^{\alpha}(u f)(x)\right|^{2} d x \leq c_{2} \sum_{|\beta| \leq|\alpha|} \int_{\Omega}\left|D^{\beta} f(x)\right|^{2} d x \leq c_{2}\|f\|_{\Omega}^{2} .
$$

Substituting this result back in (2.7) gives

$$
\|u f\|_{\Omega}^{2} \leq \sum_{|\alpha|=k} c_{\alpha} c_{1}\|f\|_{\Omega}^{2}+\sum_{|\alpha| \leq k} c_{2}\|f\|_{\Omega}^{2}
$$

which is the required result providing we take

$$
C \geq \sqrt{\sum_{|\alpha|=k} c_{\alpha} c_{1}+\sum_{|\alpha| \leq k} c_{2}}
$$

### 2.3 Extension Theorems for More General Domains

We are ready now to construct an extension operator for domains $\Omega$ which are considerably more general than $\mathbb{R}_{+}^{n}$. Some restrictions on the domain $\Omega$ are nevertheless needed. For example, we shall always assume that $\Omega$ is bounded. We also require a certain level of smoothness of the boundary of $\Omega$ which we now detail.

Let $B=\left\{\left(y_{1}, y_{2}, \ldots, y_{n}\right) \in \mathbb{R}^{n}:\left|y_{j}\right|<1,1 \leq j \leq n\right\}$, and set $B_{+}=\{y \in B: y=$ $\left(y^{\prime}, y_{n}\right)$ and $\left.y_{n}>0\right\}$ and $B_{0}=\left\{y \in B: y=\left(y^{\prime}, y_{n}\right)\right.$ and $\left.y_{n}=0\right\}$. We shall assume k is a fixed natural number throughout this section.

Definition 2.3.1 $A$ bounded, open, convex set $\Omega$ in $\mathbb{R}^{n}$ with boundary $\partial \Omega$ will be called a $V$-domain if the following hold,
(V1) there exist open sets $G_{1}, \ldots, G_{N} \subset \mathbb{R}^{n}$ such that $\partial \Omega \subset \bigcup_{j=1}^{N} G_{j}$;
(V2) there exist locally ( $k+1$ )-smooth maps $\phi_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that $\phi_{j}(B)=G_{j}$, $\phi_{j}\left(B_{+}\right)=G_{j} \cap \Omega$ and $\phi_{j}\left(B_{0}\right)=G_{j} \cap \partial \Omega, j=1, \ldots, N ;$
(V3) let $\Omega_{\delta}$ be the set of all points in $\Omega$ whose distance from $\partial \Omega$ is less than $\delta$. Then for some $\delta>0$,

$$
\Omega_{\delta} \subset \bigcup_{j=1}^{N} \phi_{j}\left(\left\{\left(y_{1}, y_{2}, \ldots, y_{n}\right) \in \mathbb{R}^{n}:\left|y_{j}\right|<\frac{1}{k+1}, 1 \leq j \leq n\right\}\right) .
$$

We continue to use the notations $|\cdot|_{\Omega}$ and $\|\cdot\|_{\Omega}$ as defined in Equations (2.1) and (2.2), as well as the space $X(\Omega)$.

We now embark on the construction which will define our extension. We presume $\Omega$ is a V-domain and develop a linear extension operator $L: X(\Omega) \rightarrow X\left(\mathbb{R}^{n}\right)$. We note that the notation we are developing here will be used throughout this section in the various results we shall establish. Let

$$
Q=\left\{\left(y_{1}, y_{2}, \ldots, y_{n}\right) \in \mathbb{R}^{n}:\left|y_{j}\right|<\frac{1}{k+1}, 1 \leq j \leq n\right\} .
$$

Now set $V_{i}=\phi_{i}(Q), i=1, \ldots, N$. By virtue of (V3) for some $\delta>0, V_{1}, \ldots, V_{N}$ form an open cover of $\Omega_{\delta}$. Consequently, we can find an open set $V_{0}$ such that $\operatorname{dist}(x, \partial \Omega) \geq \delta$ for all $x \in V_{0}$, and $\Omega \subset \bigcup_{j=0}^{N} V_{j}$. Now construct a partition of unity $u_{0}, \ldots, u_{N} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ such that,
(A1) each $u_{j}$ is supported in $V_{j}$,
(A2) $u_{j}(x) \geq 0$ for all $x \in \mathbb{R}^{n}$,
(A3) $\sum_{j=0}^{N} u_{j}(x)=1$ for all $x \in \Omega$.
Now take $f \in X(\Omega)$. Then $f=\left.g\right|_{\Omega}$ for some $g \in C_{0}^{k}\left(\mathbb{R}^{n}\right)$ with $|g|_{\Omega}=|f|_{\Omega}<\infty$. Thus we can think of $f$ as being in $C_{0}^{k}\left(\mathbb{R}^{n}\right)$. We can write,

$$
f(x)=\sum_{j=0}^{N} u_{j}(x) f(x) \quad \text { for } x \in \Omega .
$$

Now define $\psi_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by $\psi_{j}=\left(u_{j} f\right) \circ \phi_{j}, j=1, \ldots, N$. Note that $\left(u_{j} f\right)\left(\phi_{j}(x)\right)=0$ if $\phi_{j}(x) \notin V_{j}=\phi_{j}(Q)$. Hence $\psi_{j}$ is supported on $Q$.

Lemma 2.3.2 Let $s \in C_{0}^{k}\left(\mathbb{R}^{n}\right)$ be supported on $Q$. Define $t=\left.s\right|_{\mathbb{R}_{+}^{n}}$, and the extension operator $E$ as in Definition 2.1.1. Then $E t \in C_{0}^{k}\left(\mathbb{R}^{n}\right)$ and is supported in $B$.

Proof. The fact that $E t \in C_{0}^{k}\left(\mathbb{R}^{n}\right)$ is the substance of Theorem 2.1.2. To see that $E t$ is supported in $B$, suppose $x \notin B$. If $x_{n}>0$ then $(E t)(x)=t(x)=s(x)=0$, since $s$ is supported on $Q$ and $Q \subset B$. If $x_{n} \leq 0$, then

$$
E t(x)=\sum_{i=1}^{k+1} \lambda_{i} t\left(x^{\prime},-x_{n} / i\right)=\sum_{i=1}^{k+1} \lambda_{i} s\left(x^{\prime},-x_{n} / i\right) .
$$

Suppose $\left|x_{n}\right| \geq 1$. Then for $1 \leq i \leq k+1$,

$$
\left|x_{n} / i\right| \geq \frac{1}{(k+1)}\left|x_{n}\right| \geq \frac{1}{(k+1)}
$$

If $\left|x_{n}\right|<1$, then since $x \notin B$, there is a $j$ with $1 \leq j \leq n-1$ such that

$$
\left|x_{j}\right| \geq 1 \geq \frac{1}{k+1}
$$

We conclude from this that if $x \notin B$, then $\left(x^{\prime},-x_{n} / i\right) \notin Q$ for $1 \leq i \leq k+1$. Hence, $(E t)(x)=0$.

Define $\Psi_{j}=\left.\psi_{j}\right|_{\mathbb{R}_{+}^{n}}$. Then by Lemma 2.3.2, $E \Psi_{j}$ is in $C_{0}^{k}\left(\mathbb{R}^{n}\right)$ and is supported in $B$. Define $\theta_{j}=E \Psi_{j} \circ \phi_{j}^{-1}$. If $x \notin G_{j}$, it follows that $\phi_{j}^{-1}(x) \notin B$ and so $E \Psi_{j}\left(\phi_{j}^{-1}(x)\right)=0$. From this we conclude that the support of $\theta_{j}$ is in $G_{j}, j=1, \ldots, N$. We are now finally in a position to define our extension operator $L$ as

$$
\begin{equation*}
L f=u_{0} f+\sum_{i=1}^{N} \theta_{i} . \tag{2.8}
\end{equation*}
$$

Lemma 2.3.3 Let $\Omega$ be a $V$-domain. We have $L f(x)=f(x)$ for all $x \in \Omega$.

Proof. Take $x \in \Omega$. By reordering if necessary, we can assume that $x$ belongs to $G_{1}, \ldots, G_{M}$ but not to $G_{M+1}, \ldots, G_{N}$. Then,

$$
\begin{aligned}
L f(x) & =u_{0}(x) f(x)+\sum_{i=1}^{M} \theta_{i}(x) \\
& =u_{0}(x) f(x)+\sum_{i=1}^{M} E \Psi_{i}\left(\phi_{i}^{-1}(x)\right) .
\end{aligned}
$$

Now for $i=1, \ldots, M, x \in \Omega \cap G_{i}$ and so $\phi_{i}^{-1}(x) \in B_{+}$. Hence,

$$
E \Psi_{i}\left(\phi_{i}^{-1}(x)\right)=\left(u_{i} f\right)\left(\phi_{i}\left(\phi_{i}^{-1}(x)\right)\right)=\left(u_{i} f\right)(x)
$$

Finally, because $u_{i}(x)=0, i=M+1, \ldots, N$,

$$
L f(x)=u_{0}(x) f(x)+\sum_{i=1}^{M} u_{i}(x) f(x)=u_{0}(x) f(x)+\sum_{i=1}^{N} u_{i}(x) f(x)=f(x) .
$$

From Lemma 2.3.3, we see that $L$ certainly has the potential to be the required extension operator. However, we need to address the question of whether $L$ is bounded. To this end we make the simple observation that

$$
\|L f\|_{\mathbb{R}^{n}} \leq\left\|u_{0} f\right\|_{\mathbb{R}^{n}}+\sum_{j=1}^{N}\left\|\theta_{j}\right\|_{\mathbb{R}^{n}}
$$

The next result examines the quantities $\left\|\theta_{j}\right\|_{\mathbb{R}^{n}}$. We shall drop the subscript $j$ temporarily and simply work with $\theta=E \Psi \circ \phi^{-1}$ supported on a set $G$, which typifies $G_{j}$.

Lemma 2.3.4 Let $\Omega$ be a $V$-domain. Let $w$ satisfy (W1)-(W6). There exists a number $C>0$ such that,

$$
\|\theta\|_{\mathbb{R}^{n}} \leq C\|u f\|_{\Omega}, \quad \text { for all } f \in X(\Omega)
$$

Proof. Let $f \in X(\Omega)$. For $\alpha \in \mathbb{Z}_{+}^{n},|\alpha| \leq k$ we consider the integrals

$$
I_{1}=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} w(x-y)\left|D^{\alpha} \theta(x)-D^{\alpha} \theta(y)\right|^{2} d x d y \quad \text { and } \quad I_{2}=\int_{\mathbb{R}^{n}}\left|D^{\alpha} \theta(x)\right|^{2} d x
$$

Let $\mathcal{G}$ be a bounded subset of $\mathbb{R}^{n}$ which contains $G$. Moreover, suppose there exists $\eta>0$ such that $|x-y|>\eta$ for all $x \in G$ and $y \in \mathbb{R}^{n} \backslash \mathcal{G}$. Then, because $\theta$ is supported on $G$, Lemma 2.2.10 provides a number $c_{1}$ such that

$$
I_{1} \leq c_{1}^{2} \int_{\mathcal{G}} \int_{\mathcal{G}} w(x-y)\left|D^{\alpha} \theta(x)-D^{\alpha} \theta(y)\right|^{2} d x d y
$$

Again, because $\theta$ is supported on $G$,

$$
I_{2}=\int_{\mathcal{G}}\left|D^{\alpha} \theta(x)\right|^{2} d x
$$

and so we conclude that $\|\theta\|_{\mathbb{R}^{n}} \leq c_{1}\|\theta\|_{\mathcal{G}}$. Since $\phi^{-1}$ is a locally $(k+1)$-smooth mapping, Theorem 2.2 .15 shows there is a number $c_{2}>0$ such that $\|\theta\|_{\mathcal{G}}=\left\|E \Psi \circ \phi^{-1}\right\|_{\mathcal{G}} \leq$
$c_{2}\|E \Psi\|_{\phi^{-1}(\mathcal{G})}$. Now, by Theorem 2.1.6, we can find a constant $c_{3}>0$ such that

$$
\|\theta\|_{\mathbb{R}^{n}} \leq c_{1} c_{2}\|E \Psi\|_{\phi^{-1}(\mathcal{G})} \leq c_{1} c_{2}\|E \Psi\|_{\mathbb{R}^{n}} \leq c_{3}\|\Psi\|_{\mathbb{R}_{+}^{n}}
$$

Since $\Psi$ is supported on $Q_{+} \subset B \cap \mathbb{R}_{+}^{n}$, we can again apply Lemma 2.2 .10 to obtain a constant $c_{4}$ such that
$\int_{\mathbb{R}_{+}^{n}} \int_{\mathbb{R}_{+}^{n}} w(x-y)\left|D^{\alpha} \Psi(x)-D^{\alpha} \Psi(y)\right|^{2} d x d y \leq c_{4} \int_{B_{+}} \int_{B_{+}} w(x-y)\left|D^{\alpha} \Psi(x)-D^{\alpha} \Psi(y)\right|^{2} d x d y$, for all $\alpha \in \mathbb{Z}_{+}^{n}$ with $|\alpha| \leq k$. Therefore, there exists a constant $c_{5}$ such that

$$
\|\theta\|_{\mathbb{R}^{n}} \leq c_{3}\|\Psi\|_{\mathbb{R}_{+}^{n}} \leq c_{5}\|\Psi\|_{B_{+}}=c_{5}\|\psi\|_{B_{+}}
$$

Moreover, since $\psi=(u f) \circ \phi$, an application of Theorem 2.2.15 shows that there is a constant $c_{6}$ such that

$$
\begin{aligned}
\|\theta\|_{\mathbb{R}^{n}} \leq c_{5}\|u f \circ \phi\|_{B_{+}} & \leq c_{6}\|u f\|_{\phi\left(B_{+}\right)} \\
& =c_{6}\|u f\|_{\Omega \cap G} \\
& \leq c_{6}\|u f\|_{\Omega}
\end{aligned}
$$

Theorem 2.3.5 Let $\Omega \subset \mathbb{R}^{n}$ be a $V$-domain. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W6). Let $f \in X(\Omega)$. Then there exists a continuous, linear mapping $L: X(\Omega) \rightarrow X\left(\mathbb{R}^{n}\right)$ such that for all $f \in X(\Omega)$,

1) $\left.L f\right|_{\Omega}=f$
2) $\|L f\|_{\mathbb{R}^{n}} \leq M\|f\|_{\Omega}$ for some constant $M$ independent of $f$.

Proof. Let $f \in X(\Omega)$ and define $L f$ as in Equation (2.8). By Lemma 2.3.3, $(L f)(x)=f(x)$ for all $x \in \Omega$. Furthermore,

$$
\|L f\|_{\mathbb{R}^{n}} \leq\left\|u_{0} f\right\|_{\mathbb{R}^{n}}+\sum_{j=1}^{N}\left\|\theta_{j}\right\|_{\mathbb{R}^{n}}
$$

An application of Lemma 2.3.4 shows that $\left\|\theta_{j}\right\|_{\mathbb{R}^{n} \leq c_{1}\left\|u_{j} f\right\|_{\Omega} \text { for some suitable constant }}$ $c_{1}>0$. Thus,

$$
\|L f\|_{\mathbb{R}^{n}} \leq\left\|u_{0} f\right\|_{\mathbb{R}^{n}}+\sum_{j=1}^{N} c_{1}\left\|u_{j} f\right\|_{\Omega} .
$$

An application of Lemma 2.2.17 gives

$$
\|L f\|_{\mathbb{R}^{n}} \leq\left\|u_{0} f\right\|_{\mathbb{R}^{n}}+\sum_{j=1}^{N} c_{1} c_{2}\|f\|_{\Omega}
$$

for some number $c_{2}$ independent of $f$. Furthermore, since $u_{0}$ is supported on $V_{0} \subset \Omega$ we can use Lemma 2.2.10 and a further application of Lemma 2.2.17 to obtain constants $c_{3}, c_{4}>0$, independent of $f$, such that

$$
\begin{aligned}
\|L f\|_{\mathbb{R}^{n}} & \leq c_{3}\left\|u_{0} f\right\|_{\Omega}+N c_{1} c_{2}\|f\|_{\Omega} \\
& \leq c_{3} c_{4}\|f\|_{\Omega}+N c_{1} c_{2}\|f\|_{\Omega} \\
& \leq\left(c_{3} c_{4}+N c_{1} c_{2}\right)\|f\|_{\Omega} .
\end{aligned}
$$

Using this result and the fact that $f \in X(\Omega)$ we have,

$$
\begin{aligned}
|L f|_{\mathbb{R}^{n}} & \leq\|L f\|_{\mathbb{R}^{n}} \\
& \leq\left(c_{3} c_{4}+N c_{1} c_{2}\right)\|f\|_{\Omega} \\
& =\left(c_{3} c_{4}+N c_{1} c_{2}\right)\left(\sum_{|\alpha| \leq k} \int_{\Omega}\left|D^{\alpha} f(x)\right|^{2} d x+|f|_{\Omega}^{2}\right)^{1 / 2} \\
& <\infty
\end{aligned}
$$

Thus $L f \in X\left(\mathbb{R}^{n}\right)$.

Let $\mathcal{X}(\Omega)$ be the completion of $X(\Omega)$ with respect to $\|\cdot\|_{\Omega}$. Let $\mathcal{X}\left(\mathbb{R}^{n}\right)$ be likewise defined. We shall make use of the following standard abstract analysis result, a proof of which can be found in [17].

Lemma 2.3.6 Let $P$ be a normed space and $Q$ a complete normed space. Let $V$ be a dense linear subspace of $P$ and let $T_{0}$ be a continuous mapping of $V$ into $Q$. Then there is a unique continuous mapping $T$ from $P$ to $Q$ that extends $T_{0}$. Further $T$ is linear and $\|T\|=\left\|T_{0}\right\|$.

We note that the above result also holds if one is considering seminormed rather than normed spaces, the only exception being that the extension $T$ is no longer unique. A straightforward application of Lemma 2.3.6 allows us to deduce the existence of extension results for functions in $\mathcal{X}(\Omega)$ as follows.

Theorem 2.3.7 Let $\Omega \subset \mathbb{R}^{n}$ be a $V$-domain. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W6). There exists a continuous linear operator $\mathcal{L}: \mathcal{X}(\Omega) \rightarrow \mathcal{X}\left(\mathbb{R}^{n}\right)$ such that for all $f \in \mathcal{X}(\Omega)$,

1) $\left.\mathcal{L} f\right|_{\Omega}=f$
2) $\|\mathcal{L} f\|_{\mathbb{R}^{n}} \leq M\|f\|_{\Omega}$, for some constant $M$ independent of $f$.

Now, let $\mathcal{Y}\left(\mathbb{R}^{n}\right)$ be the completion of $X\left(\mathbb{R}^{n}\right)$ with respect to $|\cdot|$. Since $|f|_{\mathbb{R}^{n}} \leq\|f\|_{\mathbb{R}^{n}}$ for all $f \in X\left(\mathbb{R}^{n}\right)$, the following result follows immediately from Theorem 2.3.5.

Theorem 2.3.8 Let $\Omega \subset \mathbb{R}^{n}$ be a $V$-domain. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W6). Let $f \in X(\Omega)$. Then there exists a continuous, linear mapping $L: X(\Omega) \rightarrow \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that for all $f \in X(\Omega)$,

1) $\left.L f\right|_{\Omega}=f$
2) $|L f|_{\mathbb{R}^{n}} \leq M\|f\|_{\Omega}$ for some constant $M$ independent of $f$.

In a similar way to Lemma 2.3 .7 we can obtain a second extension result for functions in $\mathcal{X}(\Omega)$.

Theorem 2.3.9 Let $\Omega \subset \mathbb{R}^{n}$ be a $V$-domain. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W6). There exists a continuous linear operator $\mathcal{L}: \mathcal{X}(\Omega) \rightarrow \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that for all $f \in \mathcal{X}(\Omega)$,

1) $\left.\mathcal{L} f\right|_{\Omega}=f$
2) $|\mathcal{L} f|_{\mathbb{R}^{n}} \leq M\|f\|_{\Omega}$, for some constant $M$ independent of $f$.

Proof. Again this result is derived from Theorem 2.3.8, using Lemma 2.3.6 .

Before proving our final extension theorems we quote two more results from abstract analysis which we shall require.

Theorem 2.3.10 Let $X$ and $Y$ be normed spaces. If there is an open, continuous mapping from $X$ onto $Y$ and $X$ is complete, then so is $Y$.

Theorem 2.3.11 Suppose that $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ are two norms on $X$ both making the space complete. If there exists an $\alpha>0$ such that

$$
\|x\|_{2} \leq \alpha\|x\|_{1} \quad \text { for all } x \in X
$$

then the norms are equivalent.

Proofs of these results can be found in [17], pages 179 and 218 respectively.

Theorem 2.3.12 Let $\Omega \subset \mathbb{R}^{n}$ be a $V$-domain. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W6). Given $f \in \mathcal{X}(\Omega)$, there exists a function $f_{e} \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that

1) $\left.f_{e}\right|_{\Omega}=f$
2) $\left|f_{e}\right|_{\mathbb{R}^{n}} \leq M|f|_{\Omega}$ for some constant $M$ independent of $f$.

Proof. Let $\Pi_{k, \Omega}=\left\{\left.p\right|_{\Omega}: p \in \Pi_{k}\left(\mathbb{R}^{n}\right)\right\}$. We shall work with the quotient space

$$
\mathcal{X}(\Omega) / \Pi_{k, \Omega}=\left\{f+\Pi_{k, \Omega}: f \in \mathcal{X}(\Omega)\right\}
$$

For $f \in \mathcal{X}(\Omega)$ define

$$
\begin{aligned}
& \left\|f+\Pi_{k, \Omega}\right\|_{1}=|f|_{\Omega} \\
& \left\|f+\Pi_{k, \Omega}\right\|_{2}=\inf \left\{|u|_{\left.\mathbb{R}^{n}: u \in \mathcal{Y}\left(\mathbb{R}^{n}\right) \text { and }\left.u\right|_{\Omega}=f\right\}} .\right.
\end{aligned}
$$

We claim that $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ are norms on $\mathcal{X}(\Omega) / \Pi_{k, \Omega}$. Now, $|f|_{\Omega}=0$ if and only if $f \in \Pi_{k, \Omega}$, and so $\|\cdot\|_{1}$ is clearly a norm on $\mathcal{X}(\Omega) / \Pi_{k, \Omega}$. Given $f \in \mathcal{X}(\Omega)$, Theorem 2.3.7 allows us to find an $\mathcal{L} f \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ which satisfies $\left.\mathcal{L} f\right|_{\Omega}=f$ and $|\mathcal{L} f|_{\mathbb{R}^{n}}<\infty$. Hence, $\left\|f+\Pi_{k}\right\|_{2}$ exists. Let $f_{e} \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ satisfy $\left|f_{e}\right|_{\mathbb{R}^{n}}=\inf \left\{|u|_{\mathbb{R}^{n}}: u \in \mathcal{Y}\left(\mathbb{R}^{n}\right)\right.$ and $\left.\left.u\right|_{\Omega}=f\right\}$. Suppose $\left\|f+\Pi_{k}\right\|_{2}=0$, then $\left|f_{e}\right|_{\mathbb{R}^{n}}=0$ and $f_{e} \in \Pi_{k}$. Since $\left.f_{e}\right|_{\Omega}=f$ this implies $f \in \Pi_{k, \Omega}$. Conversely, suppose $f \in \Pi_{k, \Omega}$. Then $f_{e}$ is just the polynomial in $\Pi_{k}$ for which $\left.f_{e}\right|_{\Omega}=f$, since then $\left|f_{e}\right|_{\mathbb{R}^{n}}=0$. Hence $\|\cdot\|_{2}$ is a norm on $\mathcal{X}(\Omega) / \Pi_{k, \Omega}$.

The quotient $\operatorname{map} Q: \mathcal{X}(\Omega) \rightarrow \mathcal{X}(\Omega) / \Pi_{k, \Omega}$ is defined by $Q(f)=f+\Pi_{k, \Omega}$, for $f \in \mathcal{X}(\Omega)$. This is a linear, continuous, open map from $\mathcal{X}(\Omega)$ to $\mathcal{X}(\Omega) / \Pi_{k, \Omega}$, (see for example [30,
p.31]). Since $\mathcal{X}(\Omega)$ is complete we can thus deduce from Lemma 2.3.10 that the normed spaces $\left(\mathcal{X}(\Omega) / \Pi_{k},\|\cdot\|_{1}\right)$ and $\left(\mathcal{X}(\Omega) / \Pi_{k},\|\cdot\|_{2}\right)$ are also complete. For all $f \in \mathcal{X}(\Omega)$, we have the simple inequality

$$
\left\|f+\Pi_{k, \Omega}\right\|_{1}=|f|_{\Omega}=\left|f_{e}\right|_{\Omega} \leq\left|f_{e}\right|_{\mathbb{R}^{n}}=\left\|f+\Pi_{k, \Omega}\right\|_{2} .
$$

Hence, using Lemma 2.3.11, there exits a $\beta>0$ such that

$$
\left.\left|f_{e}\right|\right|_{\mathbb{R}^{n}}=\left\|f+\Pi_{k, \Omega}\right\|_{2} \leq \beta\left\|f+\Pi_{k, \Omega}\right\|_{1}=\beta|f|_{\Omega}, \quad \text { for all } f \in \mathcal{X}(\Omega)
$$

Our final extension theorem involves the spaces $\mathcal{Y}(\Omega)$ which we define as the completion of $X(\Omega)$ with respect to $|\cdot|$. Before we prove this final result we remark that the following Corollary can be deduced trivially from the previous theorem.

Corollary 2.3.13 Let $\Omega \subset \mathbb{R}^{n}$ be a $V$-domain. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W6). Given $f \in X(\Omega)$, there exists a function $f_{e} \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that

1) $\left.f_{e}\right|_{\Omega}=f$
2) $\left|f_{e}\right|_{\mathbb{R}^{n}} \leq M|f|_{\Omega}$ for some constant $M$ independent of $f$.

Theorem 2.3.14 Let $\Omega \subset \mathbb{R}^{n}$ be a $V$-domain. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W6). Given $f \in \mathcal{Y}(\Omega)$, there exists a function $f_{e} \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that

1) $\left.f_{e}\right|_{\Omega}=f$
2) $\left|f_{e}\right|_{\mathbb{R}^{n}} \leq M|f|_{\Omega}$ for some constant $M$ independent of $f$.

Proof. By Corollary 2.3.12, such extensions exist for functions in $X(\Omega)$. Since $X(\Omega)$ is dense in $\mathcal{Y}(\Omega)$, Lemma 2.3.6 implies the required result.

### 2.4 The Weight Function $w$ and the Domain $\Omega$

The extension results developed in the previous section are dependent on the weight function $w$ satisfying conditions (W1)-(W6), as given in Section 2.2. We give now some examples of weight functions for which these properties hold.

We begin with the familiar non-integer valued Sobolev seminorms. Here the weight function $w$ is defined by $w(x)=|x|^{-n-\lambda}$ for $x \in \mathbb{R}^{n}$ and $0<\lambda<2$. It is clear that $w$ satisfies conditions (W1)-(W4) and (W6). To see that (W5) is satisfied, let $\phi$ be a locally 1 -smooth map on $\mathbb{R}^{n}$. Then $\phi^{-1}$ is also locally 1 -smooth. Let $\Omega$ be a bounded domain. By Taylor's formula, there exists a constant $K>0$ such that for all $x, y \in \Omega$,

$$
|x-y|=\left|\phi^{-1}(\phi(x))-\phi^{-1}(\phi(y))\right| \leq K|\phi(x)-\phi(y)| .
$$

Hence, for all $x, y \in \Omega$ with $x \neq y$,

$$
w(\phi(x)-\phi(y))=\frac{1}{|\phi(x)-\phi(y)|^{n+\lambda}} \leq K^{n+\lambda} \frac{1}{|x-y|^{n+\lambda}}=K^{n+\lambda} w(x-y)
$$

Since $\phi$ is a bijection, $x=y$ implies $w(\phi(x)-\phi(y))=w(x-y)=w(0)$. Hence, $w(\phi(x)-$ $\phi(y)) \leq \max \left\{K^{n+\lambda}, 1\right\} w(x-y)$ for all $x, y \in \Omega$. Hence, condition (W5) is satisfied.

For our second example let $w(x)=e^{-|x|^{2}}$ for $x \in \mathbb{R}^{n}$. Again, it is easily verified that $w$ satisfies conditions (W1)-(W4) and (W6). Let $\phi$ be a locally smooth map on $\mathbb{R}^{n}$. Let $\Omega$ be a bounded domain. For all $x, y \in \Omega$,

$$
|x-y|^{2}-|\phi(x)-\phi(y)|^{2} \leq|x-y|^{2} \leq \sup _{x, y \in \Omega}|x-y|^{2}
$$

Because $\Omega$ is bounded we can find a $K>0$ such that $\sup _{x, y \in \Omega}|x-y|^{2} \leq K$. Then,

$$
|\phi(x)-\phi(y)|^{2} \geq|x-y|^{2}-K \quad \text { for all } x, y \in \Omega
$$

Thus, for all $x, y \in \Omega$,

$$
w(\phi(x)-\phi(y))=e^{-|\phi(x)-\phi(y)|^{2}} \leq e^{-|x-y|^{2}+K}=e^{K} w(x-y) .
$$

Consequently, condition (W5) holds.
Our previous example forms part of a family of such examples. Let $w$ be a continuous, positive-valued function in $L^{1}\left(\mathbb{R}^{n}\right)$ satisfying $w(-x)=w(x)$ for all $x \in \mathbb{R}^{n}$. We also assume that there exists some ball $B_{\delta}=\left\{x \in \mathbb{R}^{n}:|x| \leq \delta\right\}$ such that on $\mathbb{R}^{n} \backslash B_{\delta}, w(x)$ is a decreasing function of $|x|$. It is straightforward to see that $w$ satisfies (W2)-(W4). Furthermore, there exists $A>0$ such that $w(x) \leq A$ for all $x \in \mathbb{R}^{n}$. Let $\phi$ be a locally smooth map on $\mathbb{R}^{n}$ and let $\Omega$ be a bounded domain. Since $w$ is continuous we can find $M>0$ such that $w(x-y) \geq M$ for all $x, y \in \Omega$. Thus

$$
w(\phi(x)-\phi(y)) \leq A \leq \frac{A}{M} w(x-y) \quad \text { for all } x, y \in \Omega
$$

Hence, (W5) is satisfied. Finally, we examine condition (W6). Take $y \in \mathbb{R}^{n}$. If $y \in B_{\delta}$ then a similar argument to that above proves the existence of $C>0$ such that $w(y) \geq C w(x)$ for all $x \in \mathbb{R}^{n}$. If $y \notin B_{\delta}$, then $w(y) \geq w(x)$ for all $x \in \mathbb{R}^{n}$ with $|x| \geq|y|$. Thus $w(y) \geq \min \{1, C\} w(x)$ whenever $|x|>|y|$, showing (W6) holds.

The condition on the domain is more difficult to exemplify. If $\Omega$ is a domain which lies locally on one side of its boundary $\partial \Omega$, then Conditions ( $V 1$ ) and ( $V 2$ ) in Definition 2.3.1 will hold if the boundary $\partial \Omega$ is an ( $n-1$ )-dimensional, $(k+1)$-smooth manifold in $\mathbb{R}^{n}$, (see Oden and Reddy [27]). An easy example of a set $\Omega$ in $\mathbb{R}^{2}$, which satisfies ( $V 3$ ), is given by any disc. To construct the open sets $G_{j}$ for the disc $B(0, r)=\left\{x \in \mathbb{R}^{2}:|x|<r\right\}$ we can
take, for $j=1, \ldots, 8$,

$$
G_{j}=\left\{x \in \mathbb{R}^{2}: x=(\rho \cos \theta, \rho \sin \theta) \text { and } \frac{7 r}{8}<\rho<\frac{9 r}{8}, \frac{(j-1) \pi}{8}<\theta<\frac{(j+1) \pi}{8}\right\} .
$$

The condition that $\Omega$ be a $V$-domain is a fairly strong requirement on the smoothness of $\partial \Omega$. Of importance to us in Chapter 3 will be the fact that this condition implies the cone condition as defined below, (see Wloka [38, Section 2]).

Definition 2.4.1 $A$ domain $\Omega$ is said to have the cone property if there exists a finite cone $C$ such that each point $x \in \Omega$ is the vertex of a finite cone contained in $\Omega$ and congruent to $C$.

## Chapter 3

## Error Estimates

An important question in the study of any interpolation method is that of error. Specifically, we wish to know how well the interpolant reconstructs the original function. Thus, we now turn our attention to the subject of error estimates. As indicated previously, the motivation behind the derivation of the extension results in Chapter 2 was their use in obtaining improved error estimates. In this chapter, we shall provide full details of how this is achieved. However, we shall begin by giving a brief introduction to the subject in a general setting, giving an indication of how one might construct a typical error estimate. We shall introduce the use of the so-called power function in the development of pointwise error estimates, and go on to obtain a simple $L_{2}$ estimate.

### 3.1 Power Functions and Typical Error Estimates

The development we shall use in this section follows that used by Light and Wayne [19], and has its roots in the variational theory of Golomb and Weinberger [11].

Let $X$ be a linear space of continuous real valued functions on $\mathbb{R}^{n}$, with semi-inner
product $(\cdot, \cdot)$. We define a seminorm on $X$ by

$$
|f|=\sqrt{(f, f)}, \quad \text { for } f \in X
$$

We suppose that $|\cdot|$ has a finite dimensional kernel $\mathcal{K}$. Let $\Omega$ be a bounded subset of $\mathbb{R}^{n}$. Let $\mathcal{A}$ be a finite subset of $\Omega$ and suppose that $a_{1}, \ldots, a_{\ell} \in \mathcal{A}$ are unisolvent with respect to $\mathcal{K}$. We can define an inner product on $X$ by

$$
\langle f, g\rangle=\sum_{j=1}^{\ell} f\left(a_{i}\right) g\left(a_{i}\right)+(f, g), \quad \text { for } f, g \in X
$$

This induces a norm, $\|\cdot\|$, on $X$ via

$$
\|g\|^{2}=\langle g, g\rangle, \quad \text { for } g \in X
$$

We shall assume that $X$ is complete with respect to $\|\cdot\|$ and, for each $x \in \mathbb{R}^{n}$, there exists an $M>0$ such that

$$
|g(x)| \leq M(g, g), \quad \text { for all } g \in X
$$

Thus $X$ is a Hilbert function space. Given $f \in X$, let $U f \in X$ be the minimal norm interpolant to $f$ on $\mathcal{A}$. By this we mean $U f(a)=f(a)$ for all $a \in \mathcal{A}$, and, if $v \in X$ also satisfies $v(a)=f(a)$ for all $a \in \mathcal{A}$, then $\|U f\| \leq\|v\|$. A useful property of the minimal norm interpolant is that $\|f-U f\|^{2}=\|f\|^{2}-\|U f\|^{2}$, see Cheney and Light [4, Chapter 30, Theorem 1]. It is straightforward to deduce from this that the minimal norm interpolant also satisfies $|f-U f|^{2}=|f|^{2}-|U f|^{2}$, a fact we shall make use of later.

We are ready now to begin constructing a pointwise error estimate. We define $G$, a subspace of $X$, by

$$
G=\left\{v \in X: v\left(a_{i}\right)=0 \text { for all } i=1, \ldots, \ell\right\} .
$$

Note that $G$ is also a Hilbert space. Let

$$
P(x)=\sup _{v \in G}\{|v(x)|:|v|=1\}
$$

Then, for any $g \in G$, we have

$$
P(x) \geq \frac{|g(x)|}{|g|}, \quad \text { for all } x \in \mathbb{R}^{n}
$$

Rearranging gives,

$$
\begin{equation*}
|g(x)| \leq P(x)|g|, \quad \text { for all } x \in \mathbb{R}^{n} \tag{3.1}
\end{equation*}
$$

Now consider $f-U f$. Clearly $(f-U f)\left(a_{i}\right)=0$ for all $i=1, \ldots, \ell$, and so $f-U f \in G$. Thus, using Equation (3.1) and the property of the minimal norm interpolant mentioned above, we have

$$
\begin{aligned}
|(f-U f)(x)|^{2} & \leq\{P(x)\}^{2}|f-U f|^{2} \\
& =\{P(x)\}^{2}\left(|f|^{2}-|U f|^{2}\right) \\
& \leq\{P(x)\}^{2}|f|^{2} .
\end{aligned}
$$

We have derived an error estimate of the form

$$
\begin{equation*}
|f(x)-U f(x)| \leq P(x)|f-U f| \leq P(x)|f|, \quad \text { for all } x \in \mathbb{R}^{n} \tag{3.2}
\end{equation*}
$$

However, we need to learn more about $P$ for this to be of any practical use. Since $G$ is a Hilbert space, we may make use of the Reisz representation theorem. This establishes, for each $x \in \mathbb{R}^{n}$, the existence of a unique representer $r_{x} \in G$, such that $\left\langle r_{x}, f\right\rangle=f(x)$ for all $f \in G$. Fix $x \in \mathbb{R}^{n}$ and recall that

$$
P(x)=\sup _{v \in G}\{|v(x)|:|v|=1\} .
$$

Now, $|v(x)|=\left|\left\langle v, r_{x}\right\rangle\right|$ for all $v \in G$ and so we can write

$$
P(x)=\sup _{v \in G}\left\{\left|\left\langle v, r_{x}\right\rangle\right|:|v|=1\right\} .
$$

Now, if $v \in G$, then $|v|=\|v\|$. Thus, using the Cauchy-Schwarz inequality, we have for all $v \in G$ with $|v|=1$,

$$
\left|\left\langle v, r_{x}\right\rangle\right| \leq\|v\|\left\|r_{x}\right\|=|v|\left\|r_{x}\right\|=\left\|r_{x}\right\|
$$

Thus, $P(x) \leq\left\|r_{x}\right\|$. Also, since $r_{x} \in G$,

$$
P(x) \geq \frac{\left\langle r_{x}, r_{x}\right\rangle}{\left|r_{x}\right|}=\frac{\left\|r_{x}\right\|^{2}}{\left\|r_{x}\right\|}=\left\|r_{x}\right\|
$$

Thus, $P(x)=\left\|r_{x}\right\|=\sqrt{\left\langle r_{x}, r_{x}\right\rangle}=\sqrt{r_{x}(x)}$ and we have, from Equation (3.2),

$$
|f(x)-U f(x)| \leq \sqrt{r_{x}(x)}|f-U f| \leq \sqrt{r_{x}(x)}|f|, \quad \text { for all } x \in \mathbb{R}^{n}
$$

The form of the representer $r_{x}$ can be explicitly calculated. As an example, we recall the spaces of Light and Wayne [20] discussed in Chapter 1. We have a measurable weight function $v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and, for non-negative integer $k$, we define $Z_{k}\left(\mathbb{R}^{n}\right)=\left\{f \in S^{\prime}: \widehat{D^{\alpha}} f \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)\right.$ and $\int_{\mathbb{R}^{n}}\left|\widehat{D^{\alpha}} f(x)\right|^{2} v(x) d x<\infty$, for all $\alpha \in \mathbb{Z}_{+}^{n}$ with $\left.|\alpha|=k\right\}$.

Let $\phi \in S^{\prime}$ satisfy $\hat{\phi}=\left\{|\cdot|^{2 k} v\right\}^{-1}$ and suppose $p_{1}, \ldots, p_{\ell} \in \Pi_{k-1}\left(\mathbb{R}^{n}\right)$ are such that $p_{s}\left(a_{j}\right)=1$ if $s=j$, and is zero otherwise. Subject to certain conditions on the weight function $v$, the representer $r_{x}$ has the form

$$
r_{x}(x)=\phi(0)-\sum_{j=1}^{\ell} p_{j}(x) \phi\left(x-a_{j}\right)-\sum_{j=1}^{\ell} p_{j}(x) \phi\left(a_{j}-x\right)+\sum_{i, j=1}^{\ell} p_{i}(x) p_{j}(x) \phi\left(a_{i}-a_{j}\right) .
$$

Details of how this is obtained can be found in [19].
The function $P$ is often referred to as the power function, the name originating from Schaback [33]. Schaback uses a different approach to the one described above; however, ultimately, he obtains the same function (cf. Light and Wayne [19]).

Having obtained an explicit form for the power function $P$, we can examine its asymptotic behaviour to establish an error estimate in terms of the spacing of the interpolation points. The usual measure of how densely the points in $\mathcal{A}$ 'fill out' $\Omega$ is given by

$$
h=\sup _{y \in \Omega} \inf _{x \in A}|y-x| .
$$

One hopes to obtain a bound of the form $|P(x)| \leq C_{1} h^{\beta}$, where $C_{1}$ is a constant independent of $f$ and $h$, and $\beta>0$. Having derived such a bound, we can substitute it into Equation (3.2) to give an error estimate of the form

$$
|f(x)-U f(x)|^{2} \leq C_{1}^{2} h^{2 \beta}|f|^{2}, \quad \text { for all } x \in \mathbb{R}^{n}
$$

Then, as we would expect, the error on $\Omega$ between the function and its interpolant goes to zero as $h$ tends to zero. It is straightforward to move from this inequality to an $L_{2}$ error estimate. Integrating both sides over $\Omega$ gives

$$
\begin{aligned}
\int_{\Omega}|f(x)-U f(x)|^{2} & \leq C_{1}^{2} h^{2 \beta}|f|^{2} \int_{\Omega} 1 \\
& \leq C_{2} h^{2 \beta}|f|^{2}
\end{aligned}
$$

for some constant $C_{2}$, since $\Omega$ is bounded. Thus we have

$$
\|f-U f\|_{2, \Omega} \leq \sqrt{C_{2}} h^{\beta}|f|
$$

where $C_{2}$ is independent of $f$ and $h$.

### 3.2 Improved Error Estimates Using Localisation

We move now from this general setting and return to the spaces considered in Chapter 2.
We begin by recalling the relevant definitions. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable weight function which will be required to satisfy certain assumptions as we proceed. Let $k$ be a fixed non-negative integer and define

$$
X\left(\mathbb{R}^{n}\right)=\left\{f \in C_{0}^{k}\left(\mathbb{R}^{n}\right): \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} w(x-y)\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|^{2} d x d y<\infty\right.
$$

$$
\text { for all } \left.\alpha \in \mathbb{Z}_{+}^{n} \text { with }|\alpha|=k\right\} .
$$

For $f \in X\left(\mathbb{R}^{n}\right)$ define,

$$
|f|_{\mathbb{R}^{n}}=\left(\sum_{|\alpha|=k} c_{\alpha} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} w(x-y)\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|^{2} d x d y\right)^{1 / 2}
$$

where the constants $c_{\alpha}$ are defined by the algebraic identity

$$
\sum_{|\alpha|=k} c_{\alpha} x^{2 \alpha}=|x|^{2 k}, \quad \text { for all } x \in \mathbb{R}^{n}
$$

Let $\mathcal{Y}\left(\mathbb{R}^{n}\right)$ denote the completion of $X\left(\mathbb{R}^{n}\right)$ with respect to $|\cdot|_{\mathbb{R}^{n}}$. Then $|\cdot|_{\mathbb{R}^{n}}$ defines a seminorm on $\mathcal{Y}\left(\mathbb{R}^{n}\right)$ with kernel $\Pi_{k}\left(\mathbb{R}^{n}\right)$. We shall assume that $\Pi_{k}\left(\mathbb{R}^{n}\right)$ has dimension $\ell$. Suppose $a_{1}, \ldots, a_{\ell} \in \mathbb{R}^{n}$ are unisolvent with respect to $\Pi_{k}\left(\mathbb{R}^{n}\right)$. We can then define a norm on $\mathcal{Y}\left(\mathbb{R}^{n}\right)$ via

$$
\|f\|_{\mathcal{Y}}^{2}=\sum_{i=1}^{\ell}\left|f\left(a_{i}\right)\right|^{2}+|f|_{\mathbb{R}^{n}}^{2}, \quad \text { for } f \in \mathcal{Y}\left(\mathbb{R}^{n}\right)
$$

We shall see that $\mathcal{Y}\left(\mathbb{R}^{n}\right)$ is complete with respect to this norm, making $\left(\mathcal{Y}\left(\mathbb{R}^{n}\right),\|\cdot\| y\right)$ a Hilbert space.

Lemma 3.2.1 The space $\mathcal{Y}\left(\mathbb{R}^{n}\right)$ is complete with respect to $\|\cdot\| y$.

Proof. Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be a Cauchy sequence in $\mathcal{Y}\left(\mathbb{R}^{n}\right)$ with respect to $\|\cdot\| y$. Take $\epsilon>0$, then there exists a threshold $N \in \mathbb{N}$ such that for all $m, n>N$,

$$
\left\|f_{n}-f_{m}\right\| \mathcal{Y}=\left(\sum_{i=1}^{\ell}\left|f_{n}\left(a_{i}\right)-f_{m}\left(a_{i}\right)\right|^{2}+\left|f_{n}-f_{m}\right|_{\mathbb{R}^{n}}^{2}\right)^{1 / 2}<\epsilon
$$

It follows that $\left|f_{n}-f_{m}\right| \mathbb{R}^{n}<\epsilon$ whenever $m, n>N$. Hence $\left\{f_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence with respect to $|\cdot|_{\mathbb{R}^{n}}$. Since $\mathcal{Y}\left(\mathbb{R}^{n}\right)$ is complete with respect to $|\cdot|$, there is a limit $f \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that $\left|f-f_{n}\right|_{\mathbb{R}^{n}}$ tends to zero as $n$ tends to infinity. Furthermore, for each $i=1, \ldots \ell$, $\left|f_{n}\left(a_{i}\right)-f_{m}\left(a_{i}\right)\right|^{2}<\epsilon$ whenever $m, n>N$. Thus, $\left\{f_{n}\left(a_{i}\right)\right\}_{n=1}^{\infty}$ is a Cauchy sequence of real numbers, and so has a limit $b_{i} \in \mathbb{R}$ such that $\left|f_{n}\left(a_{i}\right)-b_{i}\right|$ tends to zero as $n$ tends to infinity.

Now, since $a_{1}, \ldots, a_{\ell} \in \mathbb{R}^{n}$ are unisolvent with respect to $\Pi_{k}\left(\mathbb{R}^{n}\right)$, there exists a polynomial $q \in \Pi_{k}\left(\mathbb{R}^{n}\right)$ such that $q\left(a_{i}\right)=b_{i}+f\left(a_{i}\right)$ for all $i=1, \ldots, \ell$. Then,

$$
\begin{aligned}
\left\|f_{n}-(f-q)\right\|_{\mathcal{Y}}^{2} & =\sum_{i=1}^{\ell}\left|f_{n}\left(a_{i}\right)-f\left(a_{i}\right)+q\left(a_{i}\right)\right|^{2}+\left|f_{n}-f+q\right|_{\mathbb{R}^{n}}^{2} \\
& \leq \sum_{i=1}^{\ell}\left|f_{n}\left(a_{i}\right)-f\left(a_{i}\right)+q\left(a_{i}\right)\right|^{2}+\left(\left|f_{n}-f\right|_{\mathbb{R}^{n}}+|q|_{\left.\mathbb{R}^{n}\right)^{2}}\right. \\
& =\sum_{i=1}^{\ell}\left|f_{n}\left(a_{i}\right)-f\left(a_{i}\right)+q\left(a_{i}\right)\right|^{2}+\left|f_{n}-f\right|_{\mathbb{R}^{n}}^{2} \\
& =\sum_{i=1}^{\ell}\left|f_{n}\left(a_{i}\right)-b_{i}\right|^{2}+\left|f_{n}-f\right|_{\mathbb{R}^{n}}^{2}
\end{aligned}
$$

Therefore, $\left\|f_{n}-(f-q)\right\| y$ tends to zero as $n$ tends to infinity. Since $f-q \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$, this completes the proof.

For bounded subset $\Omega$ of $\mathbb{R}^{n}$, we define local spaces $X(\Omega)$ by,

$$
X(\Omega)=\left\{\left.f\right|_{\Omega}: f \in C_{0}^{k}\left(\mathbb{R}^{n}\right) \text { and } \int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|^{2} d x d y<\infty,\right.
$$

$$
\text { for all } \left.\alpha \in \mathbb{Z}_{+}^{n} \text { with }|\alpha|=k\right\} .
$$

For $f \in X(\Omega)$, define

$$
|f|_{\Omega}=\left(\sum_{|\alpha|=k} c_{\alpha} \int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|^{2} d x d y\right)^{1 / 2}
$$

Then $|\cdot|_{\Omega}$ defines a seminorm on $X(\Omega)$, with kernel $\Pi_{k, \Omega}=\left\{\left.p\right|_{\Omega}: p \in \Pi_{k}\left(\mathbb{R}^{n}\right)\right\}$. We denote by $\mathcal{Y}(\Omega)$ the completion of $X(\Omega)$ with respect to $|\cdot|_{\Omega}$.

We now recall the assumptions (W1)-(W6) made on the weight function $w$ in the previous chapter as we shall refer to these again:
(W1) $w \in L^{1}\left(\mathbb{R}^{n} \backslash N\right)$ for any neighbourhood $N$ of the origin;
(W2) $w(y)=\mathcal{O}\left(|y|^{s}\right)$ as $y \rightarrow 0$, where $n+s+2>0$;
(W3) $\int_{A} w>0$ whenever $A$ has positive measure;
(W4) $w(y)=w(-y)$ for all $y \in \mathbb{R}^{n}$;
(W5) for every locally ( $k+1$ )-smooth map $\phi$ on $\mathbb{R}^{n}$, and every bounded subset $\Omega$ of $\mathbb{R}^{n}$, there is a $K>0$ such that $w(\phi(x)-\phi(y)) \leq K w(x-y)$, for all $x, y \in \Omega$;
(W6) there exists a constant $M>0$ such that if $x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}$ and $y=\left(x^{\prime}, y_{n}\right) \in \mathbb{R}^{n}$ with $\left|x_{n}\right| \geq\left|y_{n}\right|$, then $w(x) \leq M w(y)$.

We shall also require the following additional homogeneity type condition,
(W7) there exists a function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that $w(\lambda x)=f(\lambda) w(x)$ for all $x \in \mathbb{R}^{n}$, $\lambda \in \mathbb{R}$; furthermore $f(\lambda) \neq 0$ whenever $\lambda \neq 0$.

Now, let $\Omega$ be an open subset of $\mathbb{R}^{n}$. Let $\mathcal{A}$ be a finite subset of $\Omega$ such that $a_{1}, \ldots, a_{\ell} \in \mathcal{A}$ are unisolvent with respect to $\Pi_{k}\left(\mathbb{R}^{n}\right)$. Suppose that there is a $\beta>0$ and a constant $C$ independent of $h$ such that, if $g \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ satisfies $g\left(a_{i}\right)=0$ for all $i=1, \ldots, \ell$, then

$$
|g(x)| \leq C h^{\beta}|g|_{\mathbb{R}^{n}} \quad \text { for all } x \in \Omega
$$

Let $U f \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ be the minimal norm interpolant to $f \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ on $\mathcal{A}$. Now, applying the arguments of the previous section, we could deduce the $L_{2}$ error estimate

$$
\begin{equation*}
\|f-U f\|_{2, \Omega} \leq K_{1} h^{\beta}|f|_{\mathbb{R}^{n}} \tag{3.3}
\end{equation*}
$$

where $K_{1}$ is independent of $f$ and $h$. However, the arguments found in the remainder of this chapter will demonstrate that, by using a localisation argument, this can be improved to

$$
\|f-U f\|_{2, \Omega} \leq K_{2} h^{\beta+n / 2}|f|_{\Omega}
$$

where $K_{2}$ is a constant independent of $f$ and $h$. Comparing this to Equation (3.3) we notice that instead of $h^{\beta}$ we now have $h^{\beta+n / 2}$ and the local seminorm now appears on the right-hand side of the equation. Furthermore, we need only know $f$ on $\Omega$, that is, we can take $f \in \mathcal{Y}(\Omega)$ rather than in the full space $\mathcal{Y}\left(\mathbb{R}^{n}\right)$. The argument we shall use is based on that found in Light and Wayne [19], which itself uses the work of Duchon [7]. In these two papers, a Sobolev space setting is used. Thus a certain amount of generalisation is needed to ensure this technique works for our spaces. In particular, difficulties occur because our seminorm involves a weight function and a double integral. We shall need some preliminary results before we are able to deduce the improved $L_{2}$ error estimate. We begin by recalling the main result of Chapter 2.

Theorem 3.2.2 Let $\Omega \subset \mathbb{R}^{n}$ be an open, bounded, $V$-domain. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W6). Given $f \in \mathcal{Y}(\Omega)$, there exists a function $f_{e} \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that
(1) $\left.f_{e}\right|_{\Omega}=f$
(2) $\left|f_{e}\right|_{\mathbb{R}^{n}} \leq M|f|_{\Omega}$ for some constant $M$ independent of $f$.

Our next step is to demonstrate that if $\Omega$ is an open ball in $\mathbb{R}^{n}$, then the constant $M$ in Theorem 3.2.2 can be taken independent of $\Omega$.

Lemma 3.2.3 Let $\Omega$ be a measurable subset of $\mathbb{R}^{n}$. Let $a, b \in \mathbb{R}^{n}$ and $h>0$. Define $\sigma(x)=b+h(x-a)$, for $x \in \mathbb{R}^{n}$. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W7). Then there exists a constant $C_{h}$, dependent on $h$, such that for all $u \in \mathcal{Y}(\Omega)$,

$$
|u|_{\Omega}=C_{h}|u \circ \sigma|_{\sigma^{-1}(\Omega)} .
$$

Proof. Take $u \in \mathcal{Y}(\Omega)$, then

$$
|u|_{\Omega}^{2}=\sum_{|\alpha|=k} c_{\alpha} \int_{\Omega} \int_{\Omega} w(x-y)\left|D^{\alpha} u(x)-D^{\alpha} u(y)\right|^{2} d x d y .
$$

Making the transformation $x=\sigma(s)$ and $y=\sigma(t)$ we have

$$
|u|_{\Omega}^{2}=h^{2 n} \sum_{|\alpha|=k} c_{\alpha} \int_{\sigma^{-1}(\Omega)} \int_{\sigma^{-1}(\Omega)} w(\sigma(s)-\sigma(t))\left|D^{\alpha} u(\sigma(s))-D^{\alpha} u(\sigma(t))\right|^{2} d s d t .
$$

Now, since $w$ satisfies (W7), there exists a function $f: \mathbb{R} \rightarrow \mathbb{R}$ with $f(h) \neq 0$ such that

$$
\begin{aligned}
w(\sigma(s)-\sigma(t)) & =w(b+h(s-a)-b-h(t-a)) \\
& =w(h(s-t)) \\
& =f(h) w(s-t)
\end{aligned}
$$

Also, for $|\alpha|=k$,

$$
\left(D^{\alpha} u\right)(\xi)=\left[D^{\alpha}\left(u \circ \sigma \circ \sigma^{-1}\right)\right](\xi)=h^{-k}\left[D^{\alpha}(u \circ \sigma)\right]\left(\sigma^{-1}(\xi)\right)
$$

Thus,

$$
\left[\left(D^{\alpha} u\right) \circ \sigma\right](\xi)=\left(D^{\alpha} u\right)(\sigma(\xi))=h^{-k}\left[D^{\alpha}(u \circ \sigma)\right](\xi)
$$

Hence,

$$
\begin{aligned}
|u|_{\Omega}^{2} & =f(h) h^{2 n-2 k} \sum_{|\alpha|=k} c_{\alpha} \int_{\sigma^{-1}(\Omega)} \int_{\sigma^{-1}(\Omega)} w(s-t)\left|D^{\alpha}(u \circ \sigma)(s)-D^{\alpha}(u \circ \sigma)(t)\right|^{2} d s d t \\
& =f(h) h^{2 n-2 k}|u \circ \sigma|_{\sigma^{-1}(\Omega)}^{2} .
\end{aligned}
$$

Taking $C_{h}=\sqrt{f(h) h^{2 n-2 k}}$ gives the result.

Lemma 3.2.4 Let $B$ be any open ball with radius $h$ in $\mathbb{R}^{n}$. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W7). Given $f \in \mathcal{Y}(B)$, there exists a function $f_{B} \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that
(1) $\left.f_{B}\right|_{B}=f$
(2) $\left|f_{B}\right|_{\mathbb{R}^{n}} \leq M|f|_{B}$ for some constant $M$ independent of $f$ and $B$.

Proof. Let $f \in \mathcal{Y}(B)$, then, using Lemma 3.2.2, there exists an $f_{B} \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that $\left.f_{B}\right|_{B}=f$ and $\left|f_{B}\right|_{\mathbb{R}^{n}} \leq M|f|_{B}$ for some constant $M$ independent of $f$. By choosing $f_{B}$ to be the minimal norm extension we can assume that if $v \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ is such that $\left.v\right|_{B}=f$ then $\left|f_{B}\right|_{\mathbb{R}^{n}} \leq|v|_{\mathbb{R}^{n}}$. We need to show that the constant $M$ can be taken independent of $B$.

We can write $B=\left\{x \in \mathbb{R}^{n}:|x-a|<h\right\}$ for some $a \in \mathbb{R}^{n}$. Let $B_{0}=\left\{x \in \mathbb{R}^{n}:|x|<1\right\}$ and define $\sigma(x)=h^{-1}(x-a)$, for $x \in \mathbb{R}^{n}$. Then $\sigma(B)=B_{0}$. Let $F=f \circ \sigma^{-1}$, then $F \in \mathcal{Y}\left(B_{0}\right)$. Thus, by Lemma 3.2.2, there exists a function $F_{e} \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that $\left.F_{e}\right|_{B_{0}}=F$ and $\left|F_{e}\right|_{\mathbb{R}^{n}} \leq K\left(B_{0}\right)|F|_{B_{0}}$, for some constant $K\left(B_{0}\right)$ independent of $F$ but dependent on $B_{0}$. We claim that
(i) $\left.f_{B} \circ \sigma^{-1}\right|_{B_{0}}=F$
(ii) $\left|f_{B} \circ \sigma^{-1}\right| \mathbb{R}^{n} \leq|v|_{\mathbb{R}^{n}}$ for all $v \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ such that $\left.v\right|_{B_{0}}=F$.

Take $x \in B_{0}$, then $\sigma^{-1}(x) \in B$. Since $\left.f_{B}\right|_{B}=f$, it follows that $f_{B}\left(\sigma^{-1}(x)\right)=f\left(\sigma^{-1}(x)\right)$. Hence, $\left(f_{B} \circ \sigma^{-1}\right)(x)=\left(f \circ \sigma^{-1}\right)(x)$ for all $x \in B_{0}$ and (i) is satisfied. Now suppose $v \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ satisfies $\left.v\right|_{B_{0}}=f \circ \sigma^{-1}$. Then $v(\sigma(x))=f(x)$ for all $x \in B$. Thus $\left.(v \circ \sigma)\right|_{B}=\left.f\right|_{B}$ and the properties of $f_{B}$ imply that $\left|f_{B}\right|_{\mathbb{R}^{n}} \leq|v \circ \sigma|_{\mathbb{R}^{n}}$. By Lemma 3.2.3, there exists a constant $C_{h} \neq 0$ such that

$$
\begin{aligned}
\left|f_{B} \circ \sigma^{-1}\right|_{\mathbb{R}^{n}} & =C_{h}\left|f_{B}\right|_{\mathbb{R}^{n}} \\
& \leq C_{h}|v \circ \sigma|_{\mathbb{R}^{n}} \\
& =C_{h}\left[C_{h}\right]^{-1}|v|_{\mathbb{R}^{n}} \\
& =|v|_{\mathbb{R}^{n}} .
\end{aligned}
$$

Thus, claim (ii) is satisfied. Now, since $\left.F_{e}\right|_{B_{0}}=F$ and $\left|F_{e}\right|_{\mathbb{R}^{n}} \leq K\left(B_{0}\right)|F|_{B_{0}}$ we have

$$
\left|f_{B} \circ \sigma^{-1}\right| \mathbb{R}^{n} \leq\left|F_{e}\right|_{\mathbb{R}^{n}} \leq K\left(B_{0}\right)|F|_{B_{0}}=K\left(B_{0}\right)\left|f \circ \sigma^{-1}\right|_{B_{0}} .
$$

By Lemma 3.2.3, there exists a constant $C_{h} \neq 0$ such that

$$
\left|f_{B}\right|_{\mathbb{R}^{n}}=\left|f_{B} \circ \sigma^{-1} \circ \sigma\right|_{\mathbb{R}^{n}}
$$

$$
\begin{aligned}
& =\left[C_{h}\right]^{-1}\left|f_{B} \circ \sigma^{-1}\right|_{\mathbb{R}^{n}} \\
& \leq\left[C_{h}\right]^{-1} K\left(B_{0}\right)\left|f \circ \sigma^{-1}\right|_{B_{0}} \\
& =\left[C_{h}\right]^{-1} K\left(B_{0}\right) C_{h}|f|_{B} \\
& =K\left(B_{0}\right)|f|_{B},
\end{aligned}
$$

as required.

Throughout the remainder of this chapter we shall make use of the following notation. For $c, r \in \mathbb{R}^{n}$ we define $B(c, r)$ to be the closed ball in $\mathbb{R}^{n}$ with centre $c$ and radius $r$.

Lemma 3.2.5 (Light and Wayne [19]) Let $\left\{v_{1}, \ldots v_{\ell}\right\}$ be a set of $\Pi_{k}\left(\mathbb{R}^{n}\right)$-unisolvent points in $\mathbb{R}^{n}$. Then there exists a $\delta>0$ such that if $\left(c_{1}, \ldots, c_{\ell}\right) \in B\left(v_{1}, \delta\right) \times B\left(v_{2}, \delta\right) \times \ldots \times$ $B\left(v_{\ell}, \delta\right)$, then $\left\{c_{1}, \ldots, c_{\ell}\right\}$ is a set of $\Pi_{k}\left(\mathbb{R}^{n}\right)$-unisolvent points.

Definition 3.2.6 $A$ domain $\Omega$ is said to have the cone property if there exists a finite cone $C$ such that each point $x \in \Omega$ is the vertex of a finite cone contained in $\Omega$ and congruent to $C$.

Lemma 3.2.7 (Duchon [7]) Let $\Omega$ be an open subset of $\mathbb{R}^{n}$ having the cone property. Then, there exists $M, M_{1}$ and $m>0$ such that to each $0<h<m$, there corresponds a set $T_{h} \subset \Omega$ with
(i) $B(t, h) \subset \Omega$ for all $t \in T_{h}$,
(ii) $\Omega \subset \bigcup_{t \in T_{h}} B(t, M h)$,
(iii) $\sum_{t \in T_{h}} \chi_{B(t, M h)} \leq M_{1}$.

We shall require a slightly modified version of the above lemma, the proof of which is taken from Light and Wayne [19, Lemma 3.6]

Lemma 3.2.8 Let $\Omega$ be an open subset of $\mathbb{R}^{n}$ having the cone property. Let $\mathcal{A}$ be a finite $\Pi_{k}\left(\mathbb{R}^{n}\right)$-unisolvent subset of $\Omega$ with

$$
\max _{y \in \Omega} \min _{x \in \mathcal{A}}|y-x| \leq h .
$$

Then there exists $M_{1}, M_{2}, h_{0}>0$, and a set $T_{h} \subset \Omega$, such that
(i) $\Omega \subset \bigcup_{t \in T_{h}} B\left(t, M_{1} h\right)$,
(ii) $\sum_{t \in T_{h}} \chi_{B\left(t, M_{1} h\right)} \leq M_{2}$,
provided $0<h<h_{0}$.
Furthermore, given $t \in T_{h}$, there exists $a_{1}, \ldots, a_{\ell} \in B\left(t, M_{1} h\right) \cap \mathcal{A}$ such that $a_{1}, \ldots, a_{\ell}$ are unisolvent with respect to $\Pi_{k}\left(\mathbb{R}^{n}\right)$.

Proof. Let $\left\{v_{1}, \ldots v_{\ell}\right\}$ be a set of $\Pi_{k}\left(\mathbb{R}^{n}\right)$-unisolvent points in $\mathbb{R}^{n}$. By Lemma 3.2.5 there exists a $\delta>0$ such that if $\left(c_{1}, \ldots, c_{\ell}\right) \in B\left(v_{1}, \delta\right) \times \ldots \times B\left(v_{\ell}, \delta\right)$, then $\left\{c_{1}, \ldots, c_{\ell}\right\}$ is a set of $\Pi_{k}\left(\mathbb{R}^{n}\right)$-unisolvent points. Dilation by a factor of $1 / \delta$ creates a new set of points $u_{1}, \ldots u_{\ell}$ such that if $\left(c_{1}, \ldots, c_{\ell}\right) \in B\left(u_{1}, 1\right) \times \ldots \times B\left(u_{\ell}, 1\right)$, then $\left\{c_{1}, \ldots, c_{\ell}\right\}$ is a set of $\Pi_{k}\left(\mathbb{R}^{n}\right)$-unisolvent points.

Choose $R>0$ such that $B\left(u_{i}, 1\right) \subset B(0, R)$ for all $i=1, \ldots, \ell$. By Lemma 3.2.7, we can find constants $M, M_{2}$ and $m>0$, such that there exists a set $T_{h} \subset \Omega$ with $B(t, R h) \subset \Omega, \Omega \subset \bigcup_{t \in T_{h}} B(t, M R h)$ and $\sum_{t \in T_{h}} \chi_{B(t, M R h)} \leq M_{2}$, providing $0<R h<m$. Taking $M_{1}=M R$ and $h_{0}=m / R$ delivers the first part of the lemma.

Fix $t \in T_{h}$ and $h>0$ such that $0<h<h_{0}$. We shall construct $a_{1}, \ldots, a_{\ell} \in B\left(t, M_{1} h\right) \cap \mathcal{A}$ such that $a_{1}, \ldots, a_{\ell}$ are unisolvent with respect to $\Pi_{k}\left(\mathbb{R}^{n}\right)$. Define $\sigma: B(t, M R h) \rightarrow$ $B(0, M R)$ by $\sigma(y)=h^{-1}(y-t)$ for $y \in B(t, M R h)$. Due to the spacing of the points in $\mathcal{A}$, each ball $B\left(u_{i}, 1\right)$ must contain at least one image under $\sigma$ of a point in $\mathcal{A}$. Thus, we can choose $a_{1} \ldots, a_{\ell} \in \mathcal{A}$ such that $\sigma\left(a_{i}\right) \in B\left(u_{i}, 1\right)$, and so $\left\{\sigma\left(a_{1}\right), \ldots, \sigma\left(a_{\ell}\right)\right\}$ is a $\Pi_{k}\left(\mathbb{R}^{n}\right)$ unisolvent set. It follows that $\left\{a_{1}, \ldots, a_{\ell}\right\}$ is a $\Pi_{k}\left(\mathbb{R}^{n}\right)$-unisolvent subset of $B(t, M R h)=$ $B\left(t, M_{1} h\right)$.

We are finally ready to compute our improved $L_{2}$ error estimate.

Lemma 3.2.9 Let $\Omega \subset \mathbb{R}^{n}$ be an open, bounded, $V$-domain. Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (W1)-(W7). Let $\mathcal{A}$ be a finite $\Pi_{k}\left(\mathbb{R}^{n}\right)$-unisolvent subset of $\Omega$ with

$$
\max _{y \in \Omega} \min _{x \in \mathcal{A}}|y-x| \leq h .
$$

We assume that there exists a $\beta>0$ and a constant $C$ independent of $h$ such that if $A$ is a $\Pi_{k}\left(\mathbb{R}^{n}\right)$-unisolvent subset of $\mathcal{A}$, and $g \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ satisfies $g(a)=0$ for all $a \in A$, then

$$
|g(x)| \leq C h^{\beta}|g|_{\mathbb{R}^{n}}, \quad \text { for all } x \in \mathbb{R}^{n}
$$

Given $f \in \mathcal{Y}(\Omega)$, let $U f \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ be the minimal norm interpolant to $f$ on $\mathcal{A}$. There exists an $h_{0}>0$ and a constant $K>0$, independent of $f$ and $h$, such that, provided $h<h_{0}$,

$$
\|f-U f\|_{2, \Omega} \leq K h^{\beta+n / 2}|f|_{\Omega}, \quad \text { for all } f \in \mathcal{Y}(\Omega)
$$

Proof. By Lemma 3.2.8, there exists constants $M_{1}, M_{2}, h_{0}>0$, and a set $T_{h} \subset \Omega$ such that, $\Omega \subset \bigcup_{t \in T_{h}} B\left(t, M_{1} h\right)$ and $\sum_{t \in T_{h}} \chi_{B\left(t, M_{1} h\right)} \leq M_{2}$ provided $0<h<h_{0}$. Fix $h<h_{0}$.

Take $t \in T_{h}$, then, also by Lemma 3.2.8, we can construct $a_{1}, \ldots, a_{\ell} \in B\left(t, M_{1} h\right) \cap \mathcal{A}$ such that $a_{1}, \ldots, a_{\ell}$ are unisolvent with respect to $\Pi_{k}\left(\mathbb{R}^{n}\right)$. For ease, we shall now write $B$ for $B\left(t, M_{1} h\right)$.

Take $f \in \mathcal{Y}(\Omega)$ and let $f_{\Omega} \in \mathcal{Y}\left(\mathbb{R}^{n}\right)$ be the extension of $f$ as described in Lemma 3.2.2. We shall, for the next part of the proof, write $f$ for $f_{\Omega}$. Let $(f-U f)_{B}$ also be as in Lemma 3.2.2. Thus $\left.(f-U f)_{B}\right|_{B}=\left.(f-U f)\right|_{B}$, and, due to Lemma 3.2.4, $\left|(f-U f)_{B}\right|_{\mathbb{R}^{n}} \leq$ $C_{1}|f-U f|_{B}$ for some $C_{1}$ independent of $B$.

Now, $(f-U f)\left(a_{i}\right)=0$ for all $i=1, \ldots, \ell$. Since $a_{1}, \ldots, a_{\ell} \in B$ it follows that ( $f-$ $U f)_{B}\left(a_{i}\right)=0$ for all $i=1, \ldots, \ell$. Thus, for all $x \in \mathbb{R}^{n}$,

$$
\begin{aligned}
\left|(f-U f)_{B}(x)\right|^{2} & \leq C^{2} h^{2 \beta}\left|(f-U f)_{B}\right|_{\mathbb{R}^{n}}^{2} \\
& \leq C^{2} C_{1}^{2} h^{2 \beta}|f-U f|_{B}^{2}
\end{aligned}
$$

For $x \in B$ we have $(f-U f)_{B}(x)=(f-U f)(x)$. Thus, for all $x \in B$,

$$
|(f-U f)(x)|^{2} \leq C_{2} h^{2 \beta}|f-U f|_{B}^{2}
$$

where $C_{2}=C^{2} C_{1}^{2}$ is independent of $f$ and $h$. Integrating over $B$ gives

$$
\begin{aligned}
\|f-U f\|_{2, B}^{2} & \leq C_{2} h^{2 \beta}|f-U f|_{B}^{2} \int_{B} 1 \\
& \leq C_{2} C_{3} h^{2 \beta+n}|f-U f|_{B}^{2}
\end{aligned}
$$

for some appropriate constant $C_{3}$.
Let $\Omega^{*}=\bigcup_{t \in T_{h}} B\left(t, M_{1} h\right)$. Then,

$$
\|f-U f\|_{2, \Omega}^{2} \leq\|f-U f\|_{2, \Omega^{*}}^{2}
$$

$$
\begin{aligned}
& \leq \sum_{t \in T_{h}}\|f-U f\|_{2, B\left(t, M_{1} h\right)}^{2} \\
& \leq C_{2} C_{3} h^{2 \beta+n} \sum_{t \in T_{h}}|f-U f|_{B\left(t, M_{1} h\right)}^{2} .
\end{aligned}
$$

Let $B_{t}=B\left(t, M_{1} h\right)$ and define, for $x, y \in \mathbb{R}^{n}$,

$$
z(x, y)=\sum_{|\alpha|=k} c_{\alpha} w(x-y)\left|D^{\alpha}(f-U f)(x)-D^{\alpha}(f-U f)(y)\right|^{2} .
$$

Then,

$$
\begin{aligned}
\sum_{t \in T_{h}}|f-U f|_{B\left(t, M_{1} h\right)}^{2} & =\sum_{t \in T_{h}} \int_{B_{t}} \int_{B_{t}} z(x, y) d x d y \\
& \leq \sum_{t \in T_{h}} \int_{\mathbb{R}^{n}} \int_{B_{t}} z(x, y) d x d y \\
& =\sum_{t \in T_{h}} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \chi_{B_{t}}(x) z(x, y) d x d y \\
& \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\left(\sum_{t \in T_{h}} \chi_{B_{t}}(x)\right) z(x, y) d x d y \\
& \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} M_{2} z(x, y) d x d y \\
& =M_{2}|f-U f|_{\mathbb{R}^{n}}^{2}
\end{aligned}
$$

Thus,

$$
\|f-U f\|_{2, \Omega}^{2} \leq C_{2} C_{3} M_{2} h^{2 \beta+n}|f-U f|_{\mathbb{R}^{n}}^{2}
$$

Recall now that we are writing $f$ for $f_{\Omega}$. Thus, using properties of the minimal norm interpolant, we have

$$
\begin{aligned}
\|f-U f\|_{2, \Omega}^{2} & \leq C_{2} C_{3} M_{2} h^{2 \beta+n}\left|f_{\Omega}-U f_{\Omega}\right|_{\mathbb{R}^{n}}^{2} \\
& =C_{2} C_{3} M_{2} h^{2 \beta+n}\left(\left|f_{\Omega}\right|_{\mathbb{R}^{n}}^{2}-\left|U f_{\Omega}\right|_{\mathbb{R}^{n}}^{2}\right) \\
& \leq\left. C_{2} C_{3} M_{2} h^{2 \beta+n}\left|f_{\Omega}\right|\right|_{\mathbb{R}^{n}} ^{2}
\end{aligned}
$$

Using the properties of the extension $f_{\Omega}$, there is a constant $C_{4}$ independent of $f$ and $h$ such that

$$
\|f-U f\|_{2, \Omega}^{2} \leq C_{2} C_{3} C_{4} M_{2} h^{2 \beta+n}|f|_{\Omega}^{2} .
$$

Letting $K=\sqrt{C_{2} C_{3} C_{4} M_{2}}$ we have

$$
\|f-U f\|_{2, \Omega} \leq K h^{\beta+n / 2}|f|_{\Omega} .
$$

## Chapter 4

## Alternative Local Spaces and

## Seminorms

Many of the ideas discussed in the previous two chapters stem from a variational approach to the interpolation problem. One begins with a Hilbert space of functions and recognises the interpolant as the solution of a variational problem described on the given space. In particular, we have focussed on the spaces of distributions introduced by Light and Wayne [20], and the associated direct form seminorms developed by Light and Levesley [18]. These allowed us to construct the local spaces and seminorms of Chapter 2, for which extension theorems were developed.

An alternative approach to the variational one uses the ideas introduced in Section 1.5. Here one begins with a conditionally positive definite function and constructs around it a native Hilbert space in which to study the interpolation problem. This theory leads to its own definitions of local spaces and seminorms. Clearly it is of interest to know whether these two approaches generate the same spaces, particularly with regards to localisation.

This chapter attempts to answer some aspects of this question.

There are many different characterisations of the native space. We shall be interested in that given by Iske in [16]. Beginning with the spaces of Madych and Nelson [23], Iske develops a convolutional representation of the native space. The technical details of this useful reformulation are not trivial. Thus, here, we shall merely quote the relevant definitions.

### 4.1 Spaces on $\mathbb{R}^{n}$

We begin our discussion with a comparison of spaces described on the whole of $\mathbb{R}^{n}$. In particular, we shall focus on the native spaces of Iske [16] and the spaces of distributions of Light and Wayne [20]. We begin with some definitions and assumptions.

Throughout this section we assume $v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ to be a measurable function which satisfies
(v1) $v \in C\left(\mathbb{R}^{n} \backslash\{0\}\right)$,
(v2) $v(x)>0$ for all $x \neq 0$,
(v3) $1 / v \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$,
(v4) there is a $\mu \in \mathbb{R}$ such that $\mu>n$ and $\{v(x)\}^{-1}=\mathcal{O}\left(|x|^{-\mu}\right)$ as $|x| \rightarrow \infty$.

We define, for non-negative integer $k$,
$Z_{k}\left(\mathbb{R}^{n}\right)=\left\{f \in S^{\prime}: \widehat{D^{\alpha}} f \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)\right.$ and $\int_{\mathbb{R}^{n}}\left|\widehat{D^{\alpha}} f(x)\right|^{2} v(x) d x<\infty$ for all $\alpha \in \mathbb{Z}_{+}^{n}$ with $\left.|\alpha|=k\right\}$.

This is the space of distributions introduced by Light and Wayne [20], and is discussed in Section 1.3. We shall, in this section, concern ourselves only with the case $k=0$. Therefore, the relevant space is simply

$$
Z_{0}\left(\mathbb{R}^{n}\right)=\left\{g \in S^{\prime}: \widehat{g} \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right) \text { and } \int_{\mathbb{R}^{n}}|\widehat{g}(x)|^{2} v(x) d x<\infty\right\}
$$

For ease of notation we shall, henceforward, write $Z\left(\mathbb{R}^{n}\right)$ for $Z_{0}\left(\mathbb{R}^{n}\right)$. A norm is defined on $Z\left(\mathbb{R}^{n}\right)$ by,

$$
\|g\|_{Z}=\left(\int_{\mathbb{R}^{n}}|\widehat{g}(x)|^{2} v(x) d x\right)^{1 / 2}, \quad \text { for } g \in Z\left(\mathbb{R}^{n}\right)
$$

We make the assumptions ( v 1$),(\mathrm{v} 2)$ and $(\mathrm{v} 4)$ on $v$ in order to ensure that $Z\left(\mathbb{R}^{n}\right)$ is a subset of the continuous functions, see [20, Theorem 2.18]. The additional assumption, (v3), allows us to derive some useful results concerning the function $v$.

Lemma 4.1.1 Let $v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (v1)-(v4), then $1 / v \in$ $L^{1}\left(\mathbb{R}^{n}\right)$.

Proof. We can write

$$
\int_{\mathbb{R}^{n}} \frac{1}{|v(x)|} d x=\int_{|x|<1} \frac{1}{|v(x)|} d x+\int_{|x| \geq 1} \frac{1}{|v(x)|} d x
$$

By assumption (v3) on $v, 1 / v \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$, and so the first integral is finite. Now, since $v \in C\left(\mathbb{R}^{n} \backslash\{0\}\right)$ and $v(x)>0$ for all $x \neq 0,1 / v$ is continuous on the set $\left\{x \in \mathbb{R}^{n}:|x| \geq 1\right\}$. Hence, using this and property (v4) of $v$, there is a constant $C$ and a $\mu>n$, such that $\{v(x)\}^{-1} \leq C|x|^{-\mu}$ for all $x \in\left\{x \in \mathbb{R}^{n}:|x| \geq 1\right\}$. Hence,

$$
\int_{|x| \geq 1} \frac{1}{|v(x)|} d x \leq C \int_{|x| \geq 1}|x|^{-\mu} d x
$$

Using polar coordinates we can find a $B>0$ such that

$$
\int_{|x| \geq 1} \frac{1}{|v(x)|} d x \leq B \int_{1}^{\infty} r^{-\mu+n-1} d r
$$

This final integral is finite since $-\mu+n-1<-n+n-1=-1$.

Lemma 4.1.2 Let $v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (v1)-(v4). Then there exists a $\psi \in S^{\prime}$ such that

$$
\widehat{\psi}=1 / v
$$

Furthermore, $\psi$ is a bounded continuous function on $\mathbb{R}^{n}$, and $\psi(x)$ tends to zero as $|x|$ tends to infinity.

Proof. By Lemma 4.1.1, $1 / v \in L^{1}\left(\mathbb{R}^{n}\right)$. Hence $1 / v$ is a tempered distribution, whose action on a test function $\phi \in S$ is given by

$$
[1 / v, \phi]=\int_{\mathbb{R}^{n}} \frac{1}{v(x)} \phi(x) d x
$$

The distributional Fourier transform is a one to one mapping of $S^{\prime}$ onto $S^{\prime}$. Hence, there exists a $\psi \in S^{\prime}$ such that

$$
\widehat{\psi}=1 / v
$$

Then, by properties of Fourier transforms,

$$
B \psi=\widehat{\widehat{\psi}}=(1 / v \widehat{)}
$$

Since $1 / v \in L^{1}\left(\mathbb{R}^{n}\right)$, it also possesses a Fourier transform in the classical sense, which is continuous and bounded on $\mathbb{R}^{n}$, and approaches zero at infinity. Since the classical and
distributional Fourier transform for $1 / v$ must coincide, it follows that $\psi$ possesses these properties.

We demonstrate now that the $\psi$ of the previous lemma is also positive definite. In order to do so we make use of the following definition from Gel'fand and Vilenkin [10, Chapter II, Section 3.1].

Definition 4.1.3 $A$ distribution $\Lambda \in S^{\prime}$ is called positive definite if for all $\phi \in S$,

$$
[\widehat{\Lambda}, \phi \bar{\phi}] \geq 0
$$

Lemma 4.1.4 Let $v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (v1)-(v4). Let $\psi \in S^{\prime}$ satisfy $\widehat{\psi}=1 / v$. Then $\psi$ is positive definite.

Proof. Take $\phi \in S$. Then,

$$
[\widehat{\psi}, \phi \bar{\phi}]=[1 / v, \phi \bar{\phi}]=\int_{\mathbb{R}^{n}} \frac{1}{v(x)}|\phi(x)|^{2} d x \geq 0
$$

since, by assumption $(\mathrm{v} 2), v(x)>0$ if $x \neq 0$.

The space $Z\left(\mathbb{R}^{n}\right)$ has delivered a continuous positive definite function $\psi$. We shall now take $\psi$ and generate its native space according to Iske [16]. Intuitively we would expect this space to be identical to $Z\left(\mathbb{R}^{n}\right)$. We shall show that, under the right circumstances, this is indeed the case.

Definition 4.1.5 Let $v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (v1)-(v4). Let $\psi \in S^{\prime}$ be such that $\widehat{\psi}=1 / v$. We define

$$
I\left(\mathbb{R}^{n}\right)=\left\{g: g=\psi * f, \text { for some } f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)\right\}
$$

Some remarks about the definition of $I\left(\mathbb{R}^{n}\right)$ seem to be required here. An element of $I\left(\mathbb{R}^{n}\right)$ is a convolution of the form $\psi * f$, with $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. This convolution can be taken in two senses. By Lemma 4.1.2, $\psi \in C\left(\mathbb{R}^{n}\right)$. Therefore, the convolution $\psi * f$ is well defined in the classical sense and is given by

$$
(\psi * f)(x)=\int_{\mathbb{R}^{n}} \psi(x-y) f(y) d y, \quad \text { for } x \in \mathbb{R}^{n}
$$

Also, $\psi \in S^{\prime}$ and, since $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, we have $f \in S$. Hence, the convolution $\psi * f$ is well defined in the distributional sense and is given by

$$
\psi * f=\left[\psi, T_{x} B f\right] .
$$

We would expect these two interpretations of the convolution to coincide. We now demonstrate that this is indeed the case. Since $\psi \in C\left(\mathbb{R}^{n}\right)$, its action on a test function in $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is given by integration. Thus, for $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ we have,

$$
\begin{aligned}
{\left[\psi, T_{x} B f\right] } & =\int_{\mathbb{R}^{n}} \psi(y)\left(T_{x} B f\right)(y) d y \\
& =\int_{\mathbb{R}^{n}} \psi(y) B f(y-x) d y \\
& =\int_{\mathbb{R}^{n}} \psi(y) f(x-y) d y \\
& =\int_{\mathbb{R}^{n}} \psi(x-y) f(y) d y
\end{aligned}
$$

We give now some insights into the elements of $I\left(\mathbb{R}^{n}\right)$.

Lemma 4.1.6 Let $I\left(\mathbb{R}^{n}\right)$ be as in Definition 4.1.5. Suppose $g \in I\left(\mathbb{R}^{n}\right)$ with $g=\psi * f$ and $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Then,
(i) $g \in C^{\infty}\left(\mathbb{R}^{n}\right) \cap S^{\prime}$,
(ii) $\widehat{g}=\widehat{f} \widehat{\psi} \in L^{1}\left(\mathbb{R}^{n}\right)$.

The Fourier transform here is taken in a distributional sense.

Proof. Take $g \in I\left(\mathbb{R}^{n}\right)$ with $g=\psi * f$ and $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Then, since $\psi \in S^{\prime}$ and $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \subset S$, properties of distributions ensure $g \in S^{\prime} \cap C^{\infty}\left(\mathbb{R}^{n}\right)$, and $\hat{g}=\hat{f} \hat{\psi}$. Since $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, it follows that $\widehat{f} \in S$. By Lemma 4.1.1, $\widehat{\psi}=1 / v \in L^{1}\left(\mathbb{R}^{n}\right)$. Thus, $\widehat{f} \widehat{\psi} \in L^{1}\left(\mathbb{R}^{n}\right)$.

Definition 4.1.7 For each $g \in I\left(\mathbb{R}^{n}\right)$, with $g=\psi * f$, and $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, we define

$$
\|g\|_{I}^{2}=\int_{\mathbb{R}^{n}} g(x) \overline{f(x)} d x=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \psi(x-y) f(y) \overline{f(x)} d y d x
$$

The use of the notation $\|\cdot\|_{I}$ here is not abusive as we shall now demonstrate that this quantity defines a norm on $I\left(\mathbb{R}^{n}\right)$.

Lemma 4.1.8 Let $I\left(\mathbb{R}^{n}\right)$ and $\|\cdot\|_{I}$ be as in Definitions 4.1.5 and 4.1.7. Then $\|\cdot\|_{I}$ defines a norm on $I\left(\mathbb{R}^{n}\right)$.

Proof. We shall use a distributional argument and make frequent use of the properties of distributions described in Section 1.6. Take $g \in I\left(\mathbb{R}^{n}\right)$. Then $g=\psi * f$ for some $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. By Lemma 4.1.6, $g \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and thus $g$ is a distribution whose action on a test function $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is given by

$$
[g, \phi]=\int_{\mathbb{R}^{n}} g(x) \phi(x) d x
$$

Thus, we can write

$$
\|g\|_{I}^{2}=\int_{\mathbb{R}^{n}} g(x) \overline{f(x)} d x=[g, \bar{f}] .
$$

Since $f \in S$, there is a $\theta \in S$ such that $\hat{\theta}=\bar{f}$. Thus, using simple properties of distributions,

$$
\|g\|_{I}^{2}=[g, \bar{f}]=[g, \widehat{\theta}]=[\hat{g}, \theta] .
$$

By Lemma 4.1.6, $\widehat{g}=\widehat{f} \widehat{\psi}$. Thus, again using simple properties of distributions,

$$
\|g\|_{I}^{2}=[\widehat{f} \widehat{\psi}, \theta]=[\widehat{\psi}, \widehat{f} \theta]=[\widehat{\psi}, \widehat{f}(B \widehat{\bar{f}})]=\left[\widehat{\psi}, \widehat{f} \frac{\hat{f}}{}\right] .
$$

By Lemma 4.1.1, $\widehat{\psi}=1 / v \in L^{1}\left(\mathbb{R}^{n}\right)$, and thus, as a tempered distribution, its action on a test function in $S$ is given by integration. Hence,

$$
\begin{aligned}
\|g\|_{I}^{2} & =\int_{\mathbb{R}^{n}} \widehat{\psi}(x)(\widehat{f} \bar{f})(x) d x \\
& =\int_{\mathbb{R}^{n}} \widehat{\psi}(x)|\widehat{f}(x)|^{2} d x \\
& =\int_{\mathbb{R}^{n}} \frac{1}{v(x)}|\widehat{f}(x)|^{2} d x
\end{aligned}
$$

Since, by assumption (v2), $v(x)>0$ for all $x \neq 0$, it is clear that $\|g\|_{I} \geq 0$. Further more, $\|g\|_{I}=0$ implies $\widehat{f}=0$. If $\widehat{f}=0$, then $f=0$ and we must have $g=\psi * f=0$.

The native space of $\psi$ is given by the closure of $I\left(\mathbb{R}^{n}\right)$ with respect to $\|\cdot\|_{I}$. We want to compare this space with our original space $Z\left(\mathbb{R}^{n}\right)$. Our aim is to show that, under suitable circumstances, $I\left(\mathbb{R}^{n}\right)$ is a dense subset of $Z\left(\mathbb{R}^{n}\right)$. We begin by examining the two norms $\|\cdot\|_{I}$ and $\|\cdot\|_{Z}$.

Theorem 4.1.9 If $g \in I\left(\mathbb{R}^{n}\right)$, then $\|g\|_{I}=\|g\|_{Z}$.

Proof. Take $g \in I\left(\mathbb{R}^{n}\right)$, then $g=\psi * f$ for some $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. An identical argument to that found in the proof of Lemma 4.1.8 gives

$$
\|g\|_{I}^{2}=\int_{\mathbb{R}^{n}} \widehat{\psi}(x) \bar{f}(x) \widehat{f}(x) d x
$$

Now, $v \widehat{\psi}=1$, thus since $v$ is real valued we have

$$
v \overline{\hat{\psi}}=\overline{v \hat{\psi}}=1
$$

Using this and the fact that, by Lemma 4.1.6, $\widehat{g}=\widehat{\psi} \widehat{f}$, we have

$$
\begin{aligned}
\|g\|_{I}^{2} & =\int_{\mathbb{R}^{n}}(v \overline{\widehat{\psi}})(x) \widehat{\psi}(x) \overline{\hat{f}}(x) \widehat{f}(x) d x \\
& =\int_{\mathbb{R}^{n}} \overline{\hat{f} \widehat{\psi}}(x) \hat{f} \widehat{\psi}(x) v(x) d x \\
& =\int_{\mathbb{R}^{n}} \overline{\widehat{g}}(x) \widehat{g}(x) v(x) d x \\
& =\int_{\mathbb{R}^{n}}|\widehat{g}(x)|^{2} v d x \\
& =\|g\|_{Z}^{2}
\end{aligned}
$$

Lemma 4.1.10 We have $I\left(\mathbb{R}^{n}\right) \subset Z\left(\mathbb{R}^{n}\right)$.

Proof. Take $g \in I\left(\mathbb{R}^{n}\right)$, then by Lemma 4.1.6, $g \in S^{\prime}$ and $\hat{g} \in L^{1}\left(\mathbb{R}^{n}\right)$. By Lemma 4.1.9, $\|g\|_{Z}=\|g\|_{I}<\infty$. Hence $g \in Z\left(\mathbb{R}^{n}\right)$.

The following density result concerning $Z\left(\mathbb{R}^{n}\right)$ can be found in [20].

Lemma 4.1.11 The set $\left\{g \in Z\left(\mathbb{R}^{n}\right): \widehat{g} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)\right\}$ is dense in $Z\left(\mathbb{R}^{n}\right)$.

In order to show that $I\left(\mathbb{R}^{n}\right)$ is a dense subset of $Z\left(\mathbb{R}^{n}\right)$ we need to make some further assumptions on the weight function $v$. Specifically, we strengthen property (v1) and assume $v \in C\left(\mathbb{R}^{n}\right) \cap S^{\prime}$. We also assume $1 / v \in L_{\text {loc }}^{2}\left(\mathbb{R}^{n}\right)$.

Lemma 4.1.12 Let $v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function satisfying (v2)-(v4), $v \in$ $C\left(\mathbb{R}^{n}\right) \cap S^{\prime}$ and $1 / v \in L_{l o c}^{2}\left(\mathbb{R}^{n}\right)$. Let $\psi \in S^{\prime}$ be such that $\hat{\psi}=1 / v$. Let

$$
I\left(\mathbb{R}^{n}\right)=\left\{g: g=\psi * f, \text { for some } f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)\right\}
$$

Then $I\left(\mathbb{R}^{n}\right)$ is dense in $Z\left(\mathbb{R}^{n}\right)$.

Proof. By Lemma 4.1.10, $I\left(\mathbb{R}^{n}\right) \subset Z\left(\mathbb{R}^{n}\right)$. Take $g \in Z\left(\mathbb{R}^{n}\right)$. Lemma 4.1.11 allows us to assume that $\widehat{g} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Note that this implies $g \in S \subset L^{2}\left(\mathbb{R}^{n}\right)$. Since $v \in S^{\prime}, \widehat{B v} \in S^{\prime}$. Hence, since $g \in S$, the convolution $f=\widehat{B v} * g$ is well defined and $f \in S^{\prime} \cap C^{\infty}\left(\mathbb{R}^{n}\right)$. By properties of distributions we then have

$$
\widehat{f}=(\widehat{B v} * g)=\widehat{g} \widehat{\widehat{B v}}=\widehat{g} v
$$

Since $\widehat{g} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and $v \in C\left(\mathbb{R}^{n}\right)$, it follows that $\widehat{f} \in C_{0}\left(\mathbb{R}^{n}\right) \subset L^{2}\left(\mathbb{R}^{n}\right)$. Hence, $f \in$ $L^{2}\left(\mathbb{R}^{n}\right) \cap C^{\infty}\left(\mathbb{R}^{n}\right)$. Since $v=1 / \widehat{\psi}$ we can write $\widehat{g}=(\widehat{g} / \widehat{\psi}) \widehat{\psi}=\widehat{f} \widehat{\psi}$.

For $n \in \mathbb{N}$ we can define $\theta_{n} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $0 \leq \theta_{n}(x) \leq 1$ for all $x \in \mathbb{R}^{n}$, and

$$
\theta_{n}(x)= \begin{cases}1, & |x|<n \\ 0, & |x| \geq n+1\end{cases}
$$

Define $f_{n}=f \theta_{n}$, then, since $f \in C^{\infty}\left(\mathbb{R}^{n}\right), f_{n} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Let $g_{n}=\psi * f_{n}$. Then $g_{n} \in I\left(\mathbb{R}^{n}\right)$, and, by Lemma 4.1.6, $\widehat{g_{n}}=\widehat{f_{n}} \widehat{\psi}$. Since $\widehat{\psi} \in L_{l o c}^{2}\left(\mathbb{R}^{n}\right)$ and $f_{n} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, we have for some compact set $K$,

$$
\int_{\mathbb{R}^{n}}\left|\widehat{g_{n}}(x)\right|^{2} d x=\int_{\mathbb{R}^{n}}\left|\widehat{f_{n}}(x) \widehat{\psi}(x)\right|^{2} d x \leq \sup _{x \in \mathbb{R}^{n}}\left|f_{n}(x)\right| \int_{K}|\widehat{\psi}(x)|^{2} d x<\infty
$$

Thus $\widehat{g_{n}} \in L^{2}\left(\mathbb{R}^{n}\right)$ and it follows that $g_{n} \in L^{2}\left(\mathbb{R}^{n}\right)$.
We now consider the function $g-g_{n}$. Firstly,

$$
\left(g-g_{n}\right) \widehat{)}=\widehat{g}-\widehat{g_{n}}=\widehat{f} \widehat{\psi}-\widehat{f_{n}} \widehat{\psi}=\left(\widehat{f}-\widehat{f_{n}}\right) \widehat{\psi}=\left(f-f_{n}\right) \widehat{\psi}
$$

Now,

$$
\left\|g-g_{n}\right\|_{Z}=\int_{\mathbb{R}^{n}} \mid\left(g-\left.g_{n} \hat{)}(x)\right|^{2} v(x) d x\right.
$$

$$
\begin{aligned}
& =\int_{\mathbb{R}^{n}} \overline{\left(g-g_{n}\right)}(x)\left(g-g_{n} \widehat{)}(x) v(x) d x\right. \\
& =\int_{\mathbb{R}^{n}} \overline{\left(g-g_{n}\right)}(x)\left(f-f_{n} \widehat{)}(x) \widehat{\psi} v(x) d x\right. \\
& =\int_{\mathbb{R}^{n}} \overline{\left(g-g_{n}\right)}(x)\left(f-f_{n} \widehat{)}(x) d x .\right.
\end{aligned}
$$

The final equality is due to the fact that $\hat{\psi} v=1$. Since $f, f_{n}, g$ and $g_{n}$ are in $L^{2}\left(\mathbb{R}^{n}\right)$, it follows that $f-f_{n}$ and $g-g_{n}$ are in $L^{2}\left(\mathbb{R}^{n}\right)$. Thus, we can apply Parseval's Theorem to obtain,

$$
\begin{aligned}
\left\|g-g_{n}\right\|_{Z} & =\int_{\mathbb{R}^{n}} \overline{\left(g-g_{n}\right)}(x)\left(f-f_{n}\right)(x) d x \\
& =\left|\int_{\mathbb{R}^{n}} \overline{\left(g-g_{n}\right)}(x)\left(f-f_{n}\right)(x) d x\right| \\
& \leq \int_{\mathbb{R}^{n}}\left|\left(g-g_{n}\right)(x)\right|\left|\left(f-f \theta_{n}\right)(x)\right| d x \\
& =\int_{|x| \geq n}\left|\left(\left(g-g_{n}\right) f\right)(x) \|\left(1-\theta_{n}\right)(x)\right| d x \\
& \leq \int_{|x| \geq n}\left|\left(\left(g-g_{n}\right) f\right)(x)\right| d x .
\end{aligned}
$$

Using the Cauchy-Schwarz inequality,

$$
\int_{|x| \geq n}\left|\left(\left(g-g_{n}\right) f\right)(x)\right| d x \leq\left(\int_{|x| \geq n}\left|\left(g-g_{n}\right)(x)\right|^{2} d x\right)^{1 / 2}\left(\int_{|x| \geq n}|f(x)|^{2} d x\right)^{1 / 2}<\infty,
$$

since $g, g_{n}$ and $f$ are in $L^{2}\left(\mathbb{R}^{n}\right)$. Thus $\left(g-g_{n}\right) f \in L^{1}\left(\mathbb{R}^{n}\right)$ and

$$
\int_{|x| \geq n}\left|\left(\left(g-g_{n}\right) f\right)(x)\right| d x
$$

tends to zero as $n$ tends to infinity. Hence $\left\|g-g_{n}\right\|_{z}$ tends to zero as $n$ tends to infinity and $I\left(\mathbb{R}^{n}\right)$ is dense in $Z\left(\mathbb{R}^{n}\right)$.

### 4.2 Spaces on Domains in $\mathbb{R}^{n}$

We turn now to spaces defined on a domain $\Omega \subset \mathbb{R}^{n}$. We begin with a discussion of local native spaces. Let $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous and positive definite. As in the previous section we define

$$
I\left(\mathbb{R}^{n}\right)=\left\{g: g=\psi * f \text { for some } f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)\right\}
$$

A norm on $I\left(\mathbb{R}^{n}\right)$ is defined for $g=\psi * f$, with $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, by

$$
\|g\|_{I}^{2}=\int_{\mathbb{R}^{n}} g(x) \overline{f(x)} d x=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \psi(x-y) f(y) \overline{f(x)} d y d x
$$

The form of the above definitions delivers a very natural way of defining a local space $I(\Omega)$ and a local norm $\|\cdot\|_{I(\Omega)}$. We define

$$
I(\Omega)=\left\{\left.g\right|_{\Omega}: g=f * \psi \text { for some } f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \text { with support in } \Omega\right\}
$$

For each $g=f * \psi \in I(\Omega)$, with $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ having support in $\Omega$, let

$$
\|g\|_{I(\Omega)}^{2}=\int_{\Omega} g(x) \overline{f(x)} d x=\int_{\Omega} \int_{\Omega} \psi(x-y) f(y) \overline{f(x)} d y d x
$$

The local native space of Iske [16] is obtained by taking the closure of $I(\Omega)$ with respect to $\|\cdot\|_{I(\Omega)}$. Note that here we have chosen to assume $\psi$ to be positive definite in order to simplify the arguments that follow. One could also work with a conditionally positive definite function.

An interesting property of this definition of the native space it that it is straightforward to define an extension operator from $I(\Omega)$ to $I\left(\mathbb{R}^{n}\right)$. Suppose $g \in I(\Omega)$, then $g=\left.(f * \psi)\right|_{\Omega}$ for some $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ with support in $\Omega$. We can extend $g$ to a function, $E g \in I\left(\mathbb{R}^{n}\right)$
simply by taking $E g=f * \psi$. Two properties of this extension are in stark contrast to our own extension theorems of Chapter 2. Firstly, this extension makes no demands on the domain $\Omega$. Our own extensions required a certain degree of smoothness of the boundary of $\Omega$. Secondly, since the definition of the norm $\|\cdot\|_{I, \Omega}$ exploits the fact that $f$ is compactly supported on $\Omega$, we have

$$
\begin{aligned}
\|g\|_{I, \Omega}^{2} & =\int_{\Omega} \int_{\Omega} \psi(x-y) f(x) f(y) d x d y \\
& =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \psi(x-y) f(x) f(y) d x d y \\
& =\|E g\|_{I}^{2} .
\end{aligned}
$$

Thus the extension is isometric. Our own extension operators certainly do not enjoy this property.

Clearly the existence of isometric extensions from the local to the global native space, regardless of the domain $\Omega$, is due the chosen definition of the local native space and local norm. We examine now how this compares with other approaches to localisation, beginning with the particular example of Sobolev spaces. Define

$$
W^{m, p}\left(\mathbb{R}^{n}\right)=\left\{u \in L^{p}\left(\mathbb{R}^{n}\right): D^{\alpha} u \in L^{p}\left(\mathbb{R}^{n}\right), 0 \leq|\alpha| \leq m\right\}
$$

Of particular interest is $W^{m, 2}\left(\mathbb{R}^{n}\right), m>n / 2$, since it can be shown that this is the native space for the positive definite function $\psi(r)=r^{m-n / 2} K_{m-n / 2}(r)$ (Schaback [34]). Here $K$ is a Bessel or MacDonald function, defined by

$$
K_{v}(z)=\frac{\pi^{1 / 2}(z / 2)^{v}}{\Gamma(v+1 / 2)} \int_{1}^{\infty} e^{-z t}\left(t^{2}-1\right)^{v-1 / 2} d t
$$

where $\Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t} d t$. Now, classically, one defines the local Sobolev space as

$$
W^{m, p}(\Omega)=\left\{u \in L^{p}(\Omega): D^{\alpha} u \in L^{p}(\Omega), 0 \leq|\alpha| \leq m\right\} .
$$

We shall show that, for certain domains $\Omega$, this does not correspond to the localised native space. For, if $\Omega$ has a suitably irregular boundary, then there exist no extensions from $W^{m, 2}(\Omega)$ to $W^{m, 2}\left(\mathbb{R}^{n}\right)$. This is in contrast to the local native space for which extensions exist irrespective of the particular domain $\Omega$.

Definition 4.2.1 Let $\Omega$ be a domain in $\mathbb{R}^{n}$ and let $x_{0}$ be a point on its boundary. Let $B\left(r, x_{0}\right)$ be the open ball of radius $r$ centre $x_{0}$ with boundary $\partial B\left(r, x_{0}\right)$. Let $S_{r}=\partial B\left(r, x_{0}\right) \cap$ $\Omega$ and $A\left(S_{r}\right)$ be the surface area of $S_{r}$. We say that $\Omega$ has an exponential cusp at $x_{0}$ if for every real number $k$,

$$
\lim _{r \rightarrow 0+} \frac{A\left(S_{r}\right)}{r^{k}}=0
$$

The following theorem can be found in [1, p. 122].

Theorem 4.2.2 Let $\Omega$ be a domain in $\mathbb{R}^{n}$ with an exponential cusp. If $q>p$ then there exists $u \in W^{m, p}(\Omega)$ such that $u \notin L^{q}(\Omega)$.

Lemma 4.2.3 Let $m>n / 2$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$. Then $\left.W^{m, 2}\left(\mathbb{R}^{n}\right)\right|_{\Omega} \subset$ $L^{q}(\Omega)$ for all $q \geq 1$.

Proof. If $m>n / 2$ then by the Sobolev Imbedding Theorem (see [1, p. 97]), $W^{m, 2}\left(\mathbb{R}^{n}\right) \subset$ $C\left(\mathbb{R}^{n}\right)$. Thus, if $v \in W^{m, 2}\left(\mathbb{R}^{n}\right)$ then $v \in L_{l o c}^{q}\left(\mathbb{R}^{n}\right)$ for all $q \geq 1$. Since $\Omega$ is bounded it follows that $\left.v\right|_{\Omega} \in L^{q}(\Omega)$.

Lemma 4.2.4 Let $m>n / 2$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ having an exponential cusp. Then there exists $u \in W^{m, 2}(\Omega)$ with $\left.u \notin W^{m, 2}\left(\mathbb{R}^{n}\right)\right|_{\Omega}$.

Proof. From Theorem 4.2.2 there exists a $u \in W^{m, 2}(\Omega)$ such that $u \notin L^{q}(\Omega)$ for $q>2$. By Lemma 4.2.3 it follows that $\left.u \notin W^{m, 2}\left(\mathbb{R}^{n}\right)\right|_{\Omega}$.

We return now to the spaces of distributions discussed in the previous section. Thus we have a measurable function $v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and we define

$$
Z\left(\mathbb{R}^{n}\right)=\left\{g \in S^{\prime}: \widehat{f} \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right) \text { and } \int_{\mathbb{R}^{n}}|\widehat{g}(x)|^{2} v(x) d x<\infty\right\}
$$

A norm is defined on $Z\left(\mathbb{R}^{n}\right)$ by,

$$
\|g\|_{Z}=\left(\int_{\mathbb{R}^{n}}|\widehat{g}(x)|^{2} v(x) d x\right)^{1 / 2}, \quad \text { for } g \in Z\left(\mathbb{R}^{n}\right)
$$

Any immediate attempt to define a corresponding local space or norm is hampered by the inclusion of the Fourier transform in the definition of $\|\cdot\|_{Z}$ and $Z\left(\mathbb{R}^{n}\right)$; if a function is only defined on a domain $\Omega$ then we are unable to compute its Fourier transform. As discussed in Section 1.5, a solution to this problem can be found in Levesley and Light [18]. We suppose that $v$ satisfies the following conditions:
(A1) $v \in S^{\prime} \cap C\left(\mathbb{R}^{n}\right)$ and $v(x)>0$ for almost all $x \in \mathbb{R}^{n}$,
(A2) $\widehat{v}$ is a measurable function and, for any neighbourhood $N$ of the origin, $\widehat{v} \in L^{1}\left(\mathbb{R}^{n} \backslash N\right)$,
(A3) $v(y)=v(-y)$ for all $y \in \mathbb{R}^{n}$,
(A4) $|\hat{v}(y)|=\mathcal{O}\left(|y|^{s}\right)$ as $y \rightarrow 0$, where $n+s+2>0$,
(A5) $v(0)=0$ and $\widehat{v}(x) \leq 0$ for almost all $x \in \mathbb{R}^{n}$.

The main result of Section 3 of [18] is that, provided $v$ satisfies the above conditions, then

$$
\|g\|_{Z}=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} w(x-y)|g(x)-g(y)|^{2} d x d y \quad \text { for all } g \in Z\left(\mathbb{R}^{n}\right)
$$

where $w=-\widehat{v} / 2$. This gives us a natural way of defining a local norm. Given $\Omega \subset \mathbb{R}^{n}$ we define for $g: \Omega \rightarrow \mathbb{R}^{n}$,

$$
\|g\|_{\Omega}^{2}=\int_{\Omega} \int_{\Omega} w(x-y)|g(x)-g(y)|^{2} d x d y
$$

There are many ways of constructing a local space $Z(\Omega)$, although we clearly wish to consider functions $g$ for which $\|g\|_{\Omega}<\infty$. In Chapter 2 we chose to mirror the construction of local Sobolev spaces. Specifically, we defined $Z(\Omega)$ to be the completion of the set $\left\{\left.g\right|_{\Omega}: g \in C_{0}\left(\mathbb{R}^{n}\right)\right.$ and $\left.\|g\|_{\Omega}<\infty\right\}$ with respect to $\|\cdot\|_{\Omega}$. This made the construction of extension theorems for $Z(\Omega)$ simpler, as we effectively were working with a subset of the continuous functions.

An important feature of the Iske local native spaces and norms was that they lead to isometric extension theorems. We demonstrate now that however one chooses to construct the local space $Z(\Omega)$, the form of the local norm $\|\cdot\|_{\Omega}$ makes it difficult to construct an isometric extension theorem. Suppose that $f: \Omega \rightarrow \mathbb{R}^{n}$ is such that $\|f\|_{\Omega}<\infty$. Let $E f$ be any extension of $f$ to the whole of $\mathbb{R}^{n}$. Now, clearly

$$
\begin{equation*}
\int_{\Omega} \int_{\Omega} w(x-y)|g(x)-g(y)|^{2} d x d y \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} w(x-y)|E f(x)-E f(y)|^{2} d x d y \tag{4.1}
\end{equation*}
$$

Let $z(x, y)=w(x-y)|E f(x)-E f(y)|^{2}$ for $x, y \in \mathbb{R}^{n}$. Then we can write,

$$
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} z(x, y) d x d y=\int_{\mathbb{R}^{n} \backslash \Omega} \int_{\mathbb{R}^{n} \backslash \Omega} z(x, y) d x d y+2 \int_{\mathbb{R}^{n} \backslash \Omega} \int_{\Omega} z(x, y) d x d y
$$

$$
+\int_{\Omega} \int_{\Omega} z(x, y) d x d y
$$

In order to get equality in Equation (4.1), we would require the contributions of integrals over $\left(\mathbb{R}^{n} \backslash \Omega\right) \times\left(\mathbb{R}^{n} \backslash \Omega\right)$ and $\left(\mathbb{R}^{n} \backslash \Omega\right) \times \Omega$ to be zero. This is not necessarily true even in the simple case where $E f$ is obtained by setting $f$ to be zero outside of $\Omega$.

## Chapter 5

## Conclusions and Further Work

Many of the ideas discussed here have centred around questions of localisation. We began with the seminorms and associated spaces of distributions introduced by Light and Wayne [20] which arise naturally in the study of interpolation by translates of a basic function. These seminorms are defined in an indirect form, that is in terms of the Fourier transform of the function rather than the function itself, and thus do not lend themselves to localisation. To overcome this we use the direct form of such seminorms given by Light and Levesley in [18] since this delivers a very natural way of defining a local seminorm. For $\Omega \subset \mathbb{R}^{n}$ and fixed $k \in \mathbb{Z}_{+}$we define

$$
|f|_{\Omega}=\left(\sum_{|\alpha|=k} c_{\alpha} \int_{\Omega} \int_{\Omega} w(x-y)\left|\left(D^{\alpha} f\right)(x)-\left(D^{\alpha} f\right)(y)\right|^{2} d x d y\right)^{1 / 2}
$$

Recall that here $w$ is a measurable weight function and the $c_{\alpha}$ are known constants.
Using this form of local seminorm we can construct associated local spaces. We chose to consider the spaces $X(\Omega)=\left\{\left.g\right|_{\Omega}: g \in C_{0}^{k}\left(\mathbb{R}^{n}\right)\right.$ and $\left.|g|_{\Omega}<\infty\right\}$ and $\mathcal{Y}(\Omega)$, the completion of $X(\Omega)$ with respect to the seminorm $|\cdot|_{\Omega}$. In Chapter 2 we proved certain extension theorems
for these spaces. In particular, we constructed a bounded, linear extension operator from $\mathcal{Y}(\Omega)$ to $\mathcal{Y}\left(\mathbb{R}^{n}\right)$, subject to restrictions on the domain $\Omega$ and the weight function $w$. The motivation for the development of such extensions was their use in obtaining improved error estimates, and in Chapter 3 we gave a demonstration of this application. Specifically, by adapting work by Duchon [7], we obtained improved $L_{2}$ estimates for the spaces $\mathcal{Y}\left(\mathbb{R}^{n}\right)$ in terms of the spacing of the interpolation points.

Finally, in Chapter 5 we began a discussion of how this approach to localisation compares with alternatives. We looked at native spaces and, in particular, the convolutional characterisation given by Iske [16]. Here, the local space was simply the restriction of the global space to the domain in question. On the whole of $\mathbb{R}^{n}$ we saw that, under the right circumstances, Iske's spaces coincide with the spaces of distributions introduced by Light and Wayne [20]. However, when looking at the localisation of these spaces things are not so clear. In the particular case of Sobolev spaces we saw that, for certain domains with sharp cusps, the Iske local space was smaller than the classical definition of a local Sobolev space. More generally, we might ask how the Levesley-Light local space, which adopts a classical approach to localisation, compares with that of Iske. As in the special case of Sobolev spaces, is the Iske space smaller for unfriendly domains? On the other hand, what properties must a domain possess in order for the native space approach to deliver the same space as a more classical approach? The definition of the local native space as a restriction space implies the existence of extension operators from the local to the global native space irrespective of the chosen domain. This is in contrast to the extension theorems we have
developed for the Levesley-Light local spaces which rely on the domain having a certain degree of smoothness. Furthermore, Iske's extensions are norm-preserving whilst the form of the Levesley-Light local seminorm makes it difficult for any associated extension operator to be isometric. Clearly there are some questions on the relationships between these two approaches to localisation which remain a subject for further discussion.

Other questions arising from this work are those of optimal local approximation orders in $L_{p}$. That is, can the error estimates achieved in Chapter 3 be improved? Existing work in this area, including that of Wendland [37], suggests that in the case of thin plate splines, for example, the answer is no. However, work by Gutzmer and Iske [12], suggests improvements may be obtainable if, say, one considers functions with some added degree of smoothness. Thus, this is another area which would benefit from further study.
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