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A bstract

A robust integrated flight and propulsion control (IFPC) system is designed and analysed for 

an experimental vertical/short take-off and landing (V/STOL) aircraft configuration, using 

multivariable design techniques. The model used for the design is based on the DERA VAAC 

Harrier wide envelope model (WEM) airframe with a Rolls-Royce Spey engine. This provides 

a detailed, large-scale, interacting, full-envelope. nonlinear simulation model, thought likely to 

be representative of the next generation of V/STOL aircraft. The centralised IFPC system is 

evaluated in piloted simulation trials on DERA's real-time all-vehicle simulator (RTAVS). the 

results of which indicate that level 1 or 2  handling qualities are achieved over the low-speed 

powered-lift region of the flight envelope. The application of the structured singular value, p. 

and the J'-gap metric to the problem of evaluating the robustness properties of this multivariable 

IFPC system is presented. The centralised controller is subsequently partitioned into decen­

tralised lower-order airframe and engine subcontrollers, in order to address implementation and 

testing issues. The partitioned system is seen to retain largely both the performance and ro­

bustness properties of the centralised system. Due to the particular implementation structure 

used for the centralised loop shaping controller, the partitioning procedure described can 

be applied to general two-degree-of-freedom control systems. A scheme to guarantee maximum 

limits on safety-critical engine variables is developed and applied, to preserve the structural 

integrity of the engine during extreme manoeuvres. As the system frequently operates on the 

position limits of the engine actuators, an anti-windup scheme is implemented to maintain the 

performance of the system during actuator saturation.
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Chapter 1

Introduction

This chapter will introduce the aims and benefits of integrated flight and propulsion control 

(IFPC). Research into the design of IFPC systems is motivated by the desire to exploit poten­

tially significant gains, both in terms of improved flying qualities and reduced pilot workload, 

which may be obtained by the use of propulsive system generated forces and moments for air­

craft manoeuvring in the low speed region of the flight envelope. While the most obvious current 

application of this new 'extra' control power is in the area of super-manoeuvrable V/STOL 

fighter aircraft, these technologies may also offer significant benefits to future civil commercial 

applications. Research into control technology requirements for future supersonic transport 

aircraft and hypersonic aero-spacecraft have also indicated the necessity of fully integrating 

the airframe and engine control systems [64].

The use of the propulsion system to generate forces and moments for aircraft manoeuvring 

results in significantly increased coupling between the airframe and engine subsystems. In its 

simplest form, this coupling may be unidirectional (propulsive forces and moments affecting 

airframe states) but in general the use of novel effectors such as reaction control systems will 

also affect the engine operating point. This coupling necessitates an integrated approach to 

the overall flight control system design problem, in order to ensure that: optimal use is made 

of the various propulsion effectors for aircraft manoeuvring control, and that limitations due 

to engine safety considerations are taken account of in the overall design.

§ 1 . 1  describes some of the future challenges of IFPC system design. The use of advanced 

actuators is motivated, providing a brief description of how they work and the performance 

gains they offer. The opportunities associated with having an increased number of actuators 

will also be considered. The high workload of the Harrier pilot and how this may be reduced 

by adopting an integrated approach will be discussed. Possible modes of operation that the 

aircraft may fly in are also introduced. A description is given of some of the control power 

requirements in the low speed region of the flight envelope. Consideration will be given to the
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general approaches to airframe and engine control, along with details of advanced engine control 

schemes. Some of the proven advantages of using an integrated approach to the problems of 

flight and propulsion control will be highlighted. The use of active control technology (ACT) is 

also motivated. § 1.2 summarises the advantages described in § 1 .1 . § 1.3 provides an overview 

of the main contributions of this thesis. Finally. § 1.4 will give the details of the structure of 

the thesis.

1.1 Future challenges in the control of highly manoeuvrable and V /ST O L  

aircraft

Traditionally, tactical aircraft have been designed with the philosophy that flight control and 

propulsion control are inherently independent functions. For those particular missions where 

coordinated flight control and propulsion system commands are required, such as terrain fol­

lowing. the pilot effectively acts as the controls integrator [71]. For high performance aircraft, 

this task has become so difficult that autothrottles have been developed to ease pilot workload 

and improve aircraft performance. Future aircraft will be designed as multi-mission, multi­

function aircraft. These aircraft will rely more and more on the propulsion system to provide 

forces and moments to enhance the flight control function. The engine is therefore becoming 

an important element in the attitude control system of the vehicle with the result that the dy­

namic coupling between the airframe and propulsion subsystems must be now accounted for in 

the flight control system design [60]. The combined requirements of supersonic flight and pow­

ered lift regimes provide very difficult constraints on the design of the aircraft, and as a result 

the dynamics are inherently much harder to control than for standard aircraft. In particular, 

a high degree of cross-coupling is expected when effecting changes in thrust magnitude and 

thrust direction. Such aircraft will undoubtedly be statically unstable and hence will not be 

controllable by the pilot without assistance from the flight control computer. The Harrier is an 

example of a current aircraft that does in fact use the propulsion system to augment the forces 

and moments generated by the airframe. On the Harrier however, the cross-coupling is not that 

high in many modes of operation as the thrust vector acts close to the centre of gravity. This 

enables the pilot to fly the aircraft without recourse to complex multi-axis feedback systems. 

However, even this moderate amount of cross-coupling impacts significantly on pilot workload. 

With increased coupling in future advanced V/STOL aircraft, feedback around all axes will be 

a requirement. The integration of propulsion control systems and flight control systems has 

been shown to significantly improve airplane performance parameters such as thrust, range and 

rate of climb [72, 53].
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1.1.1 Pow ered  lift flight control

The following section is a brief description of why aircraft have a limited angle of attack at 

which they may be flown, and how this may be increased through the use of advanced actuators 

[57]. When considering standard aerofoils at low angles of attack, the flow separation occurs at 

or close to the trailing edge. As the angle of attack, a. increases, the separation point gradually 

moves towards the leading edge. In this process, the lift coefficient, C/. continues to increase 

and. at some point, attains a maximum value. Beyond this value of a. the lift coefficient drops, 

and the aerofoil is said to have stalled. This type of stall generally occurs on thick aerofoils and 

is characterised by a gradual loss of lift beyond stall, as shown by curve (a) in Figure 1 .1 . For 

thin aerofoils that have sharply curved leading edges, a slightly different type of stall occurs. 

From the leading edge and up to the minimum pressure point, a large favourable pressure 

gradient exists that tends to promote the existence of a laminar boundary layer. Beyond the 

minimum pressure point, an adverse pressure gradient exists toward the trailing edge. Because 

of the sharp curvature of the leading edge of a thin aerofoil, the adverse pressure gradient is 

sufficiently strong to cause flowr separation. If the Reynolds number is low. this type of flow 

separation is of a permanent nature, so there is no subsequent reattachment, and, as a result, 

the aerofoil stalls. Because the flow separation occurs close to the leading edge, this type of 

stall is usually abrupt and is marked by a sudden loss of lift beyond the maximum lift. This is 

shown by curve (b) in Figure 1 .1 .

Q

Figure 1 .1 : Schematic illustration of stall of airfoil sections.
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If the freestream Reynolds number is sufficiently high, then there is an increasing tendency for 

the transition to occur in the separated boundary layer and cause the separated boundary-layer 

flows to reattach back to the upper surface, forming a bubble in a similar fashion to that for 

a circular cylinder. The reattached turbulent boundary layer is more capable of resisting the 

adverse pressure gradient than the laminar boundary layer. The reattached turbulent flow 

eventually separates from a point closer to the trailing edge.

The following gives details of some of the enabling technologies that are emerging. They 

provide merely the capability to achieve the required improvements. The realisation of all these 

potential benefits depends on the development of new V/STOL flight and propulsion control 

concepts. wrhich effectively integrate many different control sub-problems, while maintaining 

pilot workload within acceptable limits. Recent developments in aerospace propulsion have 

resulted in advanced actuators that use air from the propulsion system to augment forces and 

moments produced by the airframe actuators [60]. This may be through the use of a reaction 

control system, where bleed air from the engine is diverted to jets that may be used for pitch, 

roll and yaw control. Other possible uses are the ducting of engine air through slots in the wing 

to entrain free stream air, w’here high-energy air is blown tangentially on the upper surface of 

the wing and the flap. This addition of energy helps to delay boundary-layer flow separation on 

the upper surface. As a result, the maximum lift coefficient increases. Remote-augmentation- 

lift-systems may also be used, in which engine air is heated with an augmentor as it is exhausted 

towards the ground. Alternatively, engine air may be blown over a lifting surface to modify 

its lifting characteristics. An example of this is a blown flap, where high-pressure air is blown 

over the upper surface of the flap. In this way, considerable energy is added to stabilise the 

upper surface boundary layer that delays flow separation, making it possible to achieve an 80% 

increase of maximum lift [45]. In one boundary-layer suction method, low energy fluid from 

the upper surface is removed by the application of suction. This process helps to delay the flow 

separation to higher angles of attack. Significant increases in maximum lift coefficients have 

been obtained by this method. Another of its advantages is that the application of suction 

also stabilizes the laminar boundary layer by delaying the flow transition. This results in a 

significant reduction in the skin-friction drag and, as skin-friction drag can account for half of 

the total aircraft drag at cruise, any reduction is a significant advantage. An example of the 

application of this method is the C-140 JetStar aircraft.

Alternatively, thrust vectoring can be used to control an aircraft in the low-speed, low dynamic 

pressure conditions experienced at high angles of attack when the traditional aerodynamic 

control surfaces will have lost most of their effectiveness because of their immersion in low- 

energy stalled flow. The application of multiaxis thrust vectoring provides increasing control
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authority at high angles of attack, leading to improved low-speed agility. The use of thrust 

vectoring can eliminate the limitations on the maximum attainable roll rate capability imposed 

because of insufficient aerodynamic control authority at high angles of attack. The primary 

benefit of thrust vectoring is the availability of control power at high angles of attack, low 

dynamic pressure conditions where the conventional aerodynamic control will have lost most 

of its effectiveness.

1.1.2 C ontrols in tegration

An integrated approach to airframe/propulsion system configurations through the use of ad­

vanced actuators could be used to satisfy more demanding operational requirements, such as 

increased manoeuvrability, to abort and recover from departure, to reduce approach speeds, to 

enable supercruise, and to allow high angle of attack capability, stealth, and carefree handling 

throughout the flight envelope [26. 69]. While the most significant activity is in the area of 

military applications, benefits are also available to commercial applications. These benefits 

include lower approach speeds, resulting in reduced runway length requirements, while redun­

dant attitude controls may be used to improve flight safety. The resulting steep climbout and 

approach paths due to V/STOL capability would also reduce the noise exposure to surrounding 

communities, and increase airport capability [80]. Furthermore, due to the decreased time to 

reach the required altitude, there will be a reduction in the use of fuel. This will have the 

direct benefit of reducing emissions.

The control system designers may have to contend with many more primary motivators than 

on standard aircraft. When considering longitudinal control, typical configurations may have 

both canards and elevator, a reaction control system (RCS), independent front and rear noz­

zle angle control and split front/rear thrust control. This increased flexibility can be used to 

produce a redundancy of actuation or to replace existing actuators, such as eliminating aero­

dynamic surfaces to reduce aircraft observables to aid stealth. This would also have the effect 

of reducing the drag of the aircraft. Alternatively, if the actuators supply redundancy, then 

the option opens for scheduling their use to provide maximum efficiency as a function of flight 

condition (or failure state of the system). A simple example is the use of thrust vectoring for 

pitch control in flight regions of low dynamic pressure and the use of the elevator in regions 

of high dynamic pressure. This approach can be used to increase the flight envelope, improve 

manoeuvrability, and allow for greater reconfiguration options following actuator failure. Al­

ternatively, it may allow the use of smaller aerodynamic control surfaces. Traditionally, the 

size of an aerodynamic control surface is determined from control effectiveness at low-speed 

considerations. The fact that the thrust vectoring can provide the necessary control authority
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at low-speed or low dynamic pressure conditions makes it unnecessary to size the aerodynamic 

surfaces from low-speed considerations. However, at high-speed or high dynamic pressure con­

ditions. the aerodynamic control surfaces become effective, and much smaller surfaces can be 

used compared to those determined from low-speed considerations. The use of small-size aero­

dynamic control surfaces leads to lower structural weight, reduced trim drag and improved 

overall performance.

1.1.3 R educing p ilot workload

The Harrier has already been mentioned as an example of an existing aircraft that utilises thrust 

generated by the engine to directly affect the airframe attitude. Its unique, two-inceptor left- 

hand arrangement (throttle and nozzle lever) prevents simultaneous modulation of the thrust 

magnitude and direction. Instead, the pilot is required to use his or her experience to judge the 

left-hand control combination required for the task; specifically to apportion the total thrust 

vector into the appropriate longitudinal and normal components, hence resulting in a high pilot 

workload [11]. The right hand centre stick commands the aircraft pitch. An example of the 

high pilot workload is that during the final approach to the hover. The decelerating transition 

is usually performed by selecting increasing nozzle angles in a series of discrete steps, each at a 

suitable speed or range from the landing point. During the final stages of the deceleration, the 

pilot maintains a nominally constant pitch attitude, using the centrestick, while regulating the 

aircraft's flight path angle with the throttle. That is, it is the pilot that effectively integrates 

the engine and airframe subsystems. Owing to the basic aircraft being statically unstable at 

low speed, the pilot is required to monitor and control the pitch attitude continuously. As 

the aerodynamic lift reduces, the pilot is required to progressively increase engine thrust to 

maintain the necessary total normal force. Additionally, the pilot must also make fine nozzle 

angle and pitch attitude adjustments to control the aircraft’s speed and longitudinal position, 

allowing for local wind conditions, during the landing sequence. A further aim of an IFPC 

approach is to reduce the pilot workload. Adopting such a scheme would allow the use of just 

two inceptors. The controller will use the actuators regardless of whether they are airframe or 

engine related. Any coupling would automatically be compensated for, so any change in the 

nozzle angles would not require a correction in the aircraft pitch, and vice versa.

1.1.4 C ontrol power reconfiguration

The benefits of integrating the flight and the propulsion control systems can be grouped loosely 

into two categories. The first category includes the benefits of increased flight and manoeuvre 

envelopes. The second category includes the benefits of reconfiguring to accommodate various
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modes of operation. Possible modes and situations in which they might be useful include a 

‘maximum thrust-specific-fuel-consumption’ mode in which the goal is to optimise the installed 

performance of the engine taking into account deterioration and engine-to-engine build differ­

ences [54. 60]. A second mode is 'maximum thrust' in which total thrust is more important 

than thrust response rate or fuel consumption. A third mode is 'maximum thrust response 

rate' for precision landing or attitude control. One means of implementing this mode would be 

to spool-up the engine and then spoil its increased thrust by using internal geometry to reduce 

the cycle efficiency. The result would be a system where thrust can be recovered/dumped by 

changing areas rather than by spooling up/down the engine. One penalty for operating in this 

mode would be an increase in fuel consumption.

1.1.5 C ontrol pow er for advanced m anoeuvres

V/STOL operation in confined spaces and near obstacles in a steady wind may expose the 

aircraft to strong wind gradients and turbulence [25]. The major difficulties are encountered 

during descent onto the landing pad. For the transition to cruise, or from cruise to powered- 

lift flight, it is important to ensure a sufficient performance envelope for manoeuvring with 

satisfactory angle of attack or stall margin. This performance envelope must provide the 

ability to accelerate or decelerate in level flight, and to climb or descend at constant airspeed, 

or an appropriate combination of both. Control authority in addition to that for flightpath 

and airspeed must be sufficient to stabilise the aircraft.

It is well recognised that the total control authority of a V/STOL aircraft must be sufficient 

to trim the aircraft at a stabilised flight condition, to suppress external disturbances imposed 

on the aircraft, and to provide for manoeuvring the aircraft as dictated by the mission and 

the particular phases of flight. Each of these demands on control authority are important to 

the designer and must be dealt with in the course of an aircraft’s configuration definition and 

refinement. Control necessary to trim throughout the flight envelope is associated with specific 

details of a particular configuration and must be considered on an individual basis. The appro­

priate generalisation to be made concerning trim control is that considerable attention should 

be given in the design process to minimise this requirement. Control authority frequently comes 

at considerable cost to the propulsion system, airframe weight and overall aircraft performance, 

and the greatest fraction possible should be available for executing manoeuvres associated with 

the mission tasks and for operating in the mission environment.

To meet with military specifications, the aircraft’s control system must be capable of trimming 

the aircraft in a steady hover in the presence of a wind from the most critical direction and 

hold sufficient control in reserve to meet the pitch, roll, yaw and thrust control demands
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simultaneously. The wind magnitude most frequently cited for this requirement is 35 knots. 

This combined requirement for trim and manoeuvre is assumed to account for stabilisation 

in the presence of gusts and does not require an additional control increment to be added 

to counteract gust upsets. Since the entire control capability in hover is derived from the 

propulsion system, either through direct use of thrust or through bleed air from the compressor, 

this combined control requirement is of serious concern to the designer. An example of the 

impact a Level 1 flying qualities requirement has for a conceptual design of a four-power 

lift-cruise fan aircraft results in a combined requirement for trim and manoeuvre control for 

attitude and height that is over 30% of thrust in excess of that required for an aircraft of the 

same weight without the trim and manoeuvre control. To meet this requirement for vertical 

take-off would seriously penalise the aircrafts range/payload performance. The thrust necessary 

to meet Level 2 flying qualities is not reduced substantially. Not all designs present a concern 

of such magnitude: however, any thrust held in reserve for control often reduces the aircraft’s 

mission effectiveness, and if excessive, could prevent it from proceeding beyond the design 

stage.

Other options may be considered as a means for alleviating this substantial demand on the 

propulsion system for control. Short take-off is unlikely to impose as stringent a demand for 

control reserve as does sustained hover in ground effect. If heavy weight take-offs are performed 

with some ground roll, the vertical take-off demand need no longer be met at those weights. 

Meeting the vertical landing requirement will be substantially easier on the propulsion design. 

Another option is to prioritise the axes for control demand and meet their individual needs 

accordingly. It is generally accepted that the yaw axis is less critical for control than roll 

or pitch. Roll is considered to have first priority, followed by pitch. The Harrier is a good 

example of a design that has successfully adopted the approach of shared reaction control 

demand. In that aircraft, an individual control axis has full authority available when the 

aircraft is operating below maximum thrust and no other controls are activated. When the 

aircraft is at maximum thrust and more than one control is demanded, the demand is shared, 

with the least proportional reduction applied to roll, then to pitch and yaw in that order.

1.1.6 A irfram e control

This section will give a brief description of what is required for traditional full envelope airframe 

control. The primary function of the flight control system is to control the position, orientation 

and rates of the vehicle in space. Furthermore, the control system of an aircraft must contribute 

to its safe and economic operation, such that the intended flight mission can be accomplished 

and unexpected events can be handled. The capability to change the equilibrium or trim-lift
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coefficient, in order that the aircraft is capable of flying at any desired angle of attack within its 

aerodynamic limits, is also required. The overall aim is to smooth out the variations in flight 

dynamics, to rectify the dynamic deficiencies and to provide acceptable levels of flying and 

handling qualities. This matter may be complicated by the fact that an aeroplane may be stable 

under some conditions and unstable under other conditions. The position requirements for the 

control system design are often expressed in terms of desirable paths and tracking accuracy 

required about that path. e.g. in terrain following/terrain avoidance. Other requirements 

can include maximum accelerations and turn rates for such manoeuvres as air-to-air combat. 

Some may also specify performance objectives in terms of rise time, overshoot and steady-state 

error. The most important feature is safety, and it must be demonstrated to be safe in all known 

operating conditions and in conditions following various degrees of component malfunctions or 

failure.

Flight control system designs are typically regulators with input shaping wrhere the design 

criteria are often expressed in terms of equivalent system models [61]. These designs can be 

complex, as the plant to be controlled can be marginally stable or unstable, and the plant pa­

rameters can be strong functions of the operating point. One factor which simplifies the design 

is that the states that are to be controlled are typically reconstructed easily from measured 

outputs. The solutions also generally avoid operation on limits, mainly for safety reasons, as 

this may lead to instability. Flight control specialists have developed procedures for designing 

regulators and shaping filters that accomplish their goals. The open-loop instability, which is 

related to agility of the aircraft, is utilised to obtain better performance and manoeuvrability 

of the closed-loop system. Caution is advised in [16] when applying modern multivariable con­

trol techniques to aircraft to ensure due consideration is given to the aircraft dynamics and 

transparency of the applied control scheme.

The aircraft equations of motion can usually be defined adequately by a six degree-of-freedom 

model comprising two longitudinal modes (short period and phugoid) and three lateral-directional 

modes (spiral, roll, and dutch roll) [57]. Often, these modes are sufficiently decoupled to per­

mit the longitudinal and lateral-directional degrees-of-freedom to be treated separately in the 

design and implementation of a control logic. The phugoid mode is a lightly damped, long 

period oscillatory mode, otherwise known as the long-period mode. As such, it can be quite 

annoying if left to die by itself. The pilot can easily operate the longitudinal control and kill 

the phugoid mode. Physically during the phugoid motion, the pitch angle increases and the 

aircraft gains altitude and loses forward speed. The angle of attack remains constant so that 

a drop in forward speed amounts to a decrease in lift and flattening of the pitch attitude. As 

a result, at the top of the cycle, the pitch angle goes to zero. Beyond this point, the airplane
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begins to lose altitude, the pitch angle goes negative and the airspeed increases. Once the 

pitch attitude is nearly level, the air speed is at its maximum and the cycle repeats once more. 

Conversely, the short period mode is fast - < 10 seconds - and heavily damped, so it is just felt 

as a bump bv the pilot or passengers, and the pilot does not need to take any action to kill it.

1.1 .7  Engine control

Propulsion control designs are fundamentally different to flight control designs. Their primary 

aim is protection. The objective is to operate the engine at desired levels of thrust and airflow 

in the presence of disturbances, failures and plant variations without violating constraints on 

component stability or physical limits [61]. However, the problem is multi-objective, as the 

objectives change as different limits are encountered. The control therefore is dominated by 

operating limits. That is. during a transient, the engine will spend much of its time on, for 

example, the minimum stall boundary or the maximum temperature boundary. A very impor­

tant effect of this is that an equivalent system model of a closed-loop engine depends upon the 

transient performed in addition to the flight conditions. For example, at a given condition, an 

engine may be able to accelerate twice as quickly as it can decelerate. Acceleration is limited 

by a surge margin constraint, whereas deceleration is limited by a burner blowout constraint. 

Secondary considerations include maximising response rates, minimising fuel consumption and 

maximising lift. For IFPC design, the task also involves interpreting the aircraft control com­

mands in terms of engine process commands and then using the engine control effectors to 

achieve them while respecting these restrictions. One factor which simplifies the design is that 

the open-loop plant is stable, often with all the poles occurring on the negative real axis. The 

overall problem is one of steady-state control rather than transient control. Consequently, en­

gine controls are typically a series of integral loops with transients controlled by tracking limits. 

This is the nature of the classical accel/decel schedule approach to propulsion control in which 

the ratio of fuel to burner pressure is set during most of a transient by limits programmed into 

the control that protect, for example, against over-temperature, over-speed, burner blowout 

and surge [53. 72].

There are several other factors which affect propulsion control design and make it different from 

flight control design. These include the fact that the critical parameters to control, such as 

surge margin and thrust, are not easily sensed. The importance of engine thrust is obvious since 

it is the principal output of the engine. Some systems to measure thrust are under develop­

ment and show promise, but the typical engine control system relies on controlling measurable 

quantities that have a high correlation with thrust. Common examples are engine pressure 

ratio, turbine exit temperature and the rotor speeds. The choice of variable is dependent on
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the characteristics of the particular engine. Turbine temperature is an important variable to 

control since it is one of the most critical variables in determining the thermodynamic efficiency 

of the propulsion system. In general, the higher the turbine inlet temperature, the higher the 

cycle efficiency, resulting in more thrust for less fuel. Methods for raising the maximum allow­

able turbine inlet temperature are the object of continuing research by engine manufacturers. 

This maximum temperature is dictated by the ability of the material used to withstand the el­

evated temperature. The control problem is therefore primarily to guarantee that the turbine 

inlet temperature remains below a safe threshold. However, since sensors cannot withstand 

the temperatures either, variables that are highly correlated to the turbine inlet temperature 

are controlled instead. The lower turbine interstage or turbine exit temperatures are common 

choices.

The final variables that are critical to control are the surge margins on the fan and the com­

pressor. Surge margin is a measure of the difference in pressure ratio at the stability limit of the 

compression component and the current operating point (at a constant rotor speed). There are 

several factors that are important in selecting the design values of surge margin that the control 

must maintain. The trade is essentially between engine safety and engine performance [60]. 

For engine performance it is typically desirable to keep surge margin very low. The operating 

line, which is given by the desirable steady-state operating points of the compression element, 

that has maximum cycle efficiency is typically very close to the stall line of the compressor. 

Therefore, a control law designed to control the engine to maximum efficiency will have a small 

surge margin. Furthermore, the desirable operating points generally get closer to the stall line 

as altitude increases. Conversely, for engine protection it is desirable to keep surge margin as 

large as possible, in order to ensure stable engine operation in the presence of all disturbances. 

A typical buildup of the surge margin consists of entries that account for engine transient 

operation, construction differences and modelling uncertainty. The surge margin limit is a 

characteristic of the engine [39]. Figure 1.2 shows a simple steady speed characteristic for a 

multi-stage compressor in terms of pressure ratio against mass flow. If the compressor is in 

the area of stable operation (point A) and the flow were to drop slightly, the operating point 

would move up to a higher pressure ratio to return to the initial value. However, if it is in the 

unstable region (point B) a slight drop in flow would result in a slight loss in outlet pressure, 

leading to a further loss in flow and a further pressure loss. The result of this is that the flow 

actually becomes negative and comes out of the compressor inlet. This is only a momentary 

effect, as when the back pressure has cleared itself the positive flow is re-established. However, 

if the outlet remains too restricted the flow will reverse again when the pressure exceeds the 

compressor capability. Thus, the flow surges back and forth, and the limit of stability is called
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the surge point. Surge results from flow breakdown or stall within the compressor.

stable
operation

surge point

b  *

pressure
ratio

unstable
operation

mass flow

Figure 1.2: Simplified constant speed characteristic demonstrating regions of stable and unsta­

ble operation.

The surge margin may be traded in an active control scheme in areas in the flight envelope 

where the standard surge margin is conservative and limiting performance and economy [72]. 

The surge margin is the difference between the surge line and the working line, and is shown 

in Figure 1.3.

1.1 .8  M ultivariable engine control

This section will describe some of the advanced control techniques that have been applied to 

the problem of engine control. In [38], multivariable robust control techniques are applied to 

the RM12 jet engine for the Swedish fighter aircraft JAS 39 Gripen. The RM12 engine is 

presently controlled by a mixed electronic (DEC) and hydromechanical (MFC) system. The 

control principles traditionally used for this engine are relatively simple, with several SISO 

control loops and open-loop scheduling. In normal mode the control function is split between 

hydromechanical calculations, and calculations done by software in DEC. The main function 

of the basic control is to control the compressor rotational speed, N H ,  using the fuel flow. 

The MFC also schedules the settings of the compressor’s variable vanes, C V G , as a function of 

N H  and the compressor inlet temperature, T25. The fuel flow calculated by the MFC is then 

trimmed by DEC. There are basically three control loops in DEC that can effect the fuel flow. 

These are fan rotational speed (NL),  dNH/ d t .  and compressor outlet static pressure ( PS3)
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Figure 1.3: Basic over-all compressor characteristic, covering the operational speed range.

control loops. These three control loops calculate their respective fuel requests, and then the 

actual M F F  request is calculated, based on the minimum-wins-selection principle. Another 

control loop in DEC is the turbine downstream temperature (To) limiter. The maximum T 5 is 

compared to a lead-filtered measured T5. and an integral regulator opens the nozzle area if the 

temperature is too high. The nozzle area is, however, mainly open-loop scheduled as a function 

of power lever angle, PLA. Other control signals from DEC are the fan variable vanes (FVG),  

and the afterburner fuel flow (W F R ). Both are open-loop scheduled, FV G  as a function of 

the intake temperature (Tl) and fan rotational speed (N L ), and W F R  as a function of PLA, 

T l, and P S 3. This is a very simplified description of the control function today. Since the jet 

engine is inherently multivariable, and the control loops obviously have been treated as single, 

it has been necessary to introduce a number of cross-couplings to stabilise the system. There 

are also a large number of ‘fixes’ and special cases that are necessary because the majority of 

the control signals are mainly open-loop scheduled.

The main objective of the engine control system is to control the engine to a desired thrust level. 

Since the thrust is not measured in flight, it is necessary to transform the thrust reference into 

references to measured engine variables. This can be done in a number of ways. In the concept 

in use today for the RM12, N L  and T 5 are used to control the thrust. This way of controlling 

the thrust is often referred to as the ‘max temperature’ concept, since the engine is always 

controlled to the maximum allowed turbine temperature. A consequence of this is that a new 

engine produces more thrust than specified. Another way of controlling the engine is called the
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'constant thrust' concept. With this concept the fan rotor speed, N L , and the engine pressure 

ratio, EPR.  are controlled. These variables together give a good measure of the air flow through 

the engine, and from that also the thrust. The variation in thrust between different engines 

can then be made small. The thrust wrill not. however, be constant, as the name suggests, 

since the outlet temperature also influences the thrust equation. In [38], the N L / E P R  control 

strategy is used as the normal control mode. The other engine measurements of interest, NH.  

T 5, and P S 3. are also used by the feedback controller to avoid large deviations from the desired 

operating points. The four engine control signals for the core engine operation are all used by 

the multivariable controller, but only two of them, M F F  and the variable exhaust nozzle area, 

.48. are free to define the steady-state engine operating point. FVG  and CVG  are used only 

transiently by the controller, and in steady state they are held at their reference values. Three 

controllers were designed to cover the operating range of the engine, these being scheduled by 

the conventional high gain feedback method. This scheme results in successful tracking of large 

PLA demands, ranging from idle to maximum speeds. When tested in nonlinear simulations, 

the responses using the advanced control method are significantly quicker and smoother than 

those achieved using the present conventional controllers.

In [49. 47], a fuel flow acceleration and deceleration (accel/decel) limit and a fan surge margin 

(D P / P ) limit are implemented as a part of the engine control scheme. The accel/decel schedule 

is a set of variable bounds on the fuel flow as a function of the engine core rotor speed ( N 25), 

high pressure compressor inlet temperature (T25). and high pressure compressor discharge 

static pressure ( P S 3). This limit schedule is determined a priori using an open-loop nonlinear 

simulation of the engine. The schedule imposes a rate limit on core rotor speed as a function 

of the minimum and maximum air/fuel ratio (lean and rich blowout), the maximum turbine 

temperature and the compressor surge margin. The air/fuel ratio is a function of the inverse 

of M F F / P S 3, since P S 3 is indicative of the combustor air mass flow rate. These bounds are 

implemented as minimum and maximum bounds on the M F F / P S 3 ratio.

A typical limited thrust response involves the M F F / P S 3  ratio increasing to the acceleration 

limit at nearly constant corrected engine core rotor speed N25R  (= N2by/[Tstd/T2h), where 

Tstd is the standard temperature, 245.52°C) due to the rotor speed lag. Then, as the rotor 

accelerates, the M F F / P S 3  ratio tracks the limit value until the desired thrust setting is 

reached. At that point, the M F F / PS3  ratio decreases to the steady state scheduled value. 

Note that during the transient, when M F F / P S  3 is determined by the acceleration limit, the 

engine input M F F  is determined as a function of the plant outputs P S 3, N 25 and T 25 (using 

the definition of the N25R).  The effect of this feedback is that there is a rate limit on the fuel 

flow when the fuel flow limit is encountered. Other limits, such as the maximum fan speed and
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the minimum burner pressure, also affect the fuel flow. M F F  is decreased if the maximum fan 

speed is exceeded, and increased if the burner pressure falls below the minimum value. The 

fan surge margin also needs to be limited. During a gross thrust decrease the surge margin 

decreases quickly as the fan pressure ratio increases. Then, wuth the surge margin limited, 

the much slower fan rotor speed follows along the surge limit line until the desired operating 

point is reached. The ability to maintain the fan surge margin greatly depends on the available 

control effectors.

Overall, in [49. 47] two controller designs were reported, the first being the N2  control loop 

design. This control design strives for independent control of the fan speed and the three 

thrusts: aft nozzle thrust (FG9), ejector thrust (F G E ). and ventral nozzle thrust (FGV).  

The three thrust commands from the airframe control system are used to generate a total gross 

thrust command. FGTC. The FG T  calculation is relative to the aft nozzle (i.e.. the thrust that 

would be generated if all the mass flow from all the nozzles passed through the aft nozzle). 

FGTC is used to schedule a command value for the fan speed. The second control design strives 

for independent control of the pressure difference/pressure (DP/P.  related to the fan surge 

margin), and the three thrusts. The steady state value for N 2 is determined indirectly, since the 

three thrusts determine the total gross thrust, and FGT  and D P / P  establish N 2. If a steady- 

state optimal criterion is used to design the fan speed schedule (specific fuel consumption, for 

example), then a D P / P  schedule that is generated using the trim values for D P / P  at steady 

state operating points determined by the N 2  schedule will satisfy the same optimal criterion 

in steady state. If the D P / P  limit is reached, then all of the nozzle areas are opened as a 

percentage of their contribution to the total nozzle area. Thus, the fan surge margin is shared 

over all three nozzles and all three thrusts are affected when the fan surge margin is reached. 

These schemes produced good results when tested in nonlinear performance.

[59] adopts a multi-mode structure for the controller design in order to preserve structural 

integrity of a Rolls-Royce Spey Mk202 engine by limiting engine variables to specified safe 

values. The efficiency of the engine, and the thrust produced, depends on the pressure ratios 

generated by the two compressors. If the pressure ratio across a compressor exceeds a certain 

maximum, it may no longer be able to hold the pressure head generated and the flow will 

tend to reverse its direction. Since the principle of operation of an aero-engine is based upon 

compression, combustion and expansion of air, pressures and temperatures at certain stations 

inside the engine body can, in some conditions, rise to dangerously high levels. This can have 

an adverse effect on the life span of the engine, and in the extreme case can cause catastrophic 

failure or engine blowup. The control scheme aims to:

control engine thrust by controlling the ratio of the high pressure compressor’s outlet
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pressure to engine inlet pressure (PS6PSI) ,

• control the low pressure compressor's surge margin by controlling the Mach number 

indicator (A P/P) at its bypass exit (DP/P),

• control high pressure compressor's non-dimensionalised spool speed (N H P C S L ),

• limit low pressure compressor's spool speed (NL),  and

• limit the total temperature at the hot duct entry (TT15).

With three inputs one can independently control only three outputs. Three controllers are 

thus designed - a primary thrust controller and two limiters. These three controllers may 

then be switched between, depending upon which controlled output is more significant at any 

given time. The rationale behind this strategy is that it is the large reference demands on the 

thrust output which cause the N L  and/or TT15 limits to be exceeded. Higher thrust levels 

require greater fuel flow, and hence higher temperatures and speeds. The reference demands 

for N L  and T T 15 are therefore set to their maximum values for the two limiters, and then 

use lowest-wins logic to select the controller that demands the lowest fuel. Thus while the 

thrust controller asks for the least fuel, as would normally be the case, it would be on-line, 

but when its fuel demand exceeds that of either one of the limiters, the implication is that 

the particular limit is about to be violated, and hence that limiter will be selected on-line. 

The limiter will hold the engine constant at the maximum value until the thrust demand is 

relaxed, and the thrust controller resumes control. The controller will thus have three modes of 

operation: a primary or thrust control mode, a N L  limiting mode, and a TT15 limiting mode. 

The individual controllers are designed using the method of two-degree-of-freedom Hoc 1°°P 

shaping. These have been tested on the actual Spey engine at the engine test facility at DERA 

Pyestock. The results were very good across the range of engine operation, with the controllers 

designed at the nominal point being sufficiently robust to ensure no additional controllers were 

required, as opposed to the six or more controllers normally scheduled between the idle and 

full power range of operation.

1.1.9 R ecent progress using advanced control m ethods

When systems are not integrated, each subsystem must be able to operate in a worst-case com­

bination with the other subsystems, meaning large operating margins are required. Integration 

allows these margins to be reduced when the full margins are not required, resulting in higher 

thrust, lower fuel consumption, greater manoeuvrability, increased range, or better safety and 

reliability. In a conventional engine control system, the engine stall margin is large enough to
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accommodate the worst case combination of engine and airplane induced disturbances. In the 

advanced digital engine control system (ADECS), carried out by the NASA Ames Research 

Center's Dryden Flight Research facility, the use of an integrated approach allowed the stall 

margin to be modulated in real time based on the current engine and aircraft requirements 

and flight conditions [53]. This permits the unneeded stall margin to be traded for increased 

engine performance by increasing thrust, reducing fuel flow, or lowering operating tempera­

tures. The exchange between unneeded engine stall margin and increased engine performance 

is implemented by uptrimming the engine pressure ratio (EPR). Engine thrust was increased 

by as much as 10.5% at subsonic flight conditions by uptrimming the EPR. The additional 

thrust significantly improved the aircraft performance. Rate of climb was increased by 14% at 

40,000 ft and the time to climb from 10.000 to 40,000 ft was reduced by 13%. A 14% increase 

in acceleration at 40.000 ft and 24% increase at 50,000 ft was obtained at intermediate and 

maximum power, respectively. Other benefits that may be realised are improved inlet stability, 

and reduced engine temperatures, propulsion system drag, trim drag, and control surface size. 

[72] also showed that using the propulsion system to augment the flight controls reduced the 

take-off gross weight of a supersonic cruise aircraft by up to 7 percent. In a further ADECS 

study, more precise inlet control was obtained while inlet stability margins were reduced. The 

overall result of the flight research was that range was increased by 5 percent. Altitude control 

capability was improved by an order of magnitude as compared with manual control. These im­

provements were achieved through individual applications of integration between the airframe 

and engine, such as uptrimming the engine pressure ratio, or by varying the inlet geometry. 

The aim of a complete integrated flight and propulsion control would be to consider all of the 

benefits in a single system.

In order to change, for example, the angle of attack of an aircraft, the pilot would traditionally 

adjust the elevator by applying a forward push or backward pull on the centre stick. As the 

flight speed increases, stick forces increased significantly and exceeded normal pilot capabilities 

[57]. This led to the development of powered controls. Initially, power was supplied only to 

assist the pilot by means of hydraulic boosters. With such a system, a proportion of the stick 

force was still needed to be applied by the pilot. If a booster failed, the system would revert to 

full manual control. Aircraft using such semimanual systems include the Boeing 707 series and 

the B-52 Stratofortress Bomber. As flight speed increased further, it became more and more 

difficult to keep the stick forces within the capability of an average human pilot, and this led 

to the development of fully powered control systems. With such systems, the pilot hardly does 

anything more than operate a small hydraulic valve, requiring a small nominal force. The stick 

force virtually remains constant irrespective of the speed or the deflection of the control surface.
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However, to give the pilot some idea of the stick forces involved, an artificial ‘feel7 is introduced 

to the system. This may take the form of a simple spring providing an increased resistance 

with increase of control column movement, or it can be a complex simulator providing forces 

proportional to the airspeed or Mach number. In the same way. these 'artificial' control systems 

may be used to change the characteristics of how the individual aircraft handle, resulting in a 

standard ‘feel' to all aircraft. It also gives additional freedom in how the actuators are used. 

Rather than simply using the centre stick to deflect the elevator to achieve some change in the 

aircraft pitch, a force applied to the centre stick may be used to command changes in both the 

elevator angle and the pitch reaction control system.

Active control technology (ACT) refers to aircraft that have flight control systems that do 

not use a mechanical link between the control surfaces and the cockpit controls. Such aircraft 

usually incorporate flight control computers that allow modification of the response to control 

inputs. Another generic term for this type of flight control system is ‘fly-by-wire7. but this 

implies that the signals are electrical and are transmitted through wires, whereas fibre optics 

may in fact be used [43]. ACT has become the basis for the flight control system design on 

many new commercial and military aircraft. Ideally ACT eliminates the compromise between 

good handing qualities, which require a large tail and forward centre of gravity (e.g.) and 

good performance, which requires a small tail and aft e.g.. Such ideal handling qualities may 

require the use of very high gains to make the aircraft respond 'naturally7 regardless of the 

configuration. It can be shown that there are three factors that prevent this ideal situation:

(1 ) what constitutes a ‘natural7 response is not well understood; (2 ) filtering necessitated by 

flexible modes, noise, controller characteristics and digital processing limits the use of very 

high gains and (3) high gains can only be achieved with adequate control power (large tail). 

For conventional aircraft, the handling qualities are established primarily by the configuration. 

This results in a compromise wfith performance (primarily tail size). With ACT, the shape 

of the response to a control input can be drastically modified from a conventional aircraft. It 

is important to realise that historically the response of aircraft was not something that could 

be significantly altered. A great deal of effort was expended to extend the centre-of-gravity 

range, or to decrease the required tail size just a few percent. In the end, the flying qualities 

resulted from a compromise with performance, and by today's standards were not good. At 

forward e.g., the stick forces tended to be very heavy and the gust response was excessive. At 

aft e.g.. the stability was often near neutral. Hence, the answer to the question of what is the 

best response is not simply to make the aircraft fly 'naturally7. In fact the best response shape 

has been found to be dependent on task. By using the high throughput and large memory 

of current on-board computers, along with high-speed communication data buses, it will be
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possible to implement a wide range of integrated flight and propulsion control modes onboard 

future aircraft. Such modes will increase total vehicle effectiveness without significant weight or 

cost penalties. Apart from providing basic stabilisation and integrated management of the flight 

and powerplant control systems, the introduction of ACT will also provide the opportunity to 

add control features to reduce the pilot workload further during low-speed flight.

1.2  S u m m a ry  o f  a d v a n ces le a d in g  to  IF P C

The use of advanced aircraft actuators has been motivated by future multi-mission, multi­

function aircraft which will rely increasingly on propulsion system generated forces and mo­

ments to augment those generated by the airframe control surfaces. It has been demonstrated 

how this will enable the aircraft to operate at higher angles of attack and in conditions of 

low dynamic pressure. The idea that the redundancy resulting from an increased number of 

actuators could be used to aid reconfiguration following actuator failure, or to the scheduling 

of actuators according to flight conditions, has been introduced. Alternatively, it has been seen 

that the extra actuators may be used to reduce the size of, or even eliminate altogether, some 

of the conventional airframe control surfaces. Further advantages of the use of the advanced 

actuators such as improved manoeuvrability, a reduction in approach speeds and reduced fuel 

consumption and emissions have been discussed. The possibility of using an integrated ap­

proach to reduce the pilot workload has been considered. It has been shown that although 

the current Harrier already uses engine generated forces, its thrust vectoring acts through the 

centre of gravity of the aircraft, minimising the coupling of controlled outputs. However, this 

still results in a high pilot workload, particularly due to its 3-inceptor control strategy. It has 

been argued that adopting an integrated approach to the control design, using active control 

technology, would enable this to be simplified to a 2 -inceptor strategy with no coupling into 

uncommanded outputs. Some control power requirements that would be necessary for ad­

vanced manoeuvring at low speeds have been considered. The main objectives in aircraft and 

engine control have been discussed. It is shown that airframe control is concerned with the 

position, rates and orientation of the aircraft, achieved using control systems that are typically 

regulators with input shaping. In contrast, the main aim of engine control is multi-objective 

protection, with transient control governed by operating limits. Some examples of advanced 

control techniques applied to engine control have been presented.

1.3 C o n tr ib u tio n s  o f  th e  th e s is

The main contributions of this thesis are:
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1. Design of a 2-inceptor longitudinal centralised integrated flight and propulsion controller 

using the Spey-WEM aircraft concept model.

2. Piloted simulation of this centralised IFPC system at DERA Bedford using the real-time 

all-vehicle simulator (RTAVS).

3. Design of a thrust vectoring controller that does not use either the elevator or the reaction 

control system.

4. Use of /u-analysis to determine at which points in the flight envelope stability may be 

guaranteed, where uncertainties may be due either to aircraft parametric uncertainties, 

or to dynamic uncertainties determined by the point in the flight envelope.

5. The use of the i'-gap metric to investigate the limits of stable operation of a single 

controller within the flight envelope.

6 . Partitioning of the centralised IFPC controller into airframe and engine subcontrollers, 

in order to address practical implementation issues.

7. Implementation of an engine limiting scheme to ensure safe operation of the overall IFPC 

system.

The results of (1) have already appeared in [6 ]. The design of a centralised controller allows the 

interactions between the airframe and engine subsystems to be considered at the design stage. 

Using a multivariable robust design method allows the use of a two-inceptor strategy, rather 

than the normal three-inceptor strategy which results in a high pilot workload. The results of

(2) have already appeared in [7]. The piloted trials were carried out using the DERA Bedford 

real-time all-vehicle simulator (RTAVS). The comments by the pilots were favourable, awarding 

level 1 and level 2 handling qualities ratings. The findings of (3) have appeared in [33]. This 

work involved the design of a centralised controller that did not use the elevator or the reaction 

control system. This configuration may be used to simplify the scheduling task, or it may be 

used in the event of an actuator failure. The nonlinear simulation results, when compared 

with the full centralised system, compared well, with little degradation in performance. The 

results of (4) and (5) has been submitted to [30] and are to appear in [31] as applied to the 

centralised IFPC system. It is not expected that it will be possible to design a single controller 

for use across the whole flight envelope. This means some form of scheduling or switching of 

controllers will be required. An important part of this application is identifying the regions 

in the flight envelope where the nominal controller can no longer guarantee stability. Use of 

/i-analysis and the J'-gap metric allows these points to be identified. The outcomes of (6 ) are
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to appear in [35], and have been submitted to [5]. Although a centralised IFPC system has 

been successfully designed, it will not be practical to implement such a high order controller on 

an actual aircraft. In addition, the lack of clarity associated with a centralised controller will 

hinder the process of flight clearance. Further, the airframe and engine would in general be 

designed and manufactured by different companies, each of which will be responsible for their 

particular subsystem. This means that the engine manufacturer will require a separate engine 

controller in order to allow the required extensive validation and testing procedures to take 

place. In order to address these issues, the centralised controller is partitioned into airframe 

and engine subcontrollers, connected by a specified structure. The application of (4) is also 

to appear in [35] as applied to the partitioned IFPC system. The results of (7) have already 

appeared in [32], and are to appear in [34]. Although four of the engine internal variables 

have been included as controlled outputs of the system, it is known this will not be sufficient 

to guarantee all of the variables will remain within their limits for all possible pilot demands. 

Indeed, it is not intended to act as such, since this would limit the achievable performance 

of the airframe controlled varaibles. Therefore, some additional nonlinear control is required 

in order to protect the engine from dangerous over stress and over temperature. Overall, 

the partitioned system with engine protection scheme implemented was seen to provide good 

nonlinear simulation performance results.

Previous work done by the author in this area includes the design and partitioning of a 3- 

inceptor centralised controller designed for the Spey-WEM aircraft [8 ]. This control strategy 

did not have the advantage of significantly reducing the pilot workload, as it followed the same 

strategy as is used for current Harrier control, whereby the right-hand centre stick is used to 

demand pitch rate, and the two left-hand inceptors are used to demand thrust magnitude and 

thrust direction, //-analysis was used to find at which point in the flight envelope stability 

could no longer be guaranteed by the nominal controller [40] and at which point performance 

could no longer be guaranteed [41].

1.4 S tr u c tu r e  o f  th e  th e s is

This thesis concerns the design and analysis of a robust centralised integrated flight and propul­

sion controller, its subsequent partitioning into airframe and engine subcontrollers, piloted sim­

ulation and the investigation of an engine limiting scheme. After this introductory chapter, 

the thesis is structured as follows:

C hapter 2 : In tegrated  flight and propulsion control

The advantages and disadvantages of centralised, decentralised, and direct decentralised IFPC
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designs are discussed. It is concluded that a combination of the centralised and decentralised 

approaches, exploiting the positive aspects of each, would produce the most useful approach to 

IFPC. Therefore, it is decided to design a centralised controller, to ensure the coupling between 

the subsystems is accounted for, and to partition this centralised controller into airframe and 

engine subcontrollers. The partitioning allows the benefits of a decentralised approach to be 

replicated, which include a more transparent structure and it allows the engine manufacturer 

a subcontroller with which to carry out the necessary validation and testing of the engine to 

ensure its safe operation.

C hapter 3 : T he Spey-W E M  V /S T O L  aircraft concept and m odel

The Defence Evaluation and Research Agency (DERA) Bedford aircraft simulation model, 

comprising of the Harrier based airframe and the Rolls-Royce Spey engine is introduced. This 

is expected to be representative of future V/STOL aircraft. Details of the pitch reaction control 

system model, the intake drag and thrust modelling, and the integration of the overall system 

are presented. In addition, the chapter gives a description of how the actuators are modelled.

C hapter 4 : M athem atica l background

This chapter introduces some of the mathematical background that may be useful in the under­

standing of the Hoc loop shaping controller design, /^-analysis and z'-gap metric analysis. The 

Hoc loop shaping design procedure is shown to follow classical notions of open-loop shaping 

to achieve closed-loop performance, while guaranteeing stability to coprime factor uncertainty, 

/i-analysis is shown to detect left-half plane poles crossing the imaginary axis, so indicating 

the onset of instability. This may be used to detect perturbations to the nominal system that 

will cause instability. These perturbations may be due to changes in the flight envelope or 

to parameter variations. The z'-gap metric is seen to be a natural companion to the design 

method of Hoc loop shaping. A significant advantage of this approach is that it allows the 

calculation of a frequency dependent result, unlike the gap-metric whereby unnecessarily con­

servative conclusions may be reached.

C hapter 5 : D esign  and p ilo ted  sim ulation  o f  a centralised  IF P C  system

The performance specifications provided by DERA Bedford are presented. These include the 

maximum output coupling allowable between airframe controlled outputs and safety limits 

which internal engine variables must remain within. A centralised controller design is pre­

sented, with a discussion of the choice of scaling matrices and weighting functions. Details 

are given of the real-time all-vehicle simulator (RTAVS) at DERA Bedford on which a piloted 

simulation was carried out. The piloted simulation results are presented, in terms of time
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history plots, pilot comments and pilot handling qualities ratings. In addition, details of a 

controller designed for an alternative aircraft configuration that does not use the pitch reaction 

control system or the elevator is presented. Such an alternative configuration may arise from 

an actuator failure for example. The approach may also be used to simplify the scheduling 

problem.

C hapter 6 : P artition ing  o f th e  centralised  IFPC  system

Although a centralised controller is designed, it will not be practical in terms of implementation 

and flight certification. Furthermore, the engine and airframe are manufactured by separate 

manufacturers, and so a separate engine subcontroller is required to ensure the engine manu­

facturer is able to carry out the required extensive validation and testing. The method used to 

partition the centralised system is presented in this chapter. It is shown that while the parti­

tioned system results in greater transparency with lower order subcontrollers, the performance 

matches well wuth that of the centralised system.

C hapter 7 : R obu stn ess analysis

In this chapter, fi- and i/-analyses are applied to both the centralised system and the par­

titioned system in order to explore the robust stability in the face of parameter uncertainty 

and varying flight dynamics. When applied to the centralised system, the results of the ii- 

analysis, I'-gap analysis and the nonlinear simulation results give reasonably consistent results. 

Although the partitioning appears to be successful when considering the performance of the 

nonlinear simulation, when a /i-analysis is carried out it becomes clear that the system has lost 

the robustness properties associated with the centralised system. An important feature of the 

partitioning method is the ease with which the subcontrollers may be redesigned. Once the 

engine subcontroller structure is modified, the final partitioned system is shown to preserve 

both the time domain performance and the robust stability characteristics of the centralised 

system.

C hapter 8 : L im iting o f safety-critica l engine variables

The technique used to ensure the internal engine variables remain within safe limits is pre­

sented. The specifications comprise of maximum or minimum limits for 10 internal engine 

variables, which ensure safe operation of the engine. The technique presented is based on the 

theory that there are many combinations of engine actuator positions that will result in, for 

example, the same internal engine temperatures. If an internal engine variable approaches a 

limit, the actuator positions just prior to the limit being violated are noted. If the engine 

variable continues towards its limit, the noted actuator positions serve as temporary, artificial
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position limits. This approach enables variations within the engine, for example due to man­

ufacturing tolerances or engine wear, to be accounted for on-line. The nonlinear simulation 

results of this approach implemented on the partitioned system are presented, and it is shown 

to be effective.

C hapter 9 : C onclusions and further work

The main conclusions of this thesis are stated. Some suggestions of further work in order to 

improve on the current designs and to increase the flight envelope are presented.
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Integrated Flight and Propulsion Control

This chapter will motivate the Integrated Flight and Propulsion Control (IFPC) approach used. 

§ 2 .1  will consider why recent actuator advances have resulted in the need for an integrated flight 

and propulsion control approach, while § 2 . 2  will compare the advantages and disadvantages 

of a centralised approach with decentralised approaches. § 2.3 provides a summary of this 

chapter.

2.1  A p p r o a c h e s  to  In te g r a te d  F lig h t an d  P r o p u ls io n  C o n tr o l

Chapter 1 introduced some of the advances in actuator technology that have resulted in an 

increase in the generation of forces and moments by the propulsion system used to directly affect 

the airframe. In this particular study, both thrust vectoring nozzles and reaction control system 

jets are used. These may be used in order to achieve significant performance gains by increasing 

the manoeuvrability and the flight envelope of the aircraft. However, they will also result in 

greatly increased interactions between the airframe and engine that will need to be considered 

during the design stage. This will be particularly important at low speeds where the effects 

of the propulsion system generated forces and moments will be most significant. Therefore, 

if the benefits are to be realised, a different approach to control design will be necessary. 

It has traditionally been possible to design the airframe and engine controllers separately, 

with the resulting independent subcontrollers implemented together for the first time on the 

aircraft itself. It is the pilot that effectively integrates the independent systems by judging, 

for example, what change in thrust will be necessary in order to facilitate a desired change in 

flight path angle. Engine design specifications and performance requirements have traditionally 

been driven by the vehicles in which they were to be installed, as an engine’s thrust-to-weight 

ratio and airflow requirements are major factors which affect an aircraft’s configuration [60]. In 

addition, vehicle configurations and mission capabilities have been affected by the propulsion 

system’s achievable performance. Any interactions that did occur between the airframe and
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engine subsystems, such as the effects of altitude on intake flow, were treated as disturbances to 

be rejected. Independent optimisation of each control system is therefore usually compromised 

by worst case assumption of the other systems, which may be rather conservative and limiting 

in terms of achievable performance [53]. This has. however, been a valid approach, as the 

interactions between the two have not been significant enough to warrant further effort. This is 

true even for the traditional Harrier, in which propulsion system generated forces and moments 

are applied through the use of thrust vectoring, as the thrust vectoring acts close to the centre 

of gravity. Although the configuration results in a high pilot workload, it is still possible for the 

aircraft to be flown without stability augmentation provided it is kept within limited conditions 

[6 8 ]. There are two main routes that may be taken in order to address the issue of increased 

coupling between the airframe and engine: the use of either a centralised or a decentralised 

design approach. Details of the two methods are considered in the next section.

2 .2  C e n tr a lise d  vs D e c e n tr a lis e d  a p p ro a ch es  to  I F P C  d e s ig n

The first approach we shall examine is the design of a centralised controller that considers the 

overall integrated system as the design plant, as shown in Figure 2.1 [29]. The centralised 

design plant consists of the airframe, engine and all interactions between the two. This is 

expected to yield an optimal solution in that it will include all of the interactions within the 

systems which would therefore be accounted for in the centralised design. This controller may 

be considered to be ‘optimal', in the sense of revealing the limits of performance for the overall 

system. One of the arguments against a centralised approach is that aerodynamic and engine 

control requirements are fundamentally different and that it is therefore difficult to capture all 

the design requirements, for example, in a single Hoc cost function. Therefore, a major issue in 

the centralised design approach is the choice of design method. Not only should the synthesis 

technique allow a formulation of centralised control design criteria that adequately reflects the 

performance specifications of the total system - the airframe integrated with the propulsion 

system - but it should result in controllers of reasonable order with guaranteed performance 

and robustness characteristics. Robustness is of special importance because there are many 

modelling uncertainties and errors associated with the design plant due to neglected/unknown 

dynamics, nonlinearities, parameter uncertainties and actuator rate and position limits. This 

problem is largely overcome by the use of an Hoc loop shaping design methodology. This tech­

nique has been successfully applied to industrial aerodynamic and aeroengine control problems. 

However, this will result in a centralised controller of very high order, which may contain un­

realistic feedback paths and be complex to implement. Complex centralised controllers are 

difficult to certify for flight-clearance as they inherently suffer from a lack of transparency with
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regard to subsystem functionality. In addition, the actual airframe and engine are still to be 

produced by manufacturers working independently of one another, each of which will be re­

sponsible for their respective part. It is therefore essential that the engine manufacturer has 

an engine controller with which to carry out the necessary extensive testing and validation in 

order to ensure adequate performance and integrity of the propulsion system in the presence 

of operational and safety limits.

Systems
G(s)

Compensator
K ( s )

Figure 2 .1 : Centralised IFPC system.

An alternative approach to IFPC system design is a decentralised approach whereby the in­

tegrated plant is partitioned into loosely interconnected subsystems where each subsystem is 

driven by the outputs of the other subsystems [21]. Significant effort is required for this, as it 

may be a non-trivial task which includes modal, controllability, observability and steady-state 

gain analyses in order to obtain the measures necessary to group the system variables. Low or­

der controllers can then be designed for each of the subsystems by specialists in that particular 

area. This will result in a clear overall structure with easy to implement subcontrollers. This 

decentralised structure was considered to be important in the case of ship control, in order 

to increase the chances of the approach being accepted quickly and to reduce difficulties with 

training and commissioning procedures [36]. The structure of decentralised control generally 

consists of a high level controller that generates specifications that the (low level) subsystems 

must meet in order to guarantee the overall system performance requirements are met. In 

other words, the command flow is downward, from the most general level, which addresses 

overall mission goals and requirements, to the most specific level of actuator commands to the 

implementation of those commands. Figure 2.2 shows this structure, whereby the compen­

sator K m(s) is the mission level compensator that addresses only the control of the airframe 

outputs. K(s)  is a subsystem level compensator (or group of compensators) that addresses 

simultaneously the control of the engine outputs and the generation of interface variables that 

are those outputs of the subsystems which are treated as inputs or controls in the mission level 

problem. Having such a structure allows mission level and subsystem level problems to be ad­

dressed separately. Figure 2.3 shows how the mission level problem can be identified. Its goal 

is to design a compensator and a set of required closed-loop equivalent actuator characteristics 

such that mission level goals are met. These actuator characteristics can simply be assumed
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achievable performance of the subsystems, or they may be required filters for loop shaping to 

achieve robustness.

PlantCompensator

K m( s)

Compensator
K{ s)

Subsystems 
E( s)

Figure 2.2: Hierarchical IFPC system.

Plant
P(s)

Compensator 
K m ( S)

Equivalent
actuators

Q{ s)

Figure 2.3: Mission level problem.

One approach to the higher level controller design is to exploit the fact that there may be 

several combinations of actuator positions that will produce the same overall effect on the 

airframe, and that at each flight condition there may be a most efficient combination of actuator 

positions that will produce the desired change in aircraft orientation [73]. This would result in a 

control selector that has knowledge of how effective each actuator is at producing, for example, 

pitch moments as a function of flight condition and thrust level. With this information, the 

control selector could use a combination of all effectors to achieve the aircraft’s commanded 

movement, as no distinction is made between propulsive and airframe effectors. This structure 

is of particular use in the case of actuator saturation and actuator failure, as the control selector 

will simply redistribute the control across the remaining actuators.

In other words, the high-level requirements may be achieved in terms of generalised actuators 

[21, 61, 62, 48]. The high level regulator generates inputs in terms of generalised control 

commands (Figures 2.2 and 2.3). These generalised control commands are then translated to 

commands to individual effectors via the control selector. This method is achieved in several 

stages. A high level controller is designed that produces desired plant inputs. The controllers 

for each of the subsystems must then be designed in order to achieve these required actuator 

changes to ensure the demand is met. Initially, the subsystems are formulated as generalised 

controls, so allowing the high level and the low level designs to be considered separately. This 

allows the initial design of the high level controller. The generalised actuators may be the 

assumed achievable performance of the subsystems. There is one generalised control for each 

degree-of-freedom of, for example, a rigid body aircraft. The control requirements are then
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mapped into specifications for the subsystems. These specifications should allow independent 

designs of the subsystem controllers, guarantee mission level performance and be in a form 

the subsystem designers can use. These subsystem specifications come in four main parts. 

The first is a definition of the nominal input-output characteristic for each subsystem. The 

second is a tolerance band within which the subsystem controllers must match the nominal. 

This is derived by determining the allowable level of uncertainty from stability/performance 

robustness measures in the mission level design. This analysis of the mission level design 

provides an upper bound on the magnitude of uncertainties as a function of frequency. In the 

case of [61, 48]. it is assumed that the tolerances are based on uncertainties at the input. This 

means that all uncertainties are assumed to occur in the subsystems (‘equivalent actuators'). 

This uncertainty bound may then be approximated by a (low order) transfer function matrix 

to produce a full matrix of fictitious uncertainties, an upper bound for the norm of which 

is the stability robustness measure. Hence this is a candidate matrix for representing model 

uncertainties. Even though this representation may not reflect the actual uncertainties present, 

it does provide an acceptable bound around the desired nominal characteristics. The third is a 

bound or constraint that must be satisfied in order to accommodate coupling that exists among 

the subsystems. The fourth is a definition of the maximum ranges and rates for each subsystem 

response. This last requirement is determined by the large amplitude response characteristics 

of the subsystems. For good performance, the subsystem response must match the nominal 

closely. Once the performance specifications for the subsystem are set, the engine compensator 

can be designed. If the subcontroller design cannot meet the performance specifications, then 

the specifications need to be relaxed. This would require a redesign of the high level regulator, 

the generation of a new set of subsystem specifications, and the redesign of the propulsion 

control. This can create a time consuming, highly iterative process. After evaluating the 

performance of the engine subsystem controller design, the entire integrated system model 

response with separate subcontrollers is evaluated. The performance of the integrated system 

is also compared to that of the separate individual subsystems. The majority of the work to 

be done using this approach comes with producing specifications for the subsystems to ensure 

performance, stability and robustness. One of the main drawbacks associated with this method 

is the fact that the interconnections between the subsystems are not easily accounted for, so 

the specification of loosely coupled subsystems is crucial. If this is not done properly, this 

approach is unlikely to produce acceptable results.

An alternative decentralised approach is the direct decentralised method [15]. When no par­

ticular structure is imposed on the controller, the resulting centralised design may produce a 

relatively complicated controller which is difficult to implement and validate. Applying the
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direct decentralised method, the controller has an upper triangular structure imposed on it, in 

order to allow for the separate validation of the engine controller. Therefore, the propulsion 

controls are generated based only on the engine measured variables, while the flight controls are 

based on both engine and airframe measurements. This structure is contrary to the general de­

centralised approach, whereby the airframe controller generates demands for both the airframe 

and engine subsystems, in order to efficiently use the control power from both the airframe 

and engine to achieve the required airframe change. This structure is chosen to represent a 

well-separated propulsion system which may be analysed and tested separately. One of the 

drawbacks of designing a centralised controller then partitioning it is the trade that must be 

made between performance matching and complexity. It is this trade the direct decentralised 

approach is attempting to avoid. The approach of [15] is based on the connection between 

Hoc optimal control and algebraic Riccati-like equations that result from the selected control 

structure, in order to satisfy the decentralised structure. The controller structure is first fixed 

to obtain the required closed-loop system states description. The Riccati-like equations are 

then solved by iterations. While this iteration scheme worked well for small-size problems, 

typically 4 or 5 state systems, for larger problems the procedure can consume a significant 

amount of computer time. The structure of the method is shown in Figure 2.4.

aa

ee

ae

Figure 2.4: Direct decentralised scheme

One of the drawbacks of this method is that it is specific to the particular flight condition at 

which it is designed. In the given example, no airframe actuators are included to enable any 

control to be achieved in the higher speed region of the flight envelope. The airframe control 

is achieved purely through the use of the propulsion system actuators. The linear simulation 

responses of the decentralised controller are compared with a centralised controller, whereby 

the centralised controller works quite well and the decentralised controller results in degraded 

performance.

Both the centralised and decentralised approaches have individual strong points, but each has
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significant drawbacks. A combination of the two approaches that exploits the best aspects of 

each while avoiding the problems associated with each may provide a favourable solution [27]. 

The decentralised method has the advantages of resulting in lower order, easy to implement 

subcontrollers which can easily be redesigned as long as they remain within certain specifi­

cations. while maintaining a hierarchical structure. Furthermore, it will provide a separate 

engine subcontroller, so enabling the engine manufacturer to carry out the required validation 

and testing to ensure safe operation. The centralised method on the other hand has the ad­

vantage of accounting for the interactions that occur within the subsystems of the full plant 

at the design stage. An ideal approach would be to design a centralised controller which may 

be partitioned in such a way that results in separate subcontrollers with the interactions be­

tween the subsystems accounted for. Previous work done using this approach can be found in 

[8 . 9. 10]. Details of partitioning the centralised controller are given in Chapter 6 .

2.3  S u m m a ry

This chapter has introduced the two main approaches to IFPC system design: centralised 

and decentralised. It has been argued that the centralised approach will result in a design 

that has considered all of the interactions between the subsystems. However, this would be 

complex to implement, difficult to certify for flight clearance and it would not provide the 

engine subcontroller that the engine manufacturer would need in order to ensure the safety of 

the engine prior to it being fitted in the airframe. The decentralised approach has been shown 

to result in easy to implement sub controllers with a reasonably transparent structure. This 

would allow experts in the significantly different fields of airframe and engine control to design 

the individual subcontrollers. However, partitioning the centralised plant into subsystems may 

be complex and time consuming, and the assumption that the subsystems are only loosely 

coupled may not be valid. It is concluded that a combination of the two approaches would 

enable the good points of each to be captured while avoiding the negative aspects of each.



Chapter 3

The Spey-W EM  V /ST O L  aircraft concept and m odel

This chapter will introduce the DERA Spey-WEM nonlinear simulation model. § 3.1 serves to 

indicate the physical location of the actuators on the standard Harrier, and introduces some 

of the airframe measurements used. § 3.2 will give a brief overview of the modelling of the 

subsystems, including that of the airframe, engine, reaction control system, intake drag and 

thrust, and how these subsystems are integrated together, and of how the actuators have been 

modelled. Finally. § 3.3 provides a summary of this chapter.

3 .1  C o n v e n tio n a l H arrier  co n fig u ra tio n

Figure 3.1 [74] shows the top. side and front views of the standard Harrier with the positions 

of the airframe control surfaces, thrust vectoring nozzles and the reaction control system ac­

tuators indicated. Although the airframe model used in this work is based on the Harrier, the 

experimental configuration of the aircraft featured in this thesis is not exactly the same as that 

of the standard Harrier. One of the most important differences in actuator positions is the 

movement of the front pair of nozzles forward and down.

Figure 3.2 shows how the airframe variables are measured, where:

u x body axis velocity VD vertical speed

V y body axis velocity VH horizontal ground speed

w z body axis velocity V T velocity along flight path

a angle of attack X total x body axis force

7 flight path angle Z total z body axis force

e pitch angle
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Figure 3.1: Actuator positions on a standard Harrier.

3.2  S p ey -W E M  m o d el d e ta ils

The aircraft simulation model used in this study has been developed at DERA Bedford in 

order to investigate the problems and opportunities associated with the integration of flight 

and propulsion control systems for V/STOL aircraft. The DERA Bedford IFPCS model pro­

vides a high fidelity dynamic representation of the airframe/engine interactions encountered 

in real STOVL flight configurations, whilst not specifically simulating any single aircraft. It 

thus provides an excellent platform for evaluating different approaches to integrated control 

system design, both in synthesis and analysis. Due to the degree of modelling detail and the
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Figure 3.2: Airframe measurements.

number of control variables included in both the airframe and propulsion system simulations, 

the overall IFPCS simulation model can properly be considered as a large scale interconnected 

system. It thus also provides an ideal platform for the development of sophisticated (and 

quite general) system engineering approaches, which can be used to quickly assess a proposed 

system’s performance capabilities and deficiencies, by analysis of controllability, observability, 

system dynamics, disturbances, interactions and sensor noise effects. The model offers a six 

degree-of-freedom nonlinear simulation over a flight envelope from -20 knots to 250 knots. Lin­

earised models for controller design purposes can be generated over the full flight envelope. The 

following subsections will describe the airframe model, the engine model and the integration 

between the two. The full six degree-of-freedom modelling is very detailed, including details of 

how conditions differ according to altitude.

3.2.1 Harrier based airframe

The airframe model used is based on the nonlinear DERA Bedford Harrier T.Mk4 wide envelope 

model (WEM). This model has been used extensively in the vectored thrust aircraft advanced 

flight control (VAAC) Harrier research programme [58, 9, 10, 69, 6 8 ] and has been established 

through flight trials as being representative of the real aircraft [44]. Atmospheric data is varied 

according to altitude. The airframe model control surfaces are the elevator, aileron, rudder 

and flap.
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3.2.2 Spey engine

In order to fully explore the possibilities for advanced engine control under an IFPCS frame­

work. the original Pegasus engine previously included in the WEM has been replaced with a 

high fidelity thermodynamic model of the Rolls-Royce Spey Mk 202 engine. This has the same 

basic architecture, for the purposes of control, as the EJ200, the powerplant for Eurofighter 

[18]. Again, this model has been verified through tests as being an accurate representation 

of the real engine [59. 63, 2]. As shown in Figure 3.3, both the compressor and the turbine 

are split into low-pressure and high-pressure stages, and are connected by concentric shafts 

which rotate at different speeds. Each combination of compressor, shaft and turbine is called 

a spool. The Spey has a by-pass ratio of only 0.6, compared to ratios as high as 4.8 for current 

commercial engines such as the Rolls-Royce Trent. The thermodynamic model of the Spey 

allows the control law designer full access to engine parameters such as inlet guide vane angle, 

fuel flow rate and exit nozzle area. The inlet guide vane angle is used to match airflow to the 

fan characteristic, as the inlet guide vanes direct the flow to suit the first-stage rotor. The 

exit nozzle area may be used to optimise the engine cycle over a range of flight conditions 

with regard to thrust, specific fuel consumption and engine life, assisting in the reduction of 

life-cycle costs. The engine thrust is vectored through four nozzles similar to the standard 

Harrier. The effect of front/rear thrust split on engine performance is assumed to be negligi­

ble. The Pegasus engine provides up to 9kgs- 1  of compressed air for the pitch, roll and yaw 

reaction control system at negative, zero and ‘sub-aerodynamic: forward speeds of the aircraft

[3]. This represents about 5% of the engine throughput of 200kgs_1, or about 11% of the 

hot-core throughput. Total thrust and high pressure bleed flow to the reaction control system 

(RCS) is scaled to match Pegasus performance and no duct losses are modelled in the rotating 

nozzles. The engine model actuators are main fuel flow, exit nozzle area and inlet guide vane 

angle. The engine model has a total of 10 inputs and 15 states and produces 38 outputs. Two 

of the engine model outputs (high pressure compressor exit temperature and the square root 

of the temperature at the combustor exit) are inputs to the reaction control system model, one 

engine model output (total thrust) is an input to the thrust subsystem and one engine model 

output (intake mass flow rate) is an input to the intake drag model.

3.2.3 R eaction  control system

The reaction control system (RCS) is modelled as a separate subsystem, having a total of 16 

inputs, including the pitch, roll and yaw reaction control system actuator positions, the average 

nozzle angle, and engine model outputs high pressure compressor exit pressure and the square 

root of the high pressure compressor outlet temperature. One of the RCS model outputs (air
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Figure 3.3: Schematic of the Spey engine.

mass flow rate) is fed back as an input to the engine (high pressure bleed flow, in kgs-1 , scaled 

by - 1  to give the fraction of bleed lost overboard from exit of high pressure compressor).

3.2.4 Intake drag

The intake drag model inputs include the intake mass flow rate (an engine output), scaled to 

that of a Pegasus, along with V T  and a. The prime requirement of the intake is to minimise 

the pressure loss up to the compressor face while ensuring that the flow enters the compressor 

with a uniform pressure and velocity, at all flight conditions. Non-uniform or distorted flow 

may cause compressor surge which can result either in engine flame out or severe mechanical 

damage due to blade vibration induced by unsteady aerodynamic effects.

3.2.5 Thrust

Thrust vectoring is also modelled as a separate subsystem. This has the gross thrust output 

from the engine as an input, along with the front and rear nozzle pair angles and the thrust split. 

To increase design difficulty, the front pairs of nozzles has been moved forward and downward 

to displace the centre of thrust from the centre of gravity, which introduces thrust/pitching
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moment interactions. The thrust from the front and rear nozzle pairs can also be modulated 

and vectored independently.

3.2.6 A ctuators

Representative nonlinear actuation systems including both rate and position limits have been 

placed on all control motivators. The airframe control surfaces, elevator, rudder and aileron, 

and the reaction control system actuators are each modelled as second order systems with both 

rate and position limits. The main fuel flow, exit nozzle area, inlet guide vane angle and the 

thrust split between the front and rear nozzles are each modelled as first order systems, with 

position limits and variable rate limits. The front nozzle pair and rear nozzle pair are each 

modelled as fourth order systems. In addition to the rate and magnitude limits, the nozzle pairs 

are also modelled with 6 ° of backlash which can significantly affect the system performance. 

The effects of backlash can be seen in Figure 3.4, which shows the result of passing a sine wave 

of amplitude 2  through backlash with a deadband width of 1 with an initial output of 0 .
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Figure 3.4: Input to backlash (—) and output from backlash (- -).

Additional details of the engine actuators are given in Table 3.1 and of the remaining actuators 

in Table 3.2.
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ACTUATOR

position limit 

(lower)

position limit 

(upper)

main fuel flow servo 

exit nozzle servo 

inlet guide vane servo

0  kgs- 1  

0.1602 sine petal angle 

-5°

1 .2  kgs- 1  

0.8307 sine petal angle 

35°

Table 3.1: Engine actuator modelling details

ACTUATOR

natural 

frequency 

u) (rads-1 )

damping

factor

c

rate

limit

(lower)

rate

limit

(upper)

position

limit

(lower)

position

limit

(upper)

elevator servo 31.6 0.87 i<*>oOlO 60°s-1 -15° 15°

pitch reaction control servo 31.6 0.87 -60°s-1 60°s-1 -15° 15°

thrust vectoring nozzle servo 11.9 0.96 -90°s-1 90°s-1 -5° 1 2 0 °

thrust vectoring nozzle 

air motor 0.5 0.47 -90°s-1 90°s-1 -5° 1 2 0 °

Table 3.2: Actuator modelling details

3 .3  S u m m a r y

The Spey-WEM nonlinear simulation model provided by DERA Bedford has been introduced 

in this chapter. It provides a detailed, large scale, interconnected model of the VAAC Harrier 

wide envelope model airframe and the Rolls-Royce Spey engine, including the interactions 

between the subsystems. Modelling details of the reaction control system, thrust and intake 

drag subsystems have also been presented, and the interactions between subsystems have been 

discussed. Details of the actuator modelling have been introduced, where it has been shown 

that all of the actuators have both rate and position limits, and that the front and rear thrust 

vectoring nozzle pairs also have significant backlash associated with them.
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M athem atical background

This chapter aims to provide an overview of the main mathematical approaches applied in this 

thesis. § 4.1 introduces the 1-Loo loop shaping design procedure, both in terms of augmenting 

the open-loop plant with weighting matrices in order to achieve closed-loop performance, and 

in terms of the robust stabilisation routine. § 4.2 introduces / i-analysis, which is used to detect 

the onset of instability due to uncertainties within a system. § 4.3 presents the ^-analysis 

approach, which is used to determine how close two plant are in terms of their closed-loop 

behaviour, and so determine if a controller will guarantee stability for both plants. Finally, 

§ 4.4 gives a summary of this chapter, and of how these methods will be useful.

4 .1  1 -L oo lo o p  sh a p in g  co n tro ller  d es ig n

The 1-Loo loop shaping design procedure is well documented, and was first introduced by Mc- 

Farlane and Glover [50]. The plant used for the controller design is first scaled at the input 

and the output. The plant input scaling is necessary in order to reflect the relative actuator 

capabilities. The plant output scaling is used to specify the coupling requirements. If one unit 

of cross coupling is equally undesirable in each output, the identity matrix should be used. The 

design method is essentially a two stage process, details of which are now presented.

4.1.1 O pen-loop  shaping

The scaled open-loop plant is augmented with (generally diagonal) weighting matrices. The 

choice of these follows classical notions of loop shaping, whereby the singular values of the 

open-loop scaled plant are shaped in order to achieve the closed-loop requirements of nominal 

performance with good robustness, or good disturbance and noise rejection properties. In order 

to achieve these requirements, the open-loop plant should be shaped such that it has a high 

gain at low frequencies, a low gain at high frequencies and a moderate roll-off rate in gain at 

the desired bandwidths (generally about -20dB/decade).
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The weighting matrix VTi(s) is chosen to add integral action and ensure reasonable roll-off 

rates for the open-loop singular values around the desired crossover frequencies. The constant 

(non-dynamic) weighting matrix k is used to adjust control actuation requirements to respect 

the various actuator rate and magnitude limits. The constant matrix W2 is used to prioritise 

outputs. The second stage of the T-ic0 loop shaping design method involves the use of 0 op­

timisation to compute a controller block K <*, which robustly stabilises the shaped plant, Ps, 

against a particular type of uncertainty description, based on stable perturbations to each of 

the factors in a coprime factorisation of the plant. The order of the resulting controller K ^  is 

equal to the order of the weighted plant. Some trade-off is generally required between the per­

formance and robustness requirements. The way in which the weighting functions are absorbed 

into the final controller K  is shown in Figure 4.1.

00

00

Figure 4.1: 'H00 loop shaping design procedure.

4.1.2 R obust stabilisation

The resulting shaped plant is robustly stabilised with respect to coprime factor uncertainty 

using Hoc optimisation. Modelling the uncertain plant as a normalised coprime factorisation 

has the advantage of not requiring the perturbed plant to have the same number of unstable 

poles as for the nominal plant. In addition, all of the components (factors and perturbations)
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are stable, even if the plant is unstable.

The normalised left coprime factorisation of the plant is given by

P  =  M ~ lN

where

MM*  + N N * = I  

The family of perturbed plants is given by:

P A =  { ( M  +  A m ) - 1 ( N  +  A.v) : il [A.v.A,m] IU  <  e}

as shown in Figure 4.2, where e is the stability margin which is to be maximised. The problem is 

to find the largest class of perturbed systems that may be stabilised by a single fixed controller, 

i.e. maximise e.

u o - 1

p A

Figure 4.2: Perturbed coprime factorisation.

The stability property is robust if and only if the nominal feedback system is stable and

7  : =

■where 7  is the K 00 norm from ^  to

K ( I  - P K ) ~ l M ~ l

I

1< -  
e

and (I — P K )  is the sensitivity function for

this positive feedback arrangement. One advantage of this approach is that no 7  iteration is 

required: the lowest achievable value of 7  and the corresponding maximum stability margin e 

are given explicitly as

I m i n  — t-m a x (  ̂ , iV]
H

= (1 + p { X Z ) ) i
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where Z and X are the unique positive definite solutions to the following algebraic Riccati 

equations

(.4 -  B S ~ lDTC)Z  +  Z{A -  B S ~ lD TC)T -  Z C TR ~ lC Z  +  B S ~ 1B T = 0 

{A -  B S ~ lDTC)TX  +  X ( A  -  B S ~ 1D t C) -  X B S ~ l B TX  +  CTR ~ l C = 0

where

R = I  + DD t  

S = I + Dt D

The controller is then given by

A + B F  + 7  2{LT)~l Z C T {C +  DF) 12{Lt )~1Z C t

B t X - d t

where

F  =  - S ' 1 (Dt C + B TX)  

L = ( 1  - 7 2)I + X Z  

which guarantees

K ( I  -  P K  )~lM ~ l

I

for a value of 7  < 7 m jn . This has the advantage of avoiding the 7  iteration generally associated 

with RLoq control.

If the resulting value of 7  is small (ideally < 4), this indicates that the chosen loop shapes 

are compatible with the design robustness requirements. This also indicates that the shaped 

open-loop is not changed much by the inclusion of K 00 in the open-loop transfer function, as 

the degradation is limited to frequencies where the specified loop shape is sufficiently large or 

sufficiently small to be insignificant. A value of 7  =  4 corresponds to the plant being robust 

to a 25% variation in coprime factor uncertainty.

A particular implementation structure, for T-L00 loop shaping controllers is shown in Figure 4.3 

[44]. The constant prefilter K oc{t))W2 is formed to ensure zero steady state tracking error, 

assuming integral action in W\.  This configuration is preferred, as it is not prone to producing 

overshoot to step responses, as the references do not directly excite the dynamics of iTx,. Note 

that K 00 has been designed in the frequency domain for robustness objectives rather than 

time-domain performance.

4 .2  R o b u s tn e ss  a n a ly s is  u s in g  th e  s tr u c tu r e d  s in g u la r  v a lu e , p

The structured singular value is a matrix function denoted by p. Its use relies strongly on the 

class of general linear feedback loops called linear fractional transformations (LFTs) [55]. It is
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Figure 4.3: 'Hoc 1°°P shaping implementation structure - centralised IFPC system.

through the use of LFTs that any interconnected system can be rearranged to fit the general 

framework shown in Figure 4.4, which in turn may be rearranged as shown in Figure 4.5.

w

Figure 4.4: General control configuration.

Figure 4.5: Standard block diagram for ji-analysis.

Consider the loop shown in Figure 4.5. This represents the loop equations

u = Mv  

v = A u.

As long as I  — M A is nonsingular, the only solutions u, v to the loop equations are u = v — 0

[4]. However, if I  — M A is singular, then there are infinitely many solutions, and the norms 

|M |, ||u|| of the solutions can be arbitrarily large. This constant matrix feedback system will 

be described as ‘unstable’. Likewise, the term ‘stable’ will describe the situation when the only 

solutions are identically zero. In this context then, we will be looking for a measure of the 

smallest structured A that causes ‘instability’ of the constant matrix feedback loop shown in 

Figure 4.5, assuming stability in the first place.
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The structured singular value is a function which provides a generalisation of the singular 

value, a. and the spectral radius, p [78, 70], p can be used to get necessary and sufficient 

conditions for robust stability. In the definition of p, there is an underlying structure A (a 

prescribed set of block diagonal matrices), on which everything depends. This structure may be 

defined differently for each problem depending on the uncertainty and performance objectives 

of the problem. Defining the structure involves specifying three things: the total number of 

blocks, the type of each block, and their dimensions. The problem shall be examined with A 

structurally restricted. In particular, the block diagonal matrix A will be considered, with two 

types of blocks: repeated scalar and full blocks. Let S  and F  represent the number of repeated 

scalar blocks and the number of full blocks respectively. To bookkeep their dimensions, the 

positive integers r \ , . . . ,  m \ , . . . ,  mp  are introduced. The ith repeated scalar block is rt xr , .

while the j th full block is m 3 x mj.  With those integers given, A  C Cnxn is defined as

A  -  {diag[6l I r i , . . . . 6 sIrs- A 1 ; . . . , A F] : <5, G C, A;

For consistency among all the dimensions, we must have

S F

' £ j r i + ' £ j m,  = n .
1=1 j  = 1

Often, norm-bounded subsets of A  are needed, so the following notation is introduced:

B A  = {A G A  : <j(A) < 1}

To keep the notation as simple as possible in the first equation, all of the repeated scalar blocks 

are placed first; in actuality, they can come in any order. Also, the full blocks do not have to 

be square, but restricting them as such saves a great deal in terms of notation.

The definition of the structured singular value shall be motivated by asking the following 

question: Given a matrix M  G CpX9, what is the smallest perturbation matrix A G A  in the 

sense of cr( A) such that

det(7 M A )  =  0 ?

The principle is thus to detect the crossing of one of the closed-loop poles through the imaginary 

axis. That is, we are interested in finding

kmin '■= inf{a(A) : det(7 — MA) = 0, A G A}.

It is easy to see that

kmin = inf{km : det(J -  kmM A )  =  0, A G B A }  = ----------- -—
maxA<EBA p{MA)

1 / kmin is called the structured singular value and it is denoted by p(M).
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D efin ition  4.1 For M  E Cnxn, p{M) is defined as

^   ̂ min{<r(A) : A E A, det(I — MA) = 0}

unless no A E A makes I  — M A singular, in which case p{M) := 0.

Clearly, p{M)  depends not only on M but also on the allowed structure for A. This is sometimes 

shown explicitly by using the notation p&(M). A value of /a = 1 means that there exists a 

perturbation with cf(A) = 1 which is just large enough to make I  — M A singular. A larger

value of p is ‘bad' as it means that a smaller perturbation makes I  — MA singular, whereas

a smaller value of p is ‘good'. The computation of the exact value of p has been shown to be 

NP hard (it may not be computable in a polynomial time), and so in practice it is not possible 

to compute the exact value of p, except for very low order systems.

Several reasons exist for handling p rather than its inverse, l /p (M ) ,  the multiloop stability 

margin [22, 55]. As a first point, the structured singular value p{M)  can not take an infinite 

value, since the nominal closed-loop is asymptotically stable, whereas the multiloop stability 

margin may be infinite (if no structured model perturbation exists, which destabilises the 

closed-loop). Furthermore, the structured singular value can be considered as an extension of 

classical algebraic notions, namely the spectral radius and the maximal singular value.

The most well-known use of /x as a robustness analysis tool is in the frequency domain. Suppose 

G(s) is a stable, real rational, multi-input, multi-output transfer function of a linear system. 

For clarity, assume G has q\ inputs and p\ outputs. Let A  be a block structure and assume that 

the dimensions are such that A C C91 xpi. Feedback perturbations to G that are themselves 

dynamical systems with the block diagonal structure of the set A  will be considered.

Let A4(A) denote the set of all block diagonal and stable rational transfer functions that have 

block structures such as A.

M { A) := {A(-) € TLUoo : A(s0) G A for all s0 G C+}

where C+ denotes the closed right-half plane.

T heorem  4.1 Let (3 > 0. The loop shown in Figure Ĵ .6 is well-posed and internally stable for 

all A(-) E Af(A) with HAHoo < ^ if and only if

sup p^{G{juj)) < [3.

Hence, the peak value on the p plot of frequency response determines the size of perturbations 

that the loop is robustly stable against.
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w  2
G ( s )

Figure 4.6: Determining loop stability.

It is this use of p-analysis that is going to be of benefit in the design of IFPC controllers across 

the flight envelope. It is not expected that a single controller will be capable of delivering the 

required performance over all of the flight envelope, and that some form of scheduling/switching 

will be required, /z-analysis may be used to determine at which points the nominal controller 

will no longer guarantee stability. This will enable the designer to ensure stability across the 

flight envelope while scheduling/switching between a minimum number of controllers.

4 .3  R o b u stn e ss  a n a ly s is  u sin g  th e  z'-gap m e tr ic

Frequently applied open-loop methods used to quantify the differences between two plants 

may produce highly inaccurate results for closed-loop behaviour. An often cited example is the 

comparison of the following plants:

=  ?  P2(s) =  7 + o T

The closed-loop complementary sensitivity functions corresponding to P\ and P2 with unit 

feedback are relatively close and their difference is

IIPi^ +  P i ) - 1 - P 2( /  +  f 2 ) ' 1Hoc =0.0909, 

but the difference between Pi and P2 is

\\Pi ~ P2W00 = 00

This shows that the closed-loop behavior of two systems can be very close even though the 

norm of the difference between the two open-loop systems can be arbitrarily large.

The shortfall of the gap metric, as introduced by [82], is that is not easily related to the 

frequency response of the system [83]. On the other hand, the z'-gap metric introduced by 

Vinnicombe [76], has a clear frequency domain interpolation and can, in general, be computed 

from frequency responses.

First, a generalised stability margin is defined as:

B p , K  :=
P

I

( I - K P ) - 1 - K  I



4.3. Robustness analysis using the v-gap metric 67

This stability margin is that found with the "Hoo loop shaping design procedure ( =  e =  7 ” 1).

The i'-gap metric can be used as an alternative method for quantifying both stability and perfor­

mance robustness, particularly for controllers designed using the T-L̂  loop shaping methodology. 

Given any two plants with normalised right and left coprime factorisations, P\ =  N \ M f l = 

M ~ lN Y and P2 = =  M f lN 2 , then the z/-gap metric is defined follows:

D efin ition  4.2

6*(Pi ,P2.

^ ( P i ,  P 2 ) j | o c ,  if det Q{jw) /  OVw and 

wno det 0 (s) = 0 ,

1 otherwise

where 0 (s) := N\  -I- M 1 , ^ ( P \ ,P 2 ) := — iV2Mi + M2iVi and wno g(s) denotes the 

winding number of g(s) evaluated around the standard Nyquist contour.

In effect the z/-gap metric measures the ‘distance’ or ‘difference’ between two plants from a 

closed-loop, as opposed to open-loop perspective. The z'-gap metric can also be computed 

directly from the system transfer matrices without first finding the normalised coprime factori­

sations [77, 78].

T heo rem  4.2 The v-gap metric can be defined as 

Sv(Pl,P2) =  <

||^ (P i, P2 )||oc: if det(J -I- P2~Pi) ^  0  Vu and

wnodet(I  +  P2~Pi) +  rj{P\) -  r](P2) -  770^ 2 ) =  0, 

1 . otherwise

where \I/(Pi,P 2 ) can be written as

* (P i ,p 2) =  ( / + p 2 p2" ') '1/2(-pi - P 2 ) ( / + p r P i ) _1/2.

where rj(G) is the number of open right-half plane poles of G(s) and 770(G) is the number of 

imaginary axis poles of G(s).

This alternative formula is useful when doing a hand calculation or when computing from the 

frequency response of the plants since it is not necessary to compute the normalised coprime 

factorisations.

The following theorem states that robust stability can be checked using a frequency-by-frequency 

test.

T heorem  4.3 Suppose (Pq, K)  is stable and Sl/(Po,Pi) < 1 . Then (Pi ,K)  is stable if

bp0,K(u) > 'ip{P0{juj).'Pi(jw)), Vo;.
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where

and
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bp0,K{u) — CT
P( j u ) (I -  K  (jui) P ( j u ) ) ' 1 - K ( j u )  I

I

Moreover.

and

arcsin 6 p1>/c((xj) > arcsin 6 p0-p: (a;) — arcsinz/>(Po(ju;), Pi (jo;)), Vo;

arcsin B Pi k  > arcsinPp0,K — arcsin^(Pq, Pi).

The significance of the preceding theorem can be illustrated using Figure 4.7.

u

Figure 4.7: K  stabilises both Pq and P\ since bp0jx(u)  > ^(Pqj-Pl) f°r all UJ-

It is clear from the figure that 6u(Pq.P i ) > B p0,k - Thus a frequency-independent stability 

test cannot conclude that a stabilising controller K  for Pq will stabilise P\. However, the 

frequency-dependent test in the preceding theorem shows that K  stabilises both Pq and Pi 

since bp0jx{u)  > /ip(Po(jw), P\ {jw)) for all u.  Furthermore,

B PuK > inf sin(arcsin bp0,x(u)) — arcsin ^(P t^P i)) > 0 .

The following theorem is one of the main results on the i'-gap metric.
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T heorem  4.4 Let Po be a nominal plant and (5  <  a <  Bopt(Po).

(i) For a given controller K.

arcsin Bp_p > arcsin a  — arcsin (3

for all P  satisfying Sl/(Po,P) < /3 if and only if B p0,k  > &■

(ii) For a given plant P.

arcsin Bp  p > arcsin a — arcsin j3 

for all K  satisfying B p0 k > oc if and only if Su(Pq, P) < (3.

The preceding theorem shows that any plant at a distance less than [3 from the nominal will be 

stabilised by any controller stabilising the nominal with a stability margin of (3. Furthermore, 

any plant at a distance greater than (3 from the nominal will be destabilised by some controller 

that stabilises the nominal with a stability margin of at least (3.

Similarly, one can consider the system robust performance with simultaneous perturbations on 

the plant and controller.

T heorem  4.5 Suppose the feedback system with the pair (Pq.Kq) is stable. Then 

arcsin Bp^p > arcsin Bp0^ 0 — arcsin 6l/(Po,P) — arcsin ,K )

for any P  and K.

To summarise, the I'-gap metric is a natural dual to the generic performance measure Bp^c [14]. 

In fact, it is the least conservative measure of the difference between systems in the following 

feedback sense: Two systems are close in the I'-gap metric if any reasonably good (in terms of 

Bp,c) controller for one system exhibits similar closed-loop performance with the other. This 

approach may be used as an alternative to the //-analysis when assessing at which points in 

the flight envelope the nominal controller may no longer guarantee stability.

4.4 Summary

Ti0o loop shaping, //-analysis and i'-gap analysis have been introduced. '%Qo 1°°P shaping has 

been chosen as the design method for the centralised controller. This nominal controller will 

be designed using a plant model linearised at a chosen point in the flight envelope. It is known 

that there will be significant variations in this model, both due to velocity changes, whereby 

the forces and moments are generated differently, or due to parameter variations, whereby 

parameters such as weight and inertias will change. It is important to know the effects of these
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variations in order to determine where in the flight envelope stability may be guaranteed, and 

so at which points controller switching/scheduling may be required. These variations may be 

considered to be perturbations to the nominal model, allowing /i-analysis to be used to asses 

the robustness of the nominal system to these perturbations at different points in the flight 

envelope. The nominal Hoc 1°°P shaping controller will have a particular robustness margin 

associated with it. An alternative method of considering stability of the nominally designed 

controller at different points in the flight envelope is through the use of the i'-gap metric. If the 

difference in two linearised plant models at different points in the flight envelope, as measured 

by the i'-gap metric, remains below this stability margin over all frequency, then any controller 

that robustly stabilises one of the plants will also guarantee stability for the other plant.



Chapter 5

Design and piloted sim ulation of a centralised IFPC  system

This chapter will give details of the design of the centralised controller, the piloted simulation 

and the performance analysis of the system. § 5.1 will detail the system specifications as given 

by DERA. These include the pitch control law specification, the aircraft and engine limits 

and test procedures. § 5.2 gives details of the nominal 80 knot plant, and § 5.3 describes 

the multivariable nature of the plant. The centralised design used in the piloted simulation is 

introduced in § 5.4, along with a justification of the control structure. Details of the simulator 

are given in § 5.5, along with the results of the piloted simulation. § 5.6 gives details of the 

anti-windup strategy applied to the centralised system. § 5.7 presents the design of a pure 

thrust vectoring controller that does not use either the elevator or the pitch reaction control 

system. Finally, § 5.8 provides a summary of this chapter.

5 .1  IF P C  s y s te m  sp e c if ic a t io n s

The following specifications are those supplied by DERA [12]. The aircraft model is based on 

the VAAC Harrier with a Spey engine. The front nozzle positions are significantly different 

from those on the standard Harrier. In order to introduce thrust and thrust vector cross­

coupling into the pitch axis, the front pair of nozzles have been moved forward and down. 

Aircraft control will be achieved via:

• elevator

• reaction control valves (RCV).

Engine control will be obtained via:

• front and rear nozzle deflections

• front/rear thrust split
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• inlet guide vanes

• fuel flow

• nozzle exit area.

Note at this point that the control inputs have been separated into airframe and engine. The 

front and rear nozzle deflections are considered to be a part of the engine control as they 

are physically a part of the propulsion system. The control law will be tested from 50 knots 

to 150 knots indicated air speed (IAS) and will have a set of structural, aerodynamic and 

engine limits to adhere to. The following specification will list the mission level features to be 

incorporated. At the end of each section there are 'advisory ’ statements provided by DERA. 

There are intended as a guide to design features that would be required in any flight-worthy 

control law and which may be incorporated at a later date, but are not essential within the 

scope of this research.

5.1.1 P itch  control law functional specification

The pitch axis control law will follow a two-inceptor strategy. In this scheme fore/aft displace­

ment of the centre stick -will produce a change in flight path angle, and displacement of the 

left-hand inceptor will demand aircraft velocity parallel to this flight path. The following para­

graphs describe the functional specifications for these responses. All aircraft responses should 

aim to be fast and well damped throughout the flight regime.

The following functions will be provided:

• F light path  m anoeuvre dem and. The right hand pitch control law will command 

flight path rate, 7 , and should actively hold flight path with the stick centred. Stick 

displacement will produce a flight path rate demand up to a maximum of ±3.0°s_1. 

Flight path demands should aim to be decoupled from axial manoeuvres, with a maximum 

demand of ± 2  knots transient speed change during any flight path manoeuvre.

• V elocity  control. Left-hand inceptor displacement will demand velocity parallel to 

flight path, VT.  Velocity demands should be decoupled from flight path manoeuvres. 

A maximum transient deviation of ±0.3° in flight path angle is acceptable during any 

velocity manoeuvre.

(Adv isory : In a performance limited situation (e.g. maximum engine thrust is reached) there 

will be a conflict between satisfying the flight path or the velocity demands. In this situation, 

the control law should always prioritise flight path demands over velocity.)
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5.1.2 Aircraft and engine lim its

The following limits are to be respected when governing engine and aircraft dynamics. It 

should be noted that in some areas of the flight envelope the performance requirements given 

in the functional specification might lie outside the aircraft capability. In this case, the control 

law should govern aircraft motion to give the maximum performance obtainable within all the 

limits.

• Incidence boundary control. To protect against extreme incidence angles, which can 

lead to lateral/directional instability, an incidence boundary is necessary. The aircraft 

angle of incidence, a. should be kept within + 1 2 .0 ° and —6 .0 °.

(Adv isory : For reference, maximum use of wing lift should be used at all times in order to 

conserve fuel and engine life. Harrier training specifies a nominal 6.0° in steady flight with 

transients within the boundaries acceptable during manoeuvring.)

• E ngine lim its. To protect engine components from dangerous over stress and over 

temperature, the following set of engine limits need to be respected. Four main limits 

are given, with the rest of the limits listed as advisory. These are denoted by — • lines on 

the time history plots of the engine controlled outputs.

• Low-pressure spool speed, N L P C  <102%

• High-pressure turbine stator outlet temperature, T10 <1430K

• High-pressure compressor surge margin, H P S M  >10%

• Low-pressure compressor surge margin, L P S M  >10%

(Advisory : Also limit

• Low-pressure compressor aerodynamic, L P C P C <104%

• High-pressure spool speed, N H P C < 1 0 1 %

• High-pressure compressor aerodynamic, H P C P C < 1 0 2 %

• High-pressure compressor outlet temperature, T 6 <810K

• Combustion chamber pressure, P 6 <2300kPa

• Jet pipe temperature, T30 <2200K)

5.1.3 Test procedures - off-line testin g

The following assumptions can be made about the piloted aircraft in order to aid off-line testing:

• Aircraft flight will be wings level and with zero sideslip.
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• The longitudinal stick can be moved at a maximum rate of 20°s 1.

• Given the above stick rate limit, it is suggested that tests to ascertain system performance 

at ±1, ±2 and ±3°s_ 1  flight path rate should be performed.

• The left-hand inceptor can be moved at a maximum rate of 2 units s_1.

• Given the above left-hand inceptor rate limit, it is suggested that tests to ascertain system 

performance at ±5. ±15 and ±30 knots velocity change from the design point should be 

performed.

• Demanded flight path angles will be between ±30° and —20°.

• Mission level inputs will be applied independently.

(A dv isory : Mission level inputs tested simultaneously, with the priority given to maintaining 

flight path demands in limiting situations.).

5.1.4 Test procedures - p iloted  sim ulation

The resulting control laws will be tested under piloted simulation on the DERA Bedford real­

time all-vehicle simulator (RTAVS) simulators. No lateral and directional control laws will be 

present, rudder and aileron angles being governed directly by the pilot (as in the standard 

Harrier). Although the simulation will have six degrees-of-freedom, all assessed manoeuvres 

will be performed wings level and with zero sideslip. The simulation trial will aim to assess the 

control law at its design condition, and test robustness and scheduling issues by then repeating 

the assessment at off-condition points. Piloted simulation will endeavour to quantify:

• stability (fast, predictable well damped aircraft response).

• robustness (stability at off-design conditions, indicating the amount of scheduling needed).

• performance (meeting the design specifications).

5 .2  N o m in a l 80 k n o t p la n t

A nominal linear representation of the Spey-WEM model was generated at the 80 knot trim 

point of the V/STOL flight envelope. At this flight condition coming down to hover, the aircraft 

is longitudinally unstable, and propulsion system generated forces and moments have largely 

taken over control of the aircraft from the aerodynamic effectors. This is the transition area 

in the flight envelope. The resulting state space model of the integrated airframe and engine
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system has 35 states - 15 engine states, 16 actuator states and 4 airframe states, and is of the 

form

x  =  Ax  + Bu  

y = Cx  +  D u ,

The control inputs are given by

u = [ETAD. E T A S T K ,  FNOZ,  RNOZ,  SPL IT ,  MFF,  E N O Z A ,  IGV]

The vector of outputs y includes 7 airframe and 21 engine variables. Based on the performance

requirements detailed in the previous section, the vector of controlled variables z was chosen

as

z = [a, VT, 7 , NLPC ,  T10, H P S M ,  LPSM]

The angle of incidence a was included in z in order to explicitly minimise deviations from its 

trim point during manoeuvres. The 4 engine variables N L P C , T10, H P S M  and L P S M  were 

chosen as these were the main variables specified to be limited. Overall, this leaves a plant 

having more controlled outputs than control inputs. This resulting non-square plant increases 

the interest of the partitioning process that is discussed in the following chapter (Chapter 6 ).

5.3  O p en -lo o p  a n a ly s is

Due to the multivariable nature of the system, there is no sole direct correlation between any 

one actuator and a single output - each actuator will generally affect several of the outputs, and 

each output may be affected by several of the actuators, as there are significant interactions 

between subsystems. It would be difficult to apply SISO methods to controller design in this 

case, as it would not be a simple task to evaluate which inputs and outputs to pair together, or 

how to minimise the coupling between outputs. While inputs and outputs may be paired for 

the nominal design, these would be valid only at this point in the flight envelope. For example, 

while changes in flight path rate, 7 , depend on engine generated forces and moments at lower 

speeds and through the transition region, at higher speeds it will increasingly be changed 

through the use of airframe generated forces and moments. In addition, as it is a non-square 

plant, it would need the number of controlled outputs to be reduced.

The linear model is scaled both at the input and at the output. These scalings are important 

for the specification of relative actuator usage and output cross-coupling trade-offs, and for 

analysis in the frequency domain. The inputs should be scaled by their expected ranges of 

operation and, as such, the input scaling, S I N  P U T , is given by:

S I N  P U T = diag (15, 15, 50, 50, 0.5, 0.6, 0.5, 25).
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The outputs should be scaled such that equal magnitudes of cross-coupling into each of the 

outputs is equally undesirable. The output scaling, SOUTPUT  is given by:

SOUTPUT = d i a g (  I. 1 , — . — , — , — , —  V  
y V 7T ' 200 800 200' 500)

The constant matrix SOUTPUT  is used to prioritise airframe controlled variables (which must

achieve specific handling qualities characteristics) over engine quantities (which have simply

to be limited within certain values). This step is crucial to this integrated control strategy,

since the centralised controller must allow the engine variables to deviate from their nominal

values during flight path manoeuvres. Tight control of all engine variables corresponds to

demanding complete decoupling of these variables from large dynamic thrust changes. The

resulting controllers would inevitably produce seriously degraded thrust response characteristics

in nonlinear simulation. The trade-off between satisfaction of flying qualities performance

specifications and respecting limits on safety critical engine variables is thus explicitly built

into the design process, via selection of the output scaling. The choice of S O U TPU T  was

therefore made in order to address the two different levels of control required for the airframe

controlled variables and the engine controlled variables. The airframe controlled variables have

to meet fairly stringent handling qualities, whereas the engine variables must be kept within

specified limits in order to maximise engine life and to avoid operation in dangerous regions

where failures may occur. In order to manage these two different requirements, it is possible

to select the corresponding weight in the output scaling matrix S O U T P U T . This allows the

designer to specify for the three airframe controlled variables, one unit of coupling is equally

undesirable in each. In other words, coupling of 1 deg in a, 1 ms- 1  in V T  and 1 degs- 1  in j  are

all equally undesirable. For the engine variables, however, such tight decoupling is not required.

Indeed, if such decoupling was demanded, it would seriously degrade the performance of the

airframe controlled variables. This is due to the fact that a change in the airframe variables

generally requires a change in thrust. Any change in thrust would have the effect of changing

the temperatures, pressures and speeds within the engine. If a change in an airframe variable

such as 7  is demanded while requesting no change in the trim values of the engine variables,

the airframe specified performance will not be achieved. Additionally, if a further reduction

in decoupling of the engine variables were allowed, so they were less constrained to remain at

their trim values, there is no gain in the achieved airframe variables performance. It simply

results in the engine variables exceeding their limits by a greater amount and for a longer time

but with no corresponding gain in airframe performance. This is shown in § 5.4.1.

Figure 5.1 shows the open-loop transfer functions from the main fuel flow to each of the 7 

controlled outputs (a, V T , 7 , N L P C , T10, H P S M , L P S M ) at 20, 50, 80, 120, and 150 

knots for the scaled plant. It can be seen from this that a change in main fuel flow will
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result in a change in most of the controlled outputs. Figure 5.2 shows the open-loop transfer 

functions from each of the 8  actuator inputs to the output 7  for the scaled plant. Here it can 

be seen that a change in 7  may be facilitated through changes in several actuators. While these 

dependencies axe true at the 80 knot design point, it can be seen that they change throughout 

the flight envelope. In order to cope effectively with the interactions, it is necessary to adopt 

a multivariable approach to control design. Figure 5.3 shows the open-loop transfer functions 

from each of the 8  actuator inputs to the output V T  for the scaled plant. Again, it can be seen 

that a change in V T  can be brought about through changes in several actuators.
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Figure 5.1: Open-loop transfer function from main fuel flow to each controlled output at 20 

knots (••), 50 knots (-), 80 knots (+), 120 knots (- -) and at 150 knots (—).

The scaled linear 80 knot model is shown in Figure 5.4. The peak value around 0.5 rads- 1  is

that associated with the phugoid frequency, described in 1 .1 .6 .

5 .4  C en tra lised  IF P C  sy ste m  d esig n

For the centralised controller, the weighting matrices were chosen as:

k =diag  (0.1, 0.1, 0.24, 0.24, 0.24, 0.2, 0.2, 0.2),

W! = —  x / 8x8, W2 =  / 7x7.

The shaped plant is shown in Figure 5.5.
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As indicated in § 1.1, the airframe and engine actuators are used in different ways. When 

applying a large reference demand on, for example, 7 , it is likely that the engine actuators 

(in particular main fuel flow) will saturate. This is acceptable, as it means that although the 

demand cannot be met in full, the maximum change that the engine can produce is delivered, 

subject to internal engine variable limits. The pilot is accustomed to making large demands 

that are not achieved in full due to engine actuator saturations. The same is not true for the 

airframe actuators. In this case, operation on a limit is avoided because of possible stability 

problems that may result. These differing requirements on the use of the various actuators can 

be met through the use of the weighting matrices k and W\. These may be selected such that 

the individual rate and position limits of each of the actuators may be explicitly considered 

in the design process. The result in this case is that the main fuel flow and the exit nozzle 

area are frequently used to saturation, whereas the airframe actuators remain well within their 

position limits. As the choice of k and W\ have a significant affect on the final value of 7 op(, 

they must also be chosen with this consideration, resulting in a compromise between nominal 

performance and robust stability. It is possible to select weighting matrices that result in an 

improved nominal performance, but the robustness stability will deteriorate, as indicated by 

an increased value of 7 opt-

If a greater value had been chosen for the weight k associated with the elevator, it would result 

in a much greater use in the elevator with no performance benefits. This will simply increase the 

likelihood of the elevator reaching a position limit unnecessarily in the event of a large demand 

being made. If a greater value had been chosen for the weight k associated with the pitch 

reaction control system, it would have resulted in the reaction control system being used to an 

extent where it would no longer be an efficient use of thrust. If greater or lesser values had been 

chosen for the weight k associated with the remaining actuators, it would have resulted in either 

a reduction in robustness margin of the system without any improvement in performance, or 

it would limit their usage unnecessarily, resulting in degraded performance. The choice of the 

weighting matrix W\  was made in order to ensure an acceptable roll-off rate around crossover. 

The choice of the output weighting matrix W2 to be the identity matrix was motivated by one 

unit of cross-coupling (when considering the scaled plant, § 5.3) being equally undesirable in 

each of the outputs. As this has already been accounted for in the choice of S O U T P U T , it is 

possible to simply use the identity matrix. Overall, the choice of k was limited by the achieved 

value of 7 0pt, which, using these weights resulted in a value of 3.99. It is desirable to limit 7 opt 

to a value of < 4 in order to satisfy both robustness and performance requirements. This will 

guarantee robustness up to 25% uncertainty in the coprime factorisation [6 ].

Performance properties of the controller described above were initially examined via PC-based
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nonlinear time-domain simulations. The following figures show the nonlinear responses of the 

system to demands on 7  and on V T  at 20, 50, 80, 120 and 150 knots. Figures 5.6 to 5.9 show 

the responses at 20 knots. The demand on 7  results in very good 7  tracking, with all of the 

controlled outputs remaining within their specified limits. The demand on V T  results in a good 

response. The coupling into 7  exceeds its limit, as do N L P C  (just) and T10. Figures 5.10 to 

5.13 show the responses at 50 knots. Again, it can be seen that 7  is tracked very well, but 

the T10 limit is now exceeded. The responses to a demand on V T  are good with slightly less 

7  coupling, and N L P C  remains just below its maximum limit. Figures 5.14 to 5.17 show the 

responses at 80 knots. The 7  response is seen to be slightly more sluggish, with both the main 

fuel flow and exit nozzle area now saturating. It can be seen that the coupling into 7  is reduced 

for a demand on V T  at this nominal design point. Figures 5.18 to 5.21 show the responses at 

120 knots. It can be seen the 7  response is getting rather sluggish, but the coupling into a  and 

V T  is still acceptable. Although the transient 7  coupling is reduced when a demand is made on 

V T , there results a significant steady-state error. The coupling into a  is just within acceptable 

limits, but T10 exceeds its limit briefly. Figures 5.22 to 5.25 show the responses at 150 knots. 

The demand on 7  now results in coupling into V T  that just exceeds the specifications of 2 

knots. The coupling into a  for a demand on V T  also exceeds 12°. It can be seen that both the 

front and rear nozzle saturate, resulting in a loss of stability.

At this point, it should be recalled that the controller was designed using a linearised model at 

the 80 knot point in the flight envelope. The controller was then tested using the linear model 

before being finally tested on the nonlinear model. During the linear testing of the controller, 

when making a demand of 30 knots on V T , the coupling into 7  remained below 0.15°, well 

within the maximum allowable specified. All of the actuators remained within their rate and 

position limits. However, when implemented on the nonlinear model, the coupling for the same 

demand increased to 2.7°. It is the nonlinear effects of the model that are resulting in the 

increased coupling, making it difficult to improve the linear nominal controller further.

The level of performance achieved indicated general satisfaction of the specifications set out in 

§5.1, and it was thus decided to conduct formal evaluation of the IFPC system, as described 

in the § 5.5.
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5.4.1 Justification  o f  control stru ctu re

A novel approach applied to the design of the centralised controller is the inclusion of the 

4 engine variables along with the airframe variables as controlled outputs. This is possible 

despite the different requirements on the engine and airframe controlled variables because 

the level of decoupling required of each output may be specified using the output scaling 

matrix SO U TPU T. This ensures the engine variables remain sufficiently decoupled from the 

airframe controlled outputs, enabling the airframe variables to meet reference demands while 

still maintaining some control over the engine variables. In the case of the airframe controlled 

outputs, fast responses with no steady-state error in order to meet specific handling qualities are 

wanted. The engine controlled variables are required to remain within their specified limits, 

but enforcing this by strictly controlling their transient responses will limit the achievable 

airframe performance. By including them and through thoughtful use of the output scaling 

matrix SO U T P U T , we have the benefit of having them controlled, but not at the expense 

of the airframe performance. It is not intended that this will be the only method of limiting 

the engine variables. Some additional nonlinear scheme will be required in order to guarantee 

these limits are respected, further details of which are given in § 8 . It is possible to prove 

the usefulness of this approach by comparing the nonlinear simulation results when applying 

greater or less control on the engine controlled (limited) variables through the use of reduced 

or increased output scaling respectively for these variables. When reduced output coupling 

is demanded, the controller will make a strong attempt to regulate these engine variables to 

their trim values. However, when a reference demand is made, for example on 7 , a change 

in thrust will be required in order to meet that demand. This will produce a change in the 

engine variables while this thrust demand is met, which will transiently disturb them from 

their nominal trim values. If the controller demands that they are strictly regulated to their 

trim values the 7  demand will not be met and an increasing amount of coupling into a  and V T  

will result, as shown in Figures 5.26 and 5.27. Conversely, if greater output coupling is allowed, 

the engine variables will exceed their limits by a greater magnitude and for a greater time, as 

shown in Figures 5.28 and 5.29. This does not, however, produce improved performance for 

7  or VT.  Overall, this shows that these variables are being controlled, but not to an extent 

that will degrade the airframe performance and not so loosely that they are free to exceed their 

limits more than is necessary to achieve the demands made for flight path changes. Figures 5.30 

and 5.31 show the responses for a demand on V T  in the case for tighter control of the engine 

variables. Although the engine variables do remain within their limits, it is at the expense 

of increased coupling into 7 . Figures 5.32 and 5.33 compare the responses to a demand on 

V T  for the centralised controller and for the controller demanding less control of the engine
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variables. Again, this shows no performance improvements, and the engine variables are not 

being regulated back to their trim values once the airframe demand is achieved.

5 .5  P i lo te d  s im u la tio n  tr ia ls  o f  th e  ce n tr a lise d  IF P C  s y s te m

5.5.1 Im plem entation  on th e  D E R A  real-tim e all-vehicle sim ulator

Piloted simulation trials were conducted on DERA Bedford’s real-time all-vehicle simulator 

(RTAVS). RTAVS is a fixed base simulator with an immersive, back projected, outside world 

display with a field-of-view of -1-135° /  -45° vertically by ±135° horizontally. The aircraft 

simulation models are run on PCs with a networking facility that allows large models to be 

spread over several processors, or a series of aircraft models to be flown in separate cockpits 

in the same outside world environment, or both. The cockpit and instrumentation for this 

trial was representative of a generic fast jet. A dual linear throttle was used with the stick 

and rudder forces being simulated by springs. The head up display (HUD) used for the trial is 

shown in Figure 5.34. This display included a pitch attitude indicator, velocity vector diamond, 

thrust split and front and rear nozzle angle indicators.

The Spey-WEM model and integrated control law were auto-coded from the MATLAB/Simulink 

[1 ] environment into C-code and then linked with the RTAVS code to provide executable soft­

ware for the simulator. Stick shaping and a variable rate limit were added to the j  and the 

V T  demands respectively. The 7  demand limit was applied by scaling the maximum stick 

deflections to ±3°. The executable code calls the same FORTRAN modules (aerodynamics, 

engine and RCS system) as the original Simulink diagram. Finally, the pilot’s inputs to the 

Spey-WEM model were mapped to the cockpit, and the aircraft states were mapped to drive 

the outside world view and the HUD. The implementation structure of the system is shown in 

Figure 5.35.

The aim of the trial was to investigate the flying qualities and robustness of the integrated 

flight and propulsion controller for the Spey-WEM model. The simulator was piloted by three 

members of DERA Bedford’s Flight Management and Control Department. Each of the pilots 

has extensive experience in the design and testing of advanced control laws for modern STOVL 

aircraft. To test the flying qualities of the IFPC system a series of manoeuvre tasks were 

performed at and about the 80 knot design point, as described in the next section. The 

flying qualities were assessed using the Cooper-Harper Flying Qualities Ratings, as shown in 

Figure 5.36.

The controller design specifications limited 7  to ±3°s - 1  for full fore and aft stick deflection, 

but gave no rate limit on VT demands. A rate limit of 10 knots- 1  was implemented on the
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tighter control of the engine variables (- -) at 80 knot.
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Figure 5.28: Airframe and engine responses to a 7  demand with nominal W2 (—) and with less 

control of the engine variables (- -) at 80 knots.
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Figure 5.30: Airframe and engine responses to a V T  demand with nominal W2 (—) and with 

tighter control of the engine variables (- -) at 80 knots.

ELEVATOR PITCH RCS FRONT NOZZLE ANGLE REAR NOZZLE ANGLE
100 100

« 60 ot 60VI A

-g 40

-2

time(secs) time(secs) time(secs) time(secs)

SPLIT MAIN FUEL FLOW EXIT NOZZLE AREA IGV ANGLE
1.3

0.8 1.2 0.9

0.8-o 0 .6 v> _ 2
CD £~

g 0.4 0.7 vis _-O -3

0.2 0.9 0.6

0.8 0.5

time (secs) time(secs) time(secs) time(secs)
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Figure 5.32: Airframe and engine responses to a V T  demand with nominal W2 (—) and with 

less control of the engine variables (- -) at 80 knots.

ELEVATOR PITCH RCS FRONT NOZZLE ANGLE REAR NOZZLE ANGLE
6 100 100

5 80

4
COo
i>3
-0

2

CT)OXJ -O 40

1

0
5 100

time(secs) time(secs) time(secs) time(secs)

SPLIT MAIN FUEL FLOW EXIT NOZZLE AREA IGV ANGLE

0.8 0.9

0.8- d  0.6 8 1.1 - 2

« 0.4 0.7
_

0.9 0.60.2

0.8 0.5 -5

time (secs) time(secs) time(secs) time(secs)

Figure 5.33: Actuator responses to a V T  demand with nominal W2 (—) and with less control

of the engine variables (- -) at 80 knots.
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Figure 5.35: Controller Implementation structure for Piloted Simulation Trial.

demand from the pilot’s left hand inceptor. This value was chosen as a compromise between 

providing adequate response to V T  demands while minimising the coupling into 7  and height. 

As the controller was designed for longitudinal motion only, the lateral and directional states 

of the model were fixed at zero. This allowed a direct evaluation of the longitudinal motion of 

the aircraft without the additional pilot workload involved in lateral/directional control.
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Figure 5.36: Cooper-Harper Flying Qualities ratings.

5.5.2 P iloted  sim ulation trial results

Pilot comments and ratings based on the Cooper-Harper scale [17] for various demands on 7  

are shown in Table 5.1.

Time histories of various aircraft states, engine variables and actuators for 10° doublets on 7  

at both 60 knots and 100 knots are shown in Figures 5.37 and 5.38. 7  demand signals from 

the stick were not recorded but consisted of demands corresponding to 1 0 ° or 2 0 ° doublets in 

all cases. The most common pilot comment for demands on 7  was that at 60 or 80 knots the 

response was good but perhaps a little sluggish. At speeds of 100 knots or greater the response 

became somewhat unpredictable. At all three speeds the coupling of 7  demands into V T  was 

satisfactory, as pilots would generally not comment on V T  variations of less than 2 knots. At 80 

knots the pilots had no difficulty in acquiring desired flight path angles but the responses were
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Pilot V T  Demand 7  Demand CHR Pilot Comments

1 80 knots ± 1 0 ° 3 - slightly sluggish response

2 3 - response is fine although a little sluggish

1 60 knots ± 1 0 ° 3 - response more sluggish but better than at 

1 0 0  knots

2 - not a great deal of difference

1 1 0 0  knots ± 1 0 ° 4 - response less predictable

2 4 - 7  carries on after demand is over, leading to 

an overshoot tendency

Table 5.1: Piloted simulation trial results for 7  demands.

slightly sluggish and this led to Cooper-Harper Ratings (CHRs) of 3 for this task. Throughout 

the manoeuvre a  was held to variations of approximately ±1°. Figure 5.37 shows the four 

internal engine variables that were controlled explicitly. The limit for each variable is shown 

in each figure as a dash-dot (—•) line. It can be seen that low-pressure spool speed (NLPC)  

and the high- and low-pressure surge margins (H P S M  and L P S M )  are all maintained within 

their respective limits. However, T10 transiently exceeds its maximum allowable value during 

the 7  manoeuvre at 100 knots. At this flight condition the CHR rating from each pilot shifted 

from level 1 (pilot ratings 1 to 3) to level 2 (pilot ratings 4 to 6 ), demonstrating that the 

achieved performance required some improvement. The different robustness characteristics of 

the controller for speeds below and above the design point arises from the change in control 

effectiveness of the actuators as the aircraft accelerates from jet-borne towards wing-borne 

flight. These results indicate the need for controller scheduling at higher speeds in order to 

retain desired handling qualities over the full flight envelope.

Pilot comments and CHRs for demands on V T  are shown in Table 5.2.

Pilot V T  Demand 7  Demand CHR Pilot Comments

1 80 ±  lOknots 0 ° 1 - snappy V T  response

2 2 - a little overshoot

1 80 ±  2 0 knots 0 ° 1 - slight cross coupling with 9

- nothing to do but set the throttle

- ratings didn’t really consider the 7  interactions

2 3 - coupling into 7

Table 5.2: Piloted simulation trial results for V T  demands.



5.5. Piloted simulation trials of the centralised IFPC system 101

VT
13

12

11

10

9

8

7
40 60 80 100 120

120

100

S 80

60

40

—  response
- - demand

1

i

f

time(secs)

NLPC

40 60 80 100 120
time(secs)

T10
110

100

40 60 80 100 120

0)GG

-10

-20

1600

1500

1400

1300

1200

1100

1000

time(secs)
40 60 80 100 120

time(secs)

100

80

60

40

20

0

time(secs)

HPSM (-) and LPSM (—)

40 60 80 100 120
time(secs)

Figure 5.37: Airframe and engine responses to a 7  demands at 60 and 100 knots for the piloted 

simulation.
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Figure 5.38: Actuator responses to a 7  demands at 60 and 100 knots for the piloted simulation.
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Time histories of aircraft states, engine variables and actuators for 10 and 20 knot doublets on 

VT  are shown in Figures 5.39 to 5.40. The general view of the pilots was that the response to 

V T  demands was excellent, but the resulting coupling into 7 , and so altitude, was too large. 

This coupling became worse for larger V T  steps as the aircraft moved away from the 80 knot 

controller design point. For both 10 and 20 knot doublets pilot 1 commented on the sharpness 

of the V T  response and tracking. Comments of ‘no compensation required’ and ‘nothing to 

do but set throttle’ led to a CHR of 1 for both tasks. However, the pilot did comment that 

these ratings didn’t really consider the 7  interactions. Pilot 2 noted the good speed control 

but also considered the 7  interactions when giving their ratings. This led to CHRs of 2 for 10 

knot demands and CHRs of 3 for 20 knot demands. The poorer ratings were a result of the 

coupling of V T  demands into 7  and therefore height. Pilot 2 also noted a slight overshoot in 

VT.  It can be seen from Figure 5.39 that the V T  response appears to have a time delay of 

around 0.8 seconds. Examination of the actuator time histories showed that this delay mostly 

resulted from the dead-band (6 °) of the nozzle actuators generally resulting in a 0.5 second 

delay in nozzle reaction to controller demands. Figure 5.39 also shows the 7  response to the 

V T  changes. It can be seen that there is significant coupling into 7  with a maximum drop of 

greater than 1 ° for 10 knot demands and greater than 2° for 20 knot demands. Unexpectedly, 

this coupling into 7  is negative for both positive and negative speed changes, leading to height 

reductions of approximately 3m and 8 m respectively (Figure 5.41). Improvements in the level 

of 7  interaction may be possible by reducing the rate limit on V T  below its current value of 

10 knots s-1 . Alternatively, future designs could control a blend of 7  and 7 , thereby explicitly 

controlling flight path angle rather than just flight path rate. Figure 5.39 also shows the a  

response to the demands in VT.  It can be seen that the variations in a  are larger than for the 

7  demand tasks but are still below the maximum incidence limit of 12°. It can be seen from 

Figure 5.39 that for 10 knot demands on V T  none of the engine limits were exceeded, but that 

the 20 knot doublet manoeuvres caused the T10 limit to be broken.

During the course of the work-up to the trial, and during the trial itself, a problem with the 

front and rear nozzle positions became evident. In the standard Harrier aircraft both front 

and rear nozzles are fixed to the same value. However, for the current IFPC study the nozzle 

angles were allowed to vary independently. In general it was found that during a manoeuvre 

the front and rear nozzle angles would transiently vary independently and then return to the 

same value as another trim state was reached. However, after large demands in V T  or 7 , 

especially at higher than design speeds, the controller sometimes trimmed the aircraft with the 

nozzles at different angles. This can be seen in Figure 5.38 where the front and rear nozzles 

come to rest approximately 5° apart. Once the nozzles had split in a steady flight regime they
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Figure 5.39: Airframe and engine responses to 10 knot and 20 knot demands on V T  for the 

piloted simulation.
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Figure 5.41: Height response to 10 knot and 20 knot demands on V T  for the piloted simulation.

tended to drift further apart over time with the result that they began to oppose each other. 

Although this effect was noted more often after V T  or 7  tasks at higher than design speeds, it 

also occasionally occurred at the 80 knot design point after attempting to level out or descend 

after a steep climb. This demonstrated that the nozzle angle drift is not merely a robustness 

issue. The cause of this behaviour is a topic for future research.

The design choice of limiting the values of the engine parameters T10, N L P C , H P S M , and 

L P S M  by including them as controlled variables proved to be quite successful at both the 80 

knot design speed and at 60 knots. The variable T10 was seen to occasionally exceed its limit 

at 80 knots, but this could probably be addressed by tightening its control via adjustment of 

the Woo weighting functions. The additional engine variables detailed in § 5.1, which were not 

controlled directly, also generally stayed within their respective limits. However, at speeds of 

1 0 0  knots or greater the strategy was less successful, with some variables transiently breaking 

their limits during manoeuvres. This indicates the need for an additional nonlinear control 

scheme to guarantee hard limits, for example by using a multi-mode switching strategy as in 

[59],
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It is noted that the engine actuators are frequently used on their position limits, which instigates

integrator windup. This occurs when a controller makes a demand with no knowledge that

the actuator is saturated. As the controller sees no change in the output, it continues to 

request a larger demand, resulting in a larger error. Even when the demand is met, the 

requested actuator position is still high due to the accumulated value of the integrator state 

of the controller, resulting in overshoot in the outputs. The output may take some time to 

settle while the integrator state decays away. This may be avoided by including some form of 

anti-windup [70, 63, 44].

The conditioning technique of [37] may be considered as follows for a simple error feedback 

controller (A, B, C, D), with nonlinearity N  which may represent the position limits of the 

actuators. This may be represented as:

x = Ax  +  B  (r — y ) , (5.1)

u = Cx  +  D (r — y) ,

Um = A  (u) .

where r  and y represent the reference input and the plant output, and um represents the actual 

plant input. It is possible to implement a ‘realisable’ reference rT to the controller such that 

the output of the controller is um, i.e., r r is the reference signal that would make u =  um if 

applied to the controller state and output equations in place of r. Thus, we have:

x = Ax  +  B (rr — y ) , (5.2)

um = Cx + D (rr -  y ) . (5.3)

Using the state x  as given by (5.2) and the actual reference input r to build the control u, we 

can write:

u =  Cx + D (r — y ) . (5.4)

From (5.3) and (5.4) we obtain the expression for r r as:

rr = r + D~l (um - u ), (5.5)

where we assume that D is invertible. Combining equations (5.1), (5.2), (5.4), and (5.5), we 

get:

x = (A -  B D ~ lC) x + B D ~ lum, (5.6)

u = Cx  + D (r — y ) , (5.7)

Um = N  (u) . (5.8)
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This is the self-conditioned form of the controller. However, from the implementation structure, 

it can be seen that all of the integral action is contained in the weighting matrix W \ , given by:

Wi : =
Bwi 

C\Vi Dwl

This can instead be implemented in its self-conditioned form [37] as:

(5.9)

u =
A\v\ ~ B w x Cwi 0  Bwi D w*

Cwi Dwi 0

(5.10)

as shown in Figure 5.42.

tfoo (0W 2 Actuators Plant

Figure 5.42: Anti-windup Implementation.

This means windup is prevented by keeping the states of W\  consistent with the actual plant 

input at all times. When there is no saturation ur = u, the dynamics of W\  remain unaffected 

and (5.10) simplifies to (5.9). But when ur ^  u the dynamics are inverted and driven by ur so 

that the states remain consistent with the actual plant input ur. This implementation requires 

W\ to be invertible and minimum phase.

The results for a demand on 7  are shown in Figures 5.43 and 5.44. It can be seen that the 7  

tracking is improved, with 7  decreasing more rapidly when the anti-windup is applied. This 

also has the benefit of reducing the engine variables sooner. It is clear these benefits result from 

the main fuel flow and the exit nozzle area coming out of saturation sooner. The results for a 

demand on V T  are shown in Figures 5.45 and 5.46. It can be seen here that the 7  coupling is 

slightly reduced.

5 .7  IF P C  u sin g  p u re  th r u st  v e c to r in g

A logical continuation of this work is to implement some form of controller scheduling, as it 

was seen during the piloted simulation that performance, in particular at velocities above the 

nominal design point of 80 knots, was degraded [33]. One consideration was the possibility of 

adjusting the weights on the actuators to reflect the effectiveness of each actuator across the
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Figure 5.43: Airframe and engine responses to a demand on 7  for the centralised system with 

anti-windup (—) and for the centralised system (- -).
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Figure 5.45: Airframe and engine responses to a demand on V T  for the centralised system with 

anti-windup (—) and for the centralised system (- -).
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flight envelope. It can be seen that the elevator becomes increasingly ineffective as hover is 

approached, as shown in Figure 5.47. It would therefore need to be blended out accordingly 

throughout the transition region. However, it may be possible to simplify this scheduling by 

simply not using the elevator during the transition region. When the effectiveness of the front 

and rear nozzle angles was considered, it was seen that they retain approximately the same 

level of control power throughout the transition region (Figure 5.48).
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Figure 5.47: Open-loop transfer function the elevator to 7  and V T  at 50 knots (-), 80 knots (—) 

and 1 2 0  knots (- -).

From this, it can be seen that it is possible to use the thrust vectoring capabilities to effectively 

replace the function of the elevator. One issue that would have to be addressed is the resulting 

increase in the use of the reaction control system. It is known that use of the reaction control 

system creates a disturbance on the engine, via the high pressure compressor bleed flow air. 

It has also been seen through testing that the pitch reaction control system can easily become 

saturated, degrading the achieved performance. At very low speeds, it is necessary to hold 

power in reserve for use of the reaction control system manoeuvring. Therefore, if the reaction 

control system were not in use, this additional power that is held in reserve will become available 

to the thrust vectoring nozzles. This additional power held in reserve will also affect the payload 

and range performance of the aircraft. Use of reaction control systems which bleed air from the 

compressor for manoeuvring control also carries significant penalties in terms of both engine and 

airframe performance. In hover, the entire control capability for the aircraft is derived from the
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Figure 5.48: Open-loop transfer function from the front and rear nozzle pair deflections to j  

and V T  at 50 knots (-), 80 knots (—) and 120 knots (- -).

propulsion system, either through direct thrust or bleed air from the engine compressor. With 

requirements for manoeuvring control often as high as one-quarter of the thrust-to-weight ratio 

needed to simply hover [51] any thrust held in reserve for these tasks can seriously reduce the 

aircraft’s payload and range performance. The requirements on the propulsion system can thus 

be significantly alleviated if the aircraft can be controlled via thrust vectoring and thrust split 

(between front and rear nozzles), without recourse to bleed-air actuation systems. The final 

motivation for this study is to investigate the actual degree of actuator redundancy present 

in the proposed aircraft configuration, in order to understand the possibilities for controller 

reconfiguration during different failure modes. Indeed the proposed control scheme can be 

considered as an emergency control system which can be ‘switched in’ in the event of damage 

to the elevator or propulsion system. In this section, an integrated flight and propulsion control 

scheme is presented which provides full-authority flight-path and velocity control using only 

differential thrust vectoring. In view of this, it was decided to design a purely thrust vectoring 

controller without the use of either the elevator or the pitch reaction control system. Another 

use for a pure thrust vectoring control scheme is in the event of actuator failure. If an airframe 

control surface were to fail, it is then possible to use the thrust vectoring nozzles and still 

achieve the required performance. This is a clear advantage of adopting a IFPC approach, as 

there are many combinations of actuator positions that will produce the same overall effect on
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the airframe. Therefore, if one actuator fails, the remaining actuators will ensure the desired 

performance is still met.

The remaining inputs to the system are:

u = [FNOZ, R N O Z , S P L I T , MFF, E N O Z A , IGV]

which are to be used to control the following:

2  =  [a, FT, 7 , NLPC,  T 1 0 , HPSM]

The weighting matrices were chosen as:

k = diag (0.25, 0.23, 0.3, 0.25, 0.25, 0.2),

Wl =  ------- X 76x65 W2 = 76x6s

which achieved a value of 7 opt =  3.94. It was noted that the thrust vectoring controller responses 

also resulted in the engine actuators frequently being used on their limits. The anti-windup 

protection scheme as described in § 5.6 is therefore also implemented. In this section we seek to 

replicate the performance results achieved in § 5.5 without using either the elevator or reaction 

control system as control inputs.

Performance results for the IFPC system in nonlinear simulation are presented in Figures 5.49 to 

5.52. Figures 5.49 and 5.50 show the responses of controlled variables and actuators respectively 

to a 15 knot demand in VT.  The coupling into 7  is just outside the 0.3° specification for 

both the centralised and thrust vectoring controller, but is still quite small for such a large 

velocity demand. The specified limits on a  and the internal engine variables are seen to be 

respected at all times. One effect of not using the bleed air for the reaction control system is 

lower temperatures within the engine. The V T  response is only slightly slower for the thrust 

vectoring controller.

Figures 5.51 to 5.52 give the same information for a demand on 7 . The 7  change is slightly 

slower for the thrust vectoring controller. Coupling into F T  and a  is seen to be very small, 

but the large thrust change required does cause both T10 and N L P C  to transiently exceed 

their specified limits. It can be seen that the absence of the elevator and pitch reaction control 

actuators in the new design has been compensated for through modified use of the vectored 

nozzles and thrust split capability. This is not, however, simply a case of moving the nozzles 

more - it is a question of how the thrust is distributed in terms of both magnitude and direction. 

Overall, the two sets of results are remarkably similar, with just marginally increased coupling 

into a and internal engine variables for the differential thrust design.
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Figure 5.49: Airframe and engine responses to a V T  demand for the centralised controller (—) 

and the thrust vectoring controller (- -) at 80 knots.
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Figure 5.50: Actuator responses to a V T  demand for the centralised controller (—) and the

thrust vectoring controller (- -) at 80 knots.
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Figure 5.51: Airframe and engine responses to a 7  demand for the centralised controller (—) 

and the thrust vectoring controller (- -) at 80 knots.
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5 .8  S u m m a ry

This chapter has introduced the centralised design for the integrated flight and propulsion 

controller. This was achieved by designing a controller at the 80 knot design point in the flight 

envelope for longitudinal control. A comprehensive set of design specifications were stated, 

including limits on certain internal engine variables. It has been shown that it is possible to 

include some of these engine variables as controlled outputs with less rigid transient demands 

placed upon their control. This allows them to be controlled, but not to such an extent that the 

airframe performance is degraded. The results of a piloted simulation at DERA Bedford using 

the real-time all-vehicle simulator (RTAVS) have been presented. The system achieved level 

1 and 2  handling qualities ratings, indicating excellent, highly desirable performance levels to 

performance with minor but annoying deficiencies. Implementing an anti-windup scheme was 

seen to improve the responses, as the main fuel flow and exit nozzle area are frequently used 

on their position limits. The design of a thrust vectoring controller has also been presented, 

whereby the control of the aircraft is achieved without the use of either the elevator or the 

pitch reaction control system. Nonlinear simulation results have been presented that show 

good performance across the flight envelope.



Chapter 6

Partitioning of the centralised IFPC system

Partitioning the centralised controller is a crucial part of this approach to IFPC. A centralised 

controller has been designed as this provides a benchmark for performance that can be achieved, 

in which all of the interactions between the subsystems are considered. However, it would not 

be practical to implement a controller with such a structure, due to impediments that include 

the high order of the resulting centralised controller, and the use of feedback paths which are 

unrealistic in the context of available sensor and databus technology. Complex centralised 

controllers are also difficult to certify for flight-clearance, as they inherently suffer from a lack 

of transparency with regard to subsystem functionality. A further complication arises from the 

fact that the aircraft’s airframe and engine are generally designed by different manufacturers. 

Since the engine manufacturers must be able to guarantee satisfactory operation of the engine 

propulsion system, a separate engine subcontroller is required for integrity and performance 

testing. For example, engine safety considerations require that some engine variables never 

exceed certain critical limits. This requirement generally necessitates the addition of some 

nonlinear switching logic to the engine control system - a task which would be very difficult 

in the context of one centralised IFPC system. Furthermore, the control requirements of the 

airframe and engine are inherently different, and the control system designers have significant 

experience in their respective fields. If separate airframe and engine subcontrollers are used, 

such experts may re-design the subcontrollers using their expert knowledge in order to ensure 

that the subcontrollers produce the best performance.

Chapter 2  discussed the different approaches to IFPC design - the design of a centralised 

controller, a decentralised controller or a direct decentralised controller. Both the centralised 

and decentralised methods had advantages and disadvantages, so a combination of the two 

was seen to provide the most favourable solution. First a centralised controller is designed 

that accounts for all of the interactions within the subsystems. This centralised controller 

may then be partitioned into sub controllers that would be easier to implement, validate and
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re-design. It is this partitioning procedure that is described in this chapter. § 6.1 introduces 

some of the previously used approaches to partitioning the centralised controller. § 6 . 2  presents 

the partitioning approach used, along with details of how the individual subcontrollers may 

be modified while retaining the desired performance. § 6.3 compares the nonlinear simulation 

results of the centralised system with the partitioned system. Finally, § 6.4 provides a summary 

of this chapter.

6 .1  In it ia l  p a r t it io n in g  m e th o d s

Several alternative methods were used prior to the final version presented here. This work has 

been published in the IFAC Journal of Control Engineering Practice [32]. The first involved 

assigning all controlled outputs and inputs as either airframe or engine based on control effec­

tiveness rather than physical location. More details of how this type of selection is made will be 

given in § 6.2. The most significant of these assignments was that of 7  as an engine controlled 

output. The motivation behind this is the fact that, although the flight path angle is physically 

an airframe control variable, it is primarily affected by the engine at the nominal 80 knot design 

point. The resulting partitioned system was also tested in the piloted simulation described in 

Chapter 5. The pilots were unable to differentiate between the centralised and the partitioned 

systems, giving both level 1 or 2 Cooper-Harper handling quality ratings. While this proce­

dure allows the centralised IFPC system to be partitioned in a particularly simple fashion, the 

allocation of airframe controlled variables such as 7  to the engine subsystem reduces the level 

of transparency of the overall partitioned system. The approach is also inherently limited to 

the particular regions of the flight envelope where the assumptions about airframe variables 

being primarily influenced by engine effectors hold true. An alternative partitioning method 

also reported in [32] involved assigning the actuators as either airframe, engine or interface 

actuators. The controlled interface variable was selected to be thrust magnitude, T H M  and 

the interface actuator was M F F .  This approach had the obvious limitation of attempting to 

control the thrust magnitude using only the main fuel flow, and the remaining engine variables 

using only the exit nozzle area and the inlet guide vane. This again could be seen as a serious 

limitation of the method as, for example, T10 also depends on M F F .  W hat is required is a 

method that is sufficiently general that can be used regardless of the point in the flight envelope 

chosen for the nominal design, while retaining adequate control of all controlled outputs.
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6.2  P a r t it io n in g  th e  c e n tr a lis e d  c o n tro ller

The particular implementation structure for the centralised Hoo loop shaping controller as 

shown in Figure 4.3 is quite distinct from the standard one degree-of-freedom mixed sensitivity 

Hoc controller structure, which normally can only be implemented as a single block K(s) in 

the forward loop [35]. While Hoc loop shaping controllers can also be implemented as a sin­

gle block in the forward loop by setting K(s) = kWi(s)KOQ(s)W2 : there exists some extra 

flexibility since the iCx>(s) block and the loop weighting functions can be kept separate. It 

has been found in practice [44] that this implementation structure gives better time domain 

performance, in particular resulting in reduced overshoot in response to reference demands. 

This is because with this structure the references do not directly excite the dynamics of K 00, 

which can often result in large overshoot (classical derivative kick), since K 00 has been designed 

in the frequency domain for robustness objectives rather than time-domain performance. This 

structure, together with the fact that Hoc loop shaping controllers can be implemented as exact 

plant observers with state feedback [6 6 ], is also very useful in making more transparent the 

functionality of the overall controller, i.e. it is not simply one ‘black-box’ state space block. 

When it comes to the process of partitioning the centralised IFPC system into separate engine 

and airframe subcontrollers, however, the multi-block structure of the Hqo loop shaping de­

sign creates some additional complications which are not addressed explicitly in the controller 

partitioning procedure of [27]. In particular, notice that the Hoo loop shaping implementation 

structure of Figure 4.3 corresponds to a static two degree-of-freedom design, and that a full 

dynamic two degree-of-freedom Hoo loop shaping controller would have essentially the same 

structure - the constant prefilter K oo(0i)W2 being replaced by a dynamic compensator. Thus, 

the controller partitioning procedure described in this section can be regarded as an extension 

of the method of [27] to two degree-of-freedom control systems. The particular structure re­

quired for the partitioned IFPC system depends on the nature of the interactions between the 

airframe and engine subsystems, as well as on the various requirements arising from industrial 

and commercial constraints, e.g. the engine manufacturers need to run closed-loop tests prior 

to integration of the overall system. In practice, a hierarchical structure has been found to be 

most appropriate, with the airframe subcontroller generating commands both for the airframe 

control surfaces, and for those propulsion system variables which directly effect the airframe. 

A step-by-step procedure for partitioning centralised IFPC systems with a Hqo loop shaping 

implementation structure can be summarised as follows:

Step 1.

Assign the plant’s inputs and controlled outputs to be either engine or airframe variables. The
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two subcontrollers cannot both have authority over the same control actuator, to allow for 

independent control implementation and subsystem validation. For the control inputs, this de­

cision is based on control effectiveness (in terms of capability to directly control the controlled 

outputs) rather than the physical location of the actuator. For example, although the front 

and rear nozzle pairs are physically a part of the propulsion system, the angle of these nozzle 

pairs directly affects airframe quantities such as a  and V T , and so it is natural to consider 

them as airframe actuators. Although other engine control inputs may also appear to directly 

affect airframe variables, these changes are in fact achieved via other variables which are de­

noted as interface variables. For example, a change in main fuel flow may be seen to produce a 

change in velocity. However, this velocity change is more directly due to the resulting change 

in thrust magnitude, which can thus be denoted as an interface variable, leaving main fuel 

flow to be considered as part of the engine subsystem. The controlled outputs are selected to 

be mutually exclusive, and their assignment is based on traditional definitions of airframe and 

engine variables. The interface variables represent propulsion system quantities that affect the 

airframe. These are generally selected to be propulsion system generated forces and moments. 

Proceeding in this manner, the plant’s inputs and outputs may be grouped in the following 

way, where the subscripts have the obvious meanings:

Ua = [ETAD, E T A S T K ,F N O Z ,R N O Z ,  SPLIT]

Ue = [.M F F , E N O Z A , IGV]

Za = [a,VT, 7 ]

Zea =  [THM]

Ze =  [HPSM, L P S M , NLPC,  T10]

Note that only an interface variable from the engine to the airframe is considered, i.e. it is as­

sumed that airframe/engine interactions are in one direction only. Although this is not strictly 

the case for this particular system (e.g. use of the reaction control system E T A S T K  for air­

frame control effects the engine operating point), the approach is valid due to the qualitatively 

different nature of the interactions - interactions from the airframe to the engine are primarily 

considered as unwanted disturbances, which we expect the IFPC system to be robust enough 

to reject, whereas interactions from the engine to the airframe represent primary control power 

which is to be exploited as fully as possible by the IFPC system.

Step  2.

Based on the above assumptions, an internal engine subcontroller, K ee is extracted from the
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centralised IFPC system. This is done by considering each part of the centralised controller 

(k,W\(s), K qo{s),W2 , and jRToo(O)) and partitioning each part as shown for k:

kaa kae 

kea kee

The engine subcontroller is then made up of the *ee section of each. The order of the internal 

engine subcontroller was then be decreased by reducing the K ooee block from 43rd order to 16th 

order, resulting in an lSth order internal engine subcontroller.

Step  3.

Analyse the closed-loop frequency responses from the airframe commands ZQc to the inter­

face variable Zea with the centralised controller in order to identify the control requirements 

for the interface subcontroller for tracking the interface variable commands generated by the 

partitioned airframe sub controller. One way to determine these requirements is to study the 

closed-loop frequency response from all the airframe commands to each individual element of 

the interface variables with the centralised controller. We would like the demand for response 

in interface variables required to track airframe commands to roll-off prior to loss in the ca­

pability of the engine subcontroller to track the corresponding command. Other limits on 

the minimum required tracking bandwidth for the interface variables imposed by subsystem 

specific performance requirements include disturbance rejection and performance robustness 

to low frequency model variations. Furthermore, control actuation limits and requirements of 

robustness to high frequency modeling errors will impose limits on the maximum achievable 

tracking bandwidth for the engine subsystem. It is important to consider all of the require­

ments in generating specifications for interface tracking.

Step 4.

Design an interface subcontroller K ea to meet these control requirements. Any design method 

may be used to design the interface subcontroller - in this study the 1-i00 loop shaping method 

was used to design a 13 state controller, with weighting functions:

k = diag (0.049, 0.049, 0.049), W\ = x J3 x 3s

W\ was chosen to provide zero steady state tracking error via integral action, and also to 

decrease the roll-off rate around cross-over, while k was chosen to meet actuator limitation 

requirements. These result in a value of 7 opt =  1.53, indicating good robustness properties. 

Following model order reduction, the interface subcontroller is 13th order. Note that the inter­

face subcontroller design problem is non-square, i.e. three control inputs are available to control
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the single interface variable T H M .  This issue of controls’ redundancy will be returned to in 

§ 7.5.1. The full engine subcontroller K E  is thus made up of the internal engine subcontroller 

K ee and the interface subcontroller K ea connected in parallel.

Step  5.

With the engine subsystem closed using the centralised controller, as shown in Figure 6.1, ob­

tain a state-space representation of the airframe subcontroller block, K a as a reduced order (25 

states) approximation of the E  to [Ua Zea] transfer function matrix. The airframe subcontroller 

K A  is then made up of the K a block along with the blocks K ooaW 2 a and K ooa(0)W2a which 

are simply extracted from the original centralised system. Note the K a block of the airframe 

subcontroller generates commands for the airframe actuators while also generating reference 

demands for the interface sub controller.

Ua

ec

De-mux

Figure 6.1: Configuration for computing K a block of airframe sub controller.

S tep  6

Design a lead filter to compensate for the limited zeCLc tracking bandwidth of the engine subsys­

tem. K a as described above generates the desired response in the interface variables to airframe 

controlled variable commands such that the integrated system achieves the specified tracking 

and decoupling response. If these were used directly as commands for the interface variables 

then the actual zea response with the partitioned subcontrollers would lag the desired response 

due to the limited tracking bandwidth of the engine subsystem, thus resulting in deterioration 

in integrated system performance. In general its choice is based on practical considerations 

between the amount of lead compensation in K[ea(i , and the zeCLc tracking bandwidth of the 

engine subsystem. High lead compensation is undesirable as it can result in saturation of the 

engine actuators due to command magnification, whereas low lead compensation will require 

large ze0Lc tracking bandwidth. Since the interface subcontroller portion of the engine controller
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provides decoupled tracking of zeCLc, Kiead can simply be of the form

S +  CLi b{
N le a d i .s ')  — dlCLQ

S +  b i
i CLi ^  b{

with di and bi chosen based on the amount of lead desired. These were selected as a* = 1, 

b t = 15.

The final partitioned system is shown in Figure 6 .2 . The original centralised IFPC system has 

been partitioned into separate engine and airframe subcontrollers connected via a hierarchical 

structure. As may be expected, the overall order of the partitioned IFPC system is greater than 

for the centralised design. Each individual subcontroller is, however, of low order, leading to 

easier implementation and greater transparency. Finally, note that the partitioning procedure 

described above is not dependent on the static nature of the 'Hqo loop shaping controller pre­

filter block, i.e. the procedure can be applied without modification to control systems with a 

general two degree-of-freedom structure.

6 .3  N o n lin e a r  s im u la tio n  r e su lts  for th e  p a r t it io n e d  s y s te m

Inceptor demands corresponding to manoeuvres flown in piloted simulation trials of the cen­

tralised IFPC system, [7], were used in all cases. Again, as with the centralised system, it 

was noted that the partitioned system frequently operates with the engine actuators on their 

position limits. In particular, this saturation is due to the demands made by the interface 

sub controller. It was therefore decided to implement the weighting matrix Wiea in its self­

conditioned form, as discussed in § 5.6. Figures 6.3 and 6.4 show the aircraft responses to a 

demand on 7 , for both the centralised and partitioned IFPC systems, each implemented with 

an anti-windup scheme. It can be seen that the 7  steady-state response for the partitioned 

system is slightly greater than that for the centralised system. This is because the partitioned 

system tracked the positive 7  demand slightly more quickly that the centralised system, and 

it tracked the negative 7  demand slightly more slowly. It can also be seen that there is no 

increase in the a or V T  coupling. The main difference between the two systems is the L P S M  

steady-state value.

Figures 6.5 and 6 .6  show similar information for a demand on VT.  The results for the par­

titioned system resulted in reduced 7 , and so 7 , and a  coupling. Again, the most significant 

difference can be seen in the steady-state values of the engine variables.

These show that the responses of the airframe variables for the partitioned IFPC system in 

nonlinear simulation closely match those achieved with the centralised design.
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Figure 6 .2 : Partitioned IFPC system.
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Figure 6.3: Airframe and engine responses to a 7  demand for the centralised system (—) and 

the partitioned system (- -) at 80 knots.
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Figure 6.4: Actuator responses to a 7  demand for the centralised system (—) and the parti­
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Figure 6.5: Airframe and engine responses to a V T  demand for the centralised system (—) 

and the partitioned system (- -) at 80 knots.
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partitioned system (- -) at 80 knots.
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Although the design of a centralised controller that accounted for the interactions between 

subsystems was seen to be desirable, it would not be practical to implement. The method used 

to partition the centralised controller into airframe and engine subcontrollers has been intro­

duced in this chapter. This can be seen as an extension of that of [27], as the implementation 

structure of the Hoc loop shaping controller may represent that of a two-degree of freedom 

controller. Partitioning the centralised controller will enable the engine manufacturer to carry 

out the necessary tests to ensure safe operation of the engine. The partitioned system non­

linear simulation responses compare favourably to the original centralised system in nonlinear 

simulations



Chapter 7

R obustness analysis

The application of linear controller design techniques to highly nonlinear systems such as verti­

cal/short take-off and landing (V/STOL) aircraft generally results in controllers which produce 

acceptable flying qualities only at, and in a limited region around, a particular point in the 

flight envelope. The recently developed linear parameter varying (LPV) control techniques 

[67, 46, 24] offer the potential to directly design controllers with guaranteed performance and 

robustness properties over the full flight envelope. In order to use these techniques, however, a 

quasi-LPV model of the plant dynamics must first be developed, and computationally intensive 

linear matrix inequality (LMI) based optimisation problems must be solved to calculate the 

controller. For many aerospace systems, and in particular for the V/STOL aircraft config­

uration considered in this work, both of these requirements are problematic - the nature of 

the aircraft model (interacting engine and airframe sub-models, developed independently and 

subsequently integrated) makes accurate LPV models very difficult to construct, and the high 

order of the overall system makes LMI-based optimisation computationally expensive.

A more practical solution to the problem of constructing full-envelope multivariable IFPC 

systems for such an aircraft model could be to use nonlinear control logic to switch (or blend) 

between a set of linear controllers that have been designed at particular points in the operating 

envelope, as in [44] for example. An essential prerequisite for constructing efficient (i.e. minimal) 

schemes of this kind, however, is to be able to analyse over which portions of the flight envelope 

each linear controller retains adequate stability and performance properties.

While /z-analysis has become well established as a powerful technique for analysing the ro­

bustness of aerospace systems [2 2 ], there is still a surprising lack of examples in the literature 

of its application to complex industrial control problems [40, 41, 30]. In particular, analysis 

of multivariable flight control laws of the type considered here, where the effect of variations 

in aircraft parameters and dynamics over the flight envelope is modelled as real state-space 

uncertainty, causes problems for the efficient computation of tight bounds on / i .  This compu-
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tational difficulty is addressed here by comparing two different methods for generating tight 

bounds on real p by introducing small levels of complex uncertainty in the uncertainty descrip­

tion. Alternative approaches to computing tight bounds on real p are described in [23, 42]. 

The robustness analysis problem considered here also poses a challenge to the more recent 

I'-gap techniques, which have heretofore largely been applied to relatively low-order systems 

[79]. Despite the modelling and computational difficulties involved in their application to such 

a complex problem, both techniques are seen to provide much useful information about the 

robustness properties of the integrated flight and propulsion control system. Furthermore, the 

results of the analysis are seen to correspond closely with the evaluation of the controller from 

pilot comments reported in [7].

The lay-out of this chapter is as follows. § 7.1 will introduce the use of p to analyse the stability 

of the centralised system due to parameter variations. § 7.2 will consider the stability of the 

centralised system due to uncertain dynamics, due to flying at points in the flight envelope other 

than the nominal design point. § 7.3 presents the results of the p-analysis of the centralised 

system, and § 7.4 presents a J'-gap analysis of the centralised system. § 7.5 gives the robustness 

analysis results of the partitioned system. Finally, § 7.6 presents a summary of this chapter.

7.1 Robust stability analysis of centralised system  due to parameter varia­

tions

In this section, ‘uncertainties’ in the nominal plant model arising from two distinct sources 

are considered: variations in the values of the aircraft mass and inertia, and variations in 

the airframe/engine dynamics over different regions of the V/STOL flight envelope. In order

to use p to analyse the robustness of the IFPC system, it is necessary to generate linear

fractional transformation (LFT) based parametric uncertainty descriptions for the model and 

its associated uncertainty. The approach used for generating such descriptions will necessarily

depend on the nature (and size) of the plant model under consideration. For a general nonlinear

plant of the form

x(t ) =  F(x(t),u(t),p)  (7.1)

y(t) = G(x(t), u(t),p)

where x , u, y are the state-, input- and output-vectors respectively, and p is a vector of uncertain 

parameters, symbolic linearisation methods [75] can be used to generate linear, rationally 

parameter-dependent representations about some equilibrium point of the form

8x = A(p)5x + B(p)8u (7.2)

fy = C(p)5x +  D(p)5u.
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The model (7.2) is non-conservative in that the entries of the state-space matrices (which 

are rational functions of the uncertain parameters p) preserve an exact description of joint 

parametric dependencies in the original nonlinear model. Transformation of the model (7.2) 

into an LFT form for /^-analysis is then relatively straightforward. For plants of the type 

considered here, however, several problems arise with the above approach. Firstly, due to 

the high order of the plant, the computational burden associated with the required symbolic 

manipulations (even for relatively few parameters in p) can easily become prohibitive. Secondly, 

precise models relating the effect of the parameters p on the nonlinear system, as in (7.1), are 

not readily available. Thirdly, models of the form (7.2) are only valid in a neighbourhood 

around a particular linearisation point, and so are not generally appropriate for investigating 

robustness over large regions of the operating envelope. An alternative approach to uncertainty 

modelling which avoids these problems, at the expense of a certain amount of conservatism, is 

described next.

Given a nonlinear software model (in any form) of the plant, repeatedly perform numerical 

linearisations over several points in the operating envelope, and/or over all combinations of 

the extreme points of the uncertain parameters. For an uncertain parameter vector p of size 

n, with each parameter lying between some minimum and maximum value, a set of 2 n linear 

models are thus generated. These models form a so-called multi-model state description

&r(£) =  Ai8x(t) + Bi8u(t) 

8y(t) =  Ci8x{t) + Di8u{t).

(7.3)

For each varying element of each state-space matrix it is now possible calculate its minimum 

(e.g. n™m), maximum (e.g. a™ax), and nominal ( e.g. (a™ax + a™m) / 2) values. It is thus possible 

to replace the multi-model system (7.3) by an affine parameter dependent representation of 

the form

8x(t) = APA8x(t) + BPB8u(t)

8y(t) =  Cpc 8x{t) +  DPD8u{t).

(7.4)

where the state matrices are in the form

ApA BpB _ -̂ pO P o
1

nA
+

1 1---o

1--- •P 0 Dpo 1 p O Dpo 7 — 1

o
1 —1 

o

n B

+ Ai 
i=nA + 1

0 ■3
°

1

0 0
no

+ ^ 2  Az
0  0

0 0 i=nB + l 1 £ 0 i=nc + 1 0  Dpi

Thus, for example, for each varying entry in the matrices A*, there results a A* and an Api in
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the above expression, where A* is an uncertain real scalar parameter which varies between 1 

and -1, and Api is equal to ((u”-ai — a”-m)/2). Each of the matrices associated with each A; 

has rank one and can be factored using the singular value decomposition into row and column 

vectors: 1oS.
i-----------------

Ei -

= Gt Hx
0  0 _ Fi _

Now proceeding according to the method of [52], if the linear system P  is defined with extra 

inputs and outputs via the equations

X A q B o E\ • • - En £

y Co Do F\ • • • Fn U
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Gi Hi 0  • • • 0 W\

zn i C7> 
.

.
.

3

-
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where n =  n o , the closed-loop interconnection structure shown in Figure 7.1 can be formed. It 

is then trivial to convert this system into the standard form for //-analysis shown in Figure 7.2.

w i

Figure 7.1: Interconnection structure of uncertain closed-loop system.

The main points to be made about this approach to uncertainty modelling are the following. 

Assuming that efficient trimming and linearisation routines are available for the nonlinear 

model, generation of the multi-model uncertainty description (7.3) is fast, easy and can be 

automated. Subsequent transformation of this description to the standard form for //-analysis 

is then also more or less automatic. The main problem with this approach is that the A 

parameters in the final model are artificially introduced, and thereby reflect the uncertainty 

due to the actual uncertain parameters p only implicitly. Thus the size of the final A matrix 

in Figure 7.2 depends on the size of the system state-space matrices, as well as on the number
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w  i

Figure 7.2: Standard block diagram for /i-analysis.

of parameters in the vector p. Although the parametric linear model (7.4) certainly covers 

all possible linearisations arising from the uncertain nonlinear model, it will be conservative, 

since it ignores possible joint parameter dependencies in the model. Thus only positive analysis 

results can be proposed, i.e. it is possible to prove robust stability for a given level of uncertainty, 

but if the results indicate the existence of a destabilising uncertainty it is not possible to say 

anything definite. This is because it cannot be sure if the destabilising uncertainty is actually 

present in the system or has been introduced by the approach used to generate the LFT-based 

uncertainty model. While this is certainly a drawback of the proposed approach, the results 

to be presented indicate that the amount of conservatism is in practice quite small, and good 

agreement with the results of the i'-gap analysis and piloted simulation trials is noted. Finally, 

one advantage of the proposed approach is that the resulting uncertainty models do not contain 

any repeated parameters. This may be in contrast to exact uncertainty models where repeated 

parameters may result in extra conservatism in the generation of upper bounds on p.

Another complication arising from the proposed approach to uncertainty modelling is that the 

resulting A matrix is purely real, thus making it difficult to calculate lower bounds on p. This 

issue is treated in detail in § 7.3. In this study, the above method is used to generate an 

uncertainty description for the Spey-WEM model, in order to assess the robustness of its IFPC 

system to variations in the aircraft’s mass, m  (±20%), and inertia, Iyy (±5%), i.e. p = [m , I yy\. 

These were selected based on a consideration of the nonlinear system, whereby the effects of 

varying several parameters were noted.
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7 .2  R o b u st  s ta b il ity  a n a ly s is  o f  cen tra lised  s y ste m  a t d ifferen t v e lo c it ie s  

u sin g  //

The approach to evaluating the robustness of the IFPC system to variations in the aircraft’s 

dynamics over the flight envelope requires a slight modification to the above procedure. In this 

analysis, we seek to represent differences between the linearised model of the aircraft at the 

80 knot design point and linearised aircraft models at various other points in the envelope, as 

structured uncertainty about the 80 knot model. In standard //-analysis the uncertainty matrix 

A is required to be normalised so that each A; can assume any value in the interval [-1 ,-hl]. For 

the particular problem under consideration this is not appropriate, however, since it is sought 

to represent changes in the plant state-space matrices from 80 knots to 1 2 0  knots (for example), 

and not from 80 Knots ±  40 knots. In effect it is required that a ‘one-sided’ uncertainty is 

considered. Hence the following modifications axe made to the standard configuration in order 

to prevent // considering an uncertainty set that is too large:

1. Construct the standard diagonal perturbation formulation (DPF) with an additive per­

turbation matrix where A; =  0.5 Vi.

2. Scale the outputs from A to M  by 0.5. This has the effect of constraining A* G [—0.5,0.5].

M  is now in a suitable form so that // can be determined with a ‘correct’ uncertainty set. An 

alternative procedure would be to use repeated real parameters to ensure that A; G [0,1], as 

shown in Figure 7.3. This is achieved by ensuring that the output from one A; forms the 

input to a similar (repeated) Aj. The overall perturbation gain will then correspond to a 

A where every A* G [0,1]. One drawback to the use of repeated real uncertainty is that 

the corresponding //-analysis necessarily involves a larger DPF matrix M(s)  and therefore the 

generation of extra constraints by the // software. For example, if the first (non-repeated, 

scaled only real parameter) solution outlined above contains q uncertain parameters, then 2 q 

constraints must be generated by the //-analysis optimisation software. However, an equivalent 

repeated real parameter //-analysis will require 4q constraints, and thus results in bounds on // 

which are more conservative than those achieved with the former method.

The former method of determining the uncertainty associated with the aircraft linearisations 

at different points in the flight envelope may be verified by comparing the closed-loop systems 

of the 80 knot plant ‘h it’ with the appropriate A with, for example, the actual 50 knot plant. 

This is shown in Figures 7.4 for the 80 knot plant with a zero uncertainty matrix and 7.5 for 

each linearised point in the flight envelope.
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M ( s )

Figure 7.3: Repeated real approach for a one-sided analysis problem.

It can be seen that there is no difference in the singular values for the two systems, showing

this is an effective method of representing the uncertainties.

7.3  //-a n a ly s is  re su lts

The results presented from this point are those found using a slightly redesigned controller. 

The nominal 80 knot linear plant was re-trimmed in order to achieve consistent values of a. 

The performance characteristics of the original controller were maintained. Using the method 

described in § 7.1, the final uncertainty description for variations in p gave a real A matrix 

of size 76, and so calculating bounds on p is settled for, using standard software routines [4]. 

An upper bound for //, calculated using the mixed p algorithm of [81] is shown in Figure 7.6. 

From the graph it is clear that the IFPC system is guaranteed to be stable for all uncertainties 

associated with the parameter p.

To understand exactly how much bigger these uncertainties can be before instability could 

occur, however, a lower bound on p must be computed. Now, it is known that in the case

of purely real uncertainties, p is not necessarily a continuous function [56], i.e. it is possible

for the robustness margin for real parameter uncertainty to change abruptly for infinitesimal 

changes in the problem data. These discontinuities can cause problems in the convergence of 

the lower bound mixed-// algorithm of [81]. In fact, for this particular problem, this algorithm 

does not converge. Furthermore, the high order of the system and the resulting size of the A 

matrix also rules out the use of exponential time algorithms for calculating lower bounds on 

real //, such as the one described in [19].

One way of getting around these difficulties is to introduce small levels of complex uncertainty 

into the uncertainty model, in order to improve the convergence properties of the lower bound 

mixed-// algorithm of [81]. Two alternative ways of introducing such uncertainty are considered 

here. The first approach, suggested in [4], is to add small amounts of complex uncertainty onto 

each uncertain real parameter. The idea is to introduce just enough complex uncertainty
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Figure 7.5: Nominal plants (—), and 80 knot plant with appropriate A (- -).
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Figure 7.6: p upper bound for the IFPC system at 80 knots for 2  uncertain parameters (m and 

lyy)-

to get the mixed p lower bound software to converge, without significantly increasing the 

fundamental uncertainty set considered (this can be checked by noting the effect on the upper 

bounds). The procedure is as follows: the block structure is expanded (to twice the original 

size) by including scaled complex blocks which are exactly the same dimension as the original 

real blocks, as shown in Figure 7.7. Scaling factors of x  — 0-1? f°r example, imply that the 

input/output channels which provide the complex uncertainty effects are each scaled down by 

a factor of 10, giving an overall scaling of the complex blocks of 0.01. Figures 7.8 and 7.9 

show the effects of adding increasing amounts of complex uncertainty on the lower and upper 

bounds for p. The lower bound improves as the amount of complex uncertainty increases, but 

it also causes the upper bound to increase until it is > 1 with 16% complex uncertainty. For 

9% complex uncertainty however, there is very little increase in the p upper bound while the 

lower bound is well behaved, and in fact quite tight. This reveals that the actual value of p is 

quite close to 1 at certain frequencies, and thus that only small levels of extra uncertainty in 

p could be tolerated by the system before instability could occur.

Figure 7.10 shows the variation in the p upper bound as the aircraft moves towards the hover 

region of the flight envelope. From the plots it can be seen that while stability can be guaranteed 

down to 50 knots, at 20 knots it cannot. Figure 7.11 shows the variation in the upper bound as
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Figure 7.7: Replacing real uncertainty with real + complex uncertainty.

the aircraft moves towards the fully wingborne region of the flight envelope for the 1 2 0  knots 

and 150 knots points in the flight envelope. In this case it can be seen that at neither point 

can robust stability be guaranteed. To prove instability at these points in the flight envelope 

lower bounds for ji must be calculated. To do this we proceed again by adding small amounts 

of complex uncertainty. Figures 7.12 to 7.13, and 7.14 to 7.15 show the resulting /j , lower and 

upper bounds for uncertainty corresponding to variations in the aircraft dynamics between 80 

knots and 20 knots, and between 80 knots and 120 knots. From the figures it can be seen 

that n lower bounds of greater than 1 are achieved for each case, for even 1% added complex 

uncertainty, and thus it can be concluded that stability is not preserved at these points in 

the flight envelope. It is recalled at this point, however, that the ‘black-box’ procedure for 

modelling uncertainty neglects inter-dependencies in the elements of the state-space matrices, 

and as a result the robustness results are likely to be quite conservative.

An alternative approach to introducing complex uncertainty into the system is to include 

uncertainty models for the dynamics of the aircraft actuators. Although the dynamics of 

aircraft actuators can often be modelled to a high accuracy via wind tunnel testing, some 

‘uncertainty’ will always be present in linear models of such systems, due to (a) the neglect 

of nonlinear dynamics such as rate limits and deadzone/hysteresis effects, and (b) the neglect 

of high-frequency dynamics. For the aircraft model used in this study the actuators with the 

most complex behaviour are the thrust vectoring nozzles, which exhibit significant nonlinear 

dynamics of the type mentioned above. Complex uncertainty models were therefore placed 

on these actuators, corresponding to 2 0 % uncertainty in the position of the nozzles at low 

frequencies, increasing to 100% at approximately 100 rads-1 . Similar models corresponding to 

1 % uncertainty at low frequency, rising to 1 0 0 % at 2 0 0  rads- 1  were placed on all the other 

aircraft actuators. Figure 7.16 compares the /i bounds for the uncertainty in mass and inertia,
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Figure 7.8: p upper bounds for the centralised system at 80 knots for 2 uncertain parameters 

with 0% (+), 1% (••), 4% (-•), 9% (- -) and 16% (—) added complex uncertainty.
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Figure 7.9: p lower bounds for the centralised system at 80 knots for 2 uncertain parameters

with 0% (+), 1% (••), 4% (-•), 9% (- -) and 16% (—) added complex uncertainty.
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Figure 7.10: /x upper bounds for 80-50 knots (—) and 80-20 knots (- -) dynamic variations.
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Figure 7.11: (i upper bounds for 80-120 knots (— ) and 80-150 knots (- -) dynamic variations.
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Figure 7.12: p upper bounds for the centralised system for 80-20 knots dynamic variations with 

1% (•■), 4% (-•), 9% (- -) and 16% (—) added complex uncertainty.
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Figure 7.13: p lower bounds for the centralised system for 80-20 knots dynamic variations with

1% (••), 4% (-•), 9% (- -) and 16% (—) added complex uncertainty.
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Figure 7.14: ii upper bounds for the centralised system for 80-120 knots dynamic variations 

with 1 % (••), 4% (-•), 9% (- -) and 16% (—) added complex uncertainty.

2.5

//0.5

frequency (rad/sec)

Figure 7.15: n lower bounds for the centralised system for 80-120 knots dynamic variations

with 1% (••), 4% (-), 9% (- -) and 16% (—) added complex uncertainty.
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for complex uncertainty introduced via the actuators, and via the addition of 1 % complex 

uncertainty to each real uncertainty element. Figures 7.17 to 7.20 provide a similar comparison 

for variations in aircraft dynamics over the flight envelope. In general, the use of the actuator 

uncertainty approach is seen to produce tighter bounds, but at the cost of greater increases in 

the upper bounds, especially at higher frequencies.
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Figure 7.16: fi bounds for 2  uncertain parameters with actuator uncertainties (—) and with 

real + 1 % complex uncertainties (- -) for the centralised system.

7 .4  S ta b il i ty  a n a ly s is  o f  ce n tr a lise d  sy s te m  a t d ifferen t v e lo c it ie s  u s in g  th e  

z'-gap m e tr ic

§ 4.3 introduced the z'-gap metric and described how it may be used to test if the nominal 

controller can stabilise plants other than that which it was designed for. It was noted that this 

was of particular use if using the Hoo loop shaping design procedure. The 80 knot controller 

now achieves an optimal value of 7  =  4.02. The suboptimal controller was constructed, giving 

a stability margin B p 80knots , K  of 0.226. Looking at Table 7.1, it may be concluded that stability 

cannot be guaranteed for any of the selected points away from the nominal, as the value of 

Si/{Psohnots-> P*) is greater that the value of P p SOknots, K  for all plants where ★ = 20 knots, 50 

knots, 120 knots and 150 knots.
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Figure 7.17: p bounds for 80-20 knot dynamics variations with actuator uncertainties (—) and 

with real +  1 % complex uncertainties (- -) for the centralised system.
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Figure 7.18: p bounds for 80-50 knot dynamics variations with actuator uncertainties (—) and

with real -F 1% complex uncertainties (- -) for the centralised system.
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Figure 7.19: p  bounds for 80-120 knot dynamics variations with actuator uncertainties (— 

and with real + 1% complex uncertainties (- -) for the centralised system.
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Figure 7.20: p bounds for 80-150 knot dynamics variations with actuator uncertainties (— 

and with real +  1 % complex uncertainties (- -) for the centralised system.
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Plant (P*) max/i U.B. î/{P80knotsi P*)

2 0  knots 1 2 . 1 0 0.67

50 knots 0.45 0.31

1 2 0  knots 2.34 0.41

150 knots 2 . 8 8 0.78

Table 7.1: bv and p across the flight envelope.

However, a significant advantage of using the I'-gap metric is the fact it can be plotted across 

frequency, as shown in Figure 7.21. This shows ^(Psoknotsij^ ) > P+iju)) as well as the robustness 

margin b p 80k n o t s , K { w ) for the IFPC system at the nominal 80 knots design point.
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Figure 7.21: ^(PsoknotsU^): P*{ju)), where * =  20 knots (••), 50 knots (-), 120 knots (- -) and 

150 knots (—), and &p80fcnoti,/rM  (+)•

From this figure it can be seen, as found in the previous /i-analysis, that the centralised IFPC 

system loses stability and performance robustness below 50 knots and at and above 120 knots. 

Note the usefulness of the frequency domain interpretation of the I'-gap metric for this example

BPg,oknotsiK ^  ^v(P&0knotsi PbOknots)

but

bPsoknots î. )̂ >  '4>{P&0knots{j(jJ)'l PbQknotsiju)) Vu;

This frequency domain interpretation of the z -̂gap metric can also provide much useful infor-
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mation for controller design. For example, plots of ip{P80knots{jw), P*(juj)) for a particular 

selection of weighting functions can reveal the frequency regions over which robust perfor­

mance is most degraded, and the weighting functions can then be modified accordingly over 

those critical frequencies.

Finally, the consistency of the p- and z/-gap analyses is noted, both with each other, in Ta­

ble 7.1, and with the results of piloted simulation trials carried out on DERA Bedford’s RTAVS 

simulation facility and reported in [7]. As an example, Figure 7.22 shows the response of the 

IFPC system in nonlinear simulation to a demand on 7  at 20 knots, 50 knots, 120 knots and 

150 knots. Figure 7.23 shows the levels of coupling into 7  caused by a demand on VT  at the 

same points in the flight envelope. The level of performance degradation for each manoeuvre 

at each point of the flight envelope correlates reasonably well to the corresponding value of p 

and the z'-gap in the frequency domain analyses described above. For example, the significant 

degradation in the performance of the IFPC system at the 150 knot point in the envelope is 

reflected in the substantial increase in the values of both p and the z/-gap in the corresponding 

robustness tests.

7.5  R o b u s tn e s s  a n a ly s is  o f  th e  p a r tit io n e d  sy s te m

Nominal and robust performance analysis was carried out in § 6.3 by comparing the flying 

qualities of the partitioned IFPC system in nonlinear simulation with those achieved by the 

initial centralised design. In addition to preserving the time domain performance properties 

of the centralised design, the partitioned IFPC system must also exhibit the same levels of 

robustness to variations in aircraft/engine dynamics and disturbances over the V/STOL flight 

envelope. In order to investigate this issue, a detailed analysis of the stability robustness 

characteristics of the two systems using the structured singular value p was conducted [4]. In 

this analysis, as for the centralised system, uncertainties in the nominal plant model arising 

from two distinct sources are again considered: variations in the values of aircraft parameters 

(aircraft mass, m  and inertia, I yy), and variations in the airframe/engine dynamics as the 

aircraft moves away from the 80 knot design point of the V/STOL flight envelope [35, 5]. 

Upper bounds on p for variations in airframe/engine dynamics between the 80 knot design 

point and 20, 50, 120 and 150 knots are shown in Figures 7.24 to 7.25, for both the centralised 

and partitioned IFPC systems, p upper bounds for uncertainty due to variations in aircraft 

mass and inertia are shown in Figure 7.26.

The figures reveal a dramatic degradation in the robustness properties of the partitioned IFPC

system, as compared with the initial centralised design. Such a degradation in robustness is
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Figure 7.24: p upper bounds for variations in airframe/engine dynamics between 80 knots and 

(a) 20 knots, (b) 50 knots, centralised (—) and partitioned (- -) IFPC systems.
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Figure 7.25: p upper bounds for variations in airframe/engine dynamics between 80 knots and

(a) 120 knots, (b) 150 knots, centralised (—) and partitioned (- -) IFPC systems.



7.5. Robustness analysis o f the partitioned system 147

c  0.8

0.6

0.4

0.2

frequency (rad/sec)

Figure 7.26: p upper bound for uncertainty due to parameter variations (m and Iyy), cen­

tralised (—) and partitioned (- -) IFPC systems.

unacceptable, and points to the need for further refinement of the partitioned IFPC system. An 

advantage of the approach to controller partitioning described in the previous section is that it 

readily allows the subsequent re-design of the various sub controllers. This design flexibility is 

exploited in the next section, in order to improve the performance and robustness properties 

of the partitioned IFPC system.

7.5.1 R e-d esign  o f  th e  engine subcontroller

A key requirement of any partitioning procedure for integrated flight and propulsion control 

systems is to provide independent integrity of the individual sub controllers. This is necessary 

for commercial reasons, since different subsystems may be designed and built by independent 

suppliers who will need to retain responsibility for implementation and testing up to final 

system integration. It is also necessary, however, in order to allow the re-design of the individual 

subcontroller blocks subsequent to partitioning. This re-design may be required for a variety 

of reasons, e.g. a change in a subsystem or in a subsystem’s performance specifications. It may 

also be required to address any degradation in performance or robustness caused as a result of 

the partitioning process itself, as is the case here. One approach to the problem of re-designing 

the partitioned IFPC system consists of using numerical optimisation methods to adjust the
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parameters of the sub controllers so that some cost function which describes the ‘error’ between 

the performance and/or robustness properties of the centralised and partitioned systems is 

minimised [65]. An alternative strategy is to directly re-design the engine subcontroller, in 

order to make more efficient use of the available engine subsystem control effectors. The 

motivation for this approach comes from the observation that the major difference in nonlinear 

simulations between the partitioned and centralised systems seems to be in the use of the engine 

actuators, see Figures 6.4 and 6 .6 . Recall that in the interface subcontroller design step of the 

partitioning procedure it was noted that the control problem was non-square, i.e. three engine 

control inputs are available to control one interface variable T H M .  This control power can 

be used more efficiently if some of the other internal engine variables are also included in the 

interface subcontroller design, since this subcontroller should ideally provide decoupled tracking 

of demands on Zea. The engine variables T10 and N L P C  are therefore re-assigned to Zea, 

leaving only the two surge margins H P S M  and L P S M  in Zee. The interface subcontroller 

design problem is now square, and a new K ea (10 state) controller was computed, again using 

the method of %oo loop shaping, in order to meet the performance specifications (taken from 

the centralised design) on all three interface variables. The weighting functions were selected 

as

k = diag (0.05, 0.05, 0.05), Wi = x I3x3,
s

resulting in a value of 7 opt =  1.54. Nonlinear simulation results for the re-designed partitioned 

IFPC system, Figures 7.27 to 7.30, show the partitioned system achieves good performance 

and, for the demand on V T , improved decoupling between the controlled variables.

Robustness analysis of the re-designed system, however, reveals a dramatic improvement over 

the initial partitioned system, resulting in an almost complete recovery of the robustness prop­

erties achieved by the centralised design, Figures 7.31 to 7.33.

A final robustness test can be performed by using /^-analysis to calculate the smallest pertur­

bation in the closed-loop performance of the interface subsystem which will cause the overall 

partitioned system to become unstable. The closed-loop singular values for the resulting ‘worst- 

case’ interface subsystem can then be compared with the ‘desired’ singular values (i.e. the 

specifications generated from the centralised design) and the singular values actually achieved 

by the interface subcontroller. The resulting plot shows how ‘close’ the partitioned system 

is to both the best-case (perfect matching of centralised performance) and worst-case (overall 

system instability) scenarios. As shown in Figure 7.34, the closed-loop singular values for the 

interface subsystem of the re-designed partitioned system show a good match to the desired 

singular values, and are significantly different from those corresponding to overall system in­

stability. Tests such as the above can provide much useful information for iterative re-design
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Figure 7.27: Airframe and engine responses to a 7  demand for the centralised system (—) and 

the re-designed partitioned system (- -) at 80 knots.
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Figure 7.29: Airframe and engine responses to a V T  demand for the centralised system (—) 

and the re-designed partitioned system (- -) at 80 knots.
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of sub controllers. If, for example, the desired, achieved and worst-case singular values all cor­

respond closely, the subcontroller could be re-designed to increase robustness at the expense 

of sacrificing some matching between the centralised and partitioned systems.

7 .6  S u m m a r y

Chapters 5 and 6  presented good nonlinear simulation results for the centralised and partitioned 

systems. However, it is not expected that a single nominal controller will be able to guarantee 

stability across the flight envelope, and that some form of controller scheduling/switching will 

be required. In order to implement this, it is important to know where in the flight envelope 

the nominal controller can no longer guarantee stability. A /i-analysis of the system has been 

presented that considers the stability of the nominal system to perturbations originating from 

parameter variations such as mass and inertia, or from differences due to the airframe/engine 

dynamics according to the point in the flight envelope. One drawback of using /i-analysis 

in this way is that the perturbations will always be real, leading to difficulties in the lower 

bound in converging. Two methods were considered that introduced some form of complex 

uncertainty into the system in order to allow a lower bound to be calculated. Further, the 

i/-gap metric has been used as an alternative method of calculating stability away from the 

nominal design point. It has been shown that although the i^-gap metric may be greater than 

the stability margin found for the Hoo loop shaping controller in a frequency independent test, 

if its value is considered on a frequency by frequency basis it may be concluded that stability 

is in fact guaranteed. These were applied to both the centralised and partitioned systems. 

The partitioned system displayed significant robustness degradation. An important advantage 

of the partitioning method has been demonstrated, whereby the sub controllers may be easily 

redesigned. It has been seen that it is not sufficient to ensure the performance of the partitioned 

system meets that of the centralised system - its robustness properties must also be preserved. 

Following a /i-analysis of the initial partitioned system, it was clear that all robustness had 

been sacrificed. However, a redesign of the engine subcontroller resulted in good performance 

as shown in nonlinear simulations, but with an almost complete recovery of the robustness of 

the centralised system.
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Chapter 8

Lim iting o f safety-critical engine variables

This chapter will describe the approach used to address the engine variable limiting problem 

[32]. § 8.1 gives a brief description of why it is important to have some method of restricting the 

internal engine variables. § 8 .2  introduces a new engine limiting method, which was reasonably 

successful. The approach presented here is based on the strategy of imposing maximum position 

limits on engine actuators, via a switching function, in the case of a particular engine output 

variable reaching its specified safety limit. The maximum limits to be imposed on the engine 

actuators are calculated on-line, and correspond to the values of the actuators just prior to the 

engine safety limit being violated. The actuators are subsequently ‘released’ to resume normal 

operation as soon as the pilot’s demands have returned to a level which will not cause any 

engine safety limits to be exceeded. Finally, § 8.3 provides a summary of this chapter.

8.1 N eed for engine limiting strategies

§ 1.1.7 and § 1.1.8 introduced some details of what the engine control problem involves, and 

some advanced engine control strategies. Current engine control generally involves working on 

limits - temperatures must be limited in order to maintain material strength and to minimise 

creep, the surge margins must be kept sufficiently high in order to avoid surge, and spool speeds 

must be limited in order to keep the rotor stress within safe margins. Restrictions such as these 

are important in order to maximise the life of the engine while still achieving maximum possible 

performance and maintaining safety. These limits are particularly important due to the nature 

of the use of the engine. High fluctuating loads, high temperatures and temperature gradients, 

frequent starts and stops and stress concentrations resulting from complex geometrical shapes 

and from surface discontinuities produced by service - these conditions all contribute to making 

the components fatigue-prone. Overall, it is desired that the engine will provide performance 

subject to these engine limits and restrictions. The engine will have some safety margin which 

may be used occasionally for short periods if required. If this short time is exceeded, however,
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the engine will need to be dismantled and the affected parts replaced. Exceeding temperatures 

may significantly shorten the life of an engine, but exceeding rotational speeds may result in 

failure of parts, or in excessive vibrations being transmitted throughout the airframe where 

additional damage may be caused. Excessive temperatures, pressures and rotational speeds 

within the engine can have an adverse effect on its life span, and in the extreme case can cause 

catastrophic failure or engine blowup. A complicating factor is due to conflicting requirements. 

For example, in order to increase the efficiency of the engine, the turbine inlet temperature 

should be high. However, this will exceed the maximum temperature allowed by the materials 

the turbine is constructed of. Therefore, either some cooling strategy is required or the inlet 

temperature must be limited. For every 20°K increase in temperature near its rated operating 

point the blade life is typically halved [63].

8.2  A n  in te g r a te d  e n g in e - l im it in g  s tr a te g y

Specifications of maximum limits for certain engine variables were provided by DERA in order 

to protect the engine from dangerous over stress and over temperature [12]. It was noted at the 

beginning of this study that in some areas of the flight envelope the flying qualities requirements 

specified may lie outside the aircraft’s capability. In such cases, it was stated that the control 

law should govern aircraft motion to give the maximum performance obtainable while staying 

within all specified safety limits. In order to enforce this priority, additional nonlinear control 

logic must be ‘wrapped around’ the engine sub controller. This problem was addressed in [28] 

by incorporating nonlinear control logic to impose an accel/deccel schedule on engine actuators. 

This approach also necessitates the addition of integrator wind-up protection logic [13, 20] in 

order to accommodate the effects of the enforced actuator limits.

Through running nonlinear simulations, it was noted that of all the engine variables that are 

to remain within specific limits, T10 was generally the first to violate its limit [34]. This 

temperature is closely related to the use of main fuel flow and exit nozzle area. There will 

be many combinations of engine actuator positions that will cause each of the internal engine 

variables to exceed limits. Moreover, manufacturing tolerances will mean that each new engine 

will differ slightly from the others, and worn engines will differ further. In order to account 

for all of these sources of error, it was decided to apply a limiting scheme that calculated 

and imposed actuator limits on line. This is achieved by monitoring T10 constantly. If it 

approaches within 10K of its maximum limit of 1430K, the positions of each of the engine 

actuators axe noted. If T10 continues to increase, these noted actuator positions are used as 

temporary artificial position limits, as it is known that this combination of actuator positions 

is sufficient to keep T10 10K below its maximum limit. Once the demands to the actuators fall
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below these ‘false’ limits, they are released and are free to move as required.

It has been noted from previous nonlinear simulation results that the system frequently operates 

on engine actuator position limits. Implementation of the engine limiting scheme will result in 

the actuators also operating on additional ‘artificial’ limits. Therefore, implementing an anti­

windup scheme is necessary to maintain the good performance properties of the system, both 

due to actuator saturation and due to artificial position limits imposed on the system from 

the use of the engine limiting strategy. As noted in 6.3, it is the interface part of the engine 

subcontroller that makes the large demands causing integrator windup, therefore it is necessary 

to implement W \ea in its self-conditioned form. The final system is shown in Figure 8.1.

The approach has been seen to work well in nonlinear simulation, as shown in Figures 8.2 to 8.4 

for a demand on 7 . These results compare the nonlinear responses of the partitioned IFPCS 

system with the engine limiting strategy with those of the centralised system. It is clearly 

shown that T10 exceeds its maximum specified value for the centralised system. However, 

for the partitioned system with the additional engine control logic, T10 is held just below its 

specified limit until the reference demand has decreased sufficiently. Note also from Figure 8.2 

that the satisfaction of the specifications on maximum engine limits has been achieved with 

little degradation in overall Mission level flying qualities. It is seen from Figures 8.2 that by 

directly limiting T10, the engine variable N L P C  has also been kept within its maximum limit 

- thus it seems likely that in practice it will suffice to limit only a subset of engine variables of 

interest. Figure 8.3 shows the responses of the additional internal engine variables that were 

included in the advisory section of the specifications. It can be seen that by limiting T10, these 

variables are also effectively kept within their specified limits. From Figure 8.4 it can also be 

seen that, as it is the engine actuators that are affected directly by the engine limiting strategy, 

the airframe actuator positions are similar for both the partitioned system with engine limits 

and for the centralised system.

Figures 8.5 to 8.7 compare the responses to a demand on V T  of the partitioned system with 

engine limits with the centralised system. Again, it is shown that whereby for the centralised 

system, T10 exceeds its maximum specified value significantly, for the partitioned system with 

engine limits, all the engine variables are kept within safe limits while still achieving good 

performance properties.

Finally, the robust performance properties of the partitioned IFPC system are illustrated by 

checking its performance in nonlinear simulations away from the nominal 80 knot point of the 

flight envelope. Figures 8 . 8  and 8.9 show the performance of the partitioned system with engine 

limiting schemes and the centralised system to a 7  demand at 50 knots. The coupling into all 

other outputs remains within specifications. Figures 8.10 and 8 . 1 1  compare the results for a
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demand on V T  at 50 knots, where it can be seen that the V T  response is very similar. Again, 

all the internal engine variables remain within their specified limits. Figures 8 . 1 2  to 8.15 show 

the same information for demands at 120 knots. While the 7  response to a negative 7  demand 

is slightly more sluggish for the partitioned limited system, all of the controlled outputs meet 

the specifications. The V T  response for the partitioned limited system is slightly improved, 

with less overshoot, while the 7  and a  coupling is reduced.

8 .3  S u m m a r y

An engine limiting scheme used to maintain internal engine variables within specified limits 

to ensure safe operation of the engine for the partitioned system has been introduced in this 

chapter. This is particularly flexible in that it accounts for differences in the engine due to, 

for example, manufacturing tolerances or internal wear. Some anti-windup is included, as the 

engine actuators often operate on limits, either physical or artificially imposed ones.
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engine limits (—) and centralised design (- -) at 50  knots.
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Figure 8.9: Actuator responses to a demand on 7  - general partitioned design with engine
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Figure 8.10: Airframe and engine responses to a demand on V T  - general partitioned design 

with engine limits (—) and centralised design (- -) at 50 knots.
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Figure 8.12: Airframe and engine responses to a demand on 7  - general partitioned design with 

engine limits (—) and centralised design (- -) at 1 2 0  knots.
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Figure 8.14: Airframe and engine responses to a demand on V T  - general partitioned design 

with engine limits (—) and centralised design (- -) at 1 2 0  knots.
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Chapter 9

Conclusions and further work

This chapter will bring together the main conclusions from this thesis and will introduce further 

work required to expand the controlled flight envelope and to address some of the difficulties 

experienced.

9.1 C o n c lu s io n s

This thesis has presented the design and analysis of an integrated flight and propulsion con­

troller using the Spey-WEM aircraft model supplied by DERA Bedford. The nominal design 

point was chosen to be in the transition to hover region at 80 knots. At this point in the flight 

envelope, the propulsion system generated forces and moments have largely taken over those 

generated by the airframe and the aircraft is longitudinally unstable. The main conclusions 

are as follows:

• The designed centralised controller includes both airframe and engine variables as con­

trolled outputs. This is in order to address the engine safety issues at the design stage. 

Output weighting is selected to ensure the internal engine controlled outputs axe con­

trolled, but not to the extent that the airframe responses are degraded. This alone was 

not expected to be sufficient to maintain the engine within specified limits at all times, 

and thus an additional nonlinear engine limiting scheme was included.

• The centralised controller was tested at DERA Bedford in piloted simulation using the 

real-time all-vehicle simulator. Overall, level 1 or level 2 handling qualities were achieved, 

indicating at best excellent, highly desirable characteristics, where pilot compensation is 

not a factor for desired performance to, at worst, minor but annoying deficiencies, where 

desired performance requires only moderate pilot compensation.

• A thrust vectoring controller was also designed which did not use the elevator or the pitch 

reaction control system. The longitudinal airframe changes are therefore dependent solely
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on changes in thrust magnitude and thrust direction. This type of configuration may be 

useful in the event of actuator failure, indicating that safe operation of the aircraft would 

still be attainable.

• /i-analysis was shown to be a powerful tool for calculating at which points in the flight 

envelope stability may no longer be guaranteed. Perturbations to the nominal linear 

model were considered for both parameter variations, such as mass and inertia, and 

due to variations in the airframe and engine dynamics at different points in the flight 

envelope. When considering changes due to the position in the flight envelope, a ‘one­

sided’ /i problem was considered, whereby, for example, the changes from 80 knots to 1 2 0  

knots (80 knots +  40 knots) could be analysed rather than for 80 knots ±40 knots.

• The ^-gap analysis was shown to provide much useful information about the robustness 

properties of the IFPC system. This is a natural companion to the loop shaping 

design procedure. Using the I'-gap metric, it is possible to consider the closed-loop 

differences between plants across frequency, leading to less conservative results than would 

be found using, for example, the gap-metric. Thus, although the value of 5U between 

two plants may be greater than the value of B p k̂  calculated for the design plant and 

controller, this may occur at different frequencies. Therefore, if ip (P  (j u ) , P2 (j u )) is less 

than bp^K (w) when considered on a frequency by frequency basis, the nominal controller 

will in fact stabilise both plants.

• The partitioning method is based on that of [27], but has been adapted to consider 

the particular implementation structure of the “Hqo 1°°P shaping design method. This 

method successfully retained the performance properties of the centralised controller. 

However, the robustness properties showed a dramatic degradation. This was addressed 

by redesigning the engine subcontroller to have a more intuitive structure, resulting in 

both the performance and robustness largely matching that of the centralised system.

• The additional nonlinear engine safety limiting scheme accounts for the multivariable na­

ture of the engine, whereby many combinations of actuator inputs may result in equivalent 

internal conditions such as temperatures and speeds. Furthermore, the scheme allows for 

differences in the engine due to, for example, manufacturing tolerances or engine wear. 

The controlled engine variable T10 is monitored constantly. If it reaches within 10K 

of its maximum allowable temperature, the positions of the engine actuators are noted. 

This is because it is known that this particular combination of actuator positions will 

keep T10 below its limit. If T10 continues to increase, these noted actuator positions are 

used as temporary artificial position limits. When T10 drops below its trigger point, the



168 Chapter 9. Conclusions and further work

actuators are released.

• The partitioned scheme with engine limits will frequently require the actuators to be 

used on physical or artificial position limits. Operating on limits such as these is known 

to instigate integrator windup, resulting in degraded performance. This is avoided by 

including an anti-windup strategy on the interface part of the engine subcontroller.

9 . 2  F u r th e r  w o rk  

L a te ra l/d ire c tio n a l C ontrol.

At present, only work in the longitudinal control has been investigated. The design of a lat­

eral/directional controller will increase the controlled flight envelope.

S im ultaneous 7 and  V T  dem and.

At the moment, if a simultaneous demand is made on both 7 and V T , the V T  demand, rather 

than the 7 demand is met. Therefore, some form of priority setting is required.

Scheduling.

Possibly the most obvious extension of this work is to consider some form of controller schedul­

ing in order to extend control across the flight envelope. One possibility that has been con­

sidered has been through varying the elements of the scaling weighting matrix k  according to 

the effectiveness of each actuator at each point in the flight envelope. This would provide a 

simple, transparent approach which would simplify the implementation and validation of the 

overall system.

E ngine lim iting  schem e.

The scheme applied in this thesis is not sufficient to guarantee all engine variables will remain 

within their specified limits at all times, although it does work adequately well in the nonlinear 

simulations tried so far.

B acklash  in nozzles.

More consideration needs to be given to the problem of backlash. 6° of backlash is modelled in 

both the front and rear nozzles. This can be seen to cause limit cycling problems even when 

there is no demand made on the system. This is due to the fact that the nonlinear model will 

not be perfectly trimmed and so will tend to drift. However, due to the backlash in the front 

and rear nozzles, the controller is not able to compensate for this immediately, depending on 

where the actuator is initially within the backlash. The overall result is a limit cycle seen on
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all of the actuators and so all of the outputs.

Efficient use o f  actuators.

It has been noted that the control scheme does not always select the most efficient combina­

tion of actuators. An example of this has been noted whereby the front and rear nozzles may 

be re-trimmed following a demand in such a way as to oppose each other. This may be a 

disadvantage of using the T~L00 loop shaping design procedure, as it is not possible to specify 

minimum actuator usage.
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