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Abstract

This thesis is concerned with intelligent computer-based instrumentation which can be
easily adapted for measurement, modelling and control in a range of application domains.
The particular application area selected for study and used to illustrate the main features
of the scheme was in anaesthesia for measurement and control of high-frequency jet
ventilation (HEJV). The analytical methods and experimental procedures required for this
area are also applicable to many other areas throughout engineering and biomedicine. A
prototype general-purpose signal processing computer (SPC) encompassing many new
design concepts was built to provide a flexible and user-friendly system for performing
dedicated measurement and control tasks - as specified by the application program
interface.

The other objective of this study was to develop a new measurement and control
environment for investigating the underlying respiratory dynamics of patient airways
during HFJV - to facilitate a study of the efficacy of this mode of ventilation. Drawing on
past experience with the SPC, a new computer-system was designed which overcame the
bandwidth limitations of the original SPC. Based around powerful, modern and cost-
effective commercial system hardware it is shown that this second-generation SPC can
perform real-time measurement, modelling and control in HFJV as required.

Modifications were carried out on an existing high-frequency jet ventilator to allow new
modes of respiratory excitation. The signal processing system described together with
these modifications to the jet ventilator coupled with the development of a new non-
invasive fibre-optic chest-wall displacement transducer forms a complete environment
which permits systematic identification of respiratory dynamics with extremely high
precision in a fraction of the time taken by previous workers in this field. This is achieved
with only minor changes to existing jet ventilation equipment and procedures. The system
is intended to cope with the volume of information that needs to be considered during
HFJV and the level of complexity that this method of ventilation entails.

The measurement environment has undergone clinical trials on a small population of
patients. The study clearly validated the hypothesis that the respiratory airways exhibit
characteristics similar to an acoustic resonant circuit over the range of frequencies
covered by HFJV. Based on this study, a Lyapunov model-reference adaptive control
(MRAC) system has been designed and simulated for performing automatic control of
HFJV and tested for stability and convergence over a wide range of operating conditions.

The thesis concludes with a consideration of how the presented approach can be extended
to take account of new hardware and software developments.
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Chapter 1
Introduction

1.1 Motivation and Contributions

The research work described in this thesis is concerned with intelligent computer-based
instrumentation which can be easily adapted for measurement, modelling and control in
arange of application domains. The particular application area selected for study and used
to illustrate the main features of the scheme was in anaesthesia for measurement and
control of high-frequency jet ventilation (HFJV). The analytical methods and
experimental procedures required for this area are also applicable to many other areas
throughout engineering and biomedicine. A prototype general-purpose signal processing
computer (SPC) encompassing many new design concepts was built to provide a flexible
and user-friendly system for performing dedicated measurement and control tasks - as
specified by the application program interface.

Despite its success over conventional modes of ventilation modes in many clinical
applications, widespread acceptance of HFJV has been relatively poor. So the other
objective of this study was to develop a new measurement and control environment for
investigating the underlying respiratory dynamics of patient airways during HFJV - to
facilitate a study of the efficacy of this mode of ventilation. Drawing on past experience
with the SPC, a new computer-system was designed around a powerful, modern and cost-
effective commercial system hardware that can perform real-time measurement,
modelling and control tasks in HFJV as required.
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Modifications were carried out on an existing high-frequency jet ventilator to allow new
modes of respiratory excitation. The signal processing system described together with
these modifications to the jet ventilator coupled with the development of a new non-
invasive fibre-optic chest-wall displacement transducer forms a complete environment
which permits systematic identification of respiratory dynamics with extremely high
precision in a fraction of the time taken by previous workers in this field.

The measurement environment has undergone clinical trials on a small population of
patients. The study clearly validated the hypothesis that the respiratory airways exhibit
characteristics similar to an acoustic resonant circuit over the range of frequencies
covered by HFJV. Based on this study, a Lyapunov model-reference adaptive control
(MRAC) system has been designed and simulated for performing automatic control of
HFJV and tested for stability and convergence over a wide range of operating conditions.
The practical considerations of using an adaptive ventilator are discussed and new
approaches are suggested for improving and extending the system to take account of new
hardware and software developments.

1.2 Organisation

This thesis is organised into eight chapters and a brief surnmary of their contents are given
below. The appendices contain several related publications and source code for programs.

Chapter 2: Methods for Studying and Modelling Dynamic Physiological Systems

This chapter introduces the fundamental concepts essential for investigating the
behaviour of band-limited dynamical systems, in particular the behaviour of the
respiratory system during high frequency ventilation. The merits of signal processing in
the time- and frequency-domains are examined and the practical considerations necessary
for representing signals in these domains. The philosophy and application of
mathematical modelling is presented to assist in interpreting data collected from
experiments. An alternative experimental approach to system identification is also
presented which makes no assumptions about the structural configuration of the system.
This approach is central to later chapters which attempt to determine the dynamic
characteristics of the respiratory system in non-parametric form, using data collected from
stimulus-response experiments.

Chapter 3: A Prototype General Purpose Signal Processing Computer

This chapter describes the specification, design and development of a prototype general
purpose computer system known as the signal processing computer (SPC). The main
design philosophy was to encapsulate flexibility, user-friendliness and low-level machine
intelligence within a single instrument for data-acquisition, signal processing and control
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applications. The SPC instrument-model is one of a generic signal processing system
whose application-specific duties are set by the application program interface, for use in
specific measurement domains.

Chapter 4: Mechanical and Physical Characteristics of the Respiratory System

This chapter is mainly a review of respiratory anatomy and physiology. Particular
attention is given to the morphometry of the tracheobronchial tree because of its
importance to respiratory function. Consideration is given to modelling the physiological
aspects of HFJV and its effects on pulmonary mechanics and the mechanisms by which
gas transport is maintained. The importance of pulmonary function testing based on
respiratory impedance measurements is discussed and a new method of impedance
measurement proposed.

Chapter 5: Instrumentation for Measurement and Control in High Frequency Jet
Ventilation

The instrumentation described in this chapter is designed to provide real-time analysis of
multi-channel respiratory data within the clinical environment. The system specifications
enable respiratory dynamics testing of patients with only minimal changes to existing jet
ventilation procedures. A framework for stimulus-response experiments has been
designed to validate the hypothesis that acoustic resonance of the respiratory airways
represents an optimal state for alveolar gas exchange. Real-time signal processing
algorithms have been implemented around a user-friendly system to provide rapid, high-
precision identification of patient respiratory dynamics.

Chapter 6: Clinical Patient Data

This chapter presents the results of clinical trials performed on real-patients using the
instrumentation described in Chapter 5.

Chapter 7: Design and Simulation of a Second Order MRAC System for Artificial
Ventilation

Since artificial ventilation deviates considerably from the normal physiological
mechanism of respiration certain adverse effects can result when the method is used
improperly. This chapter considers the physiological factors affecting gas exchange
during artificial ventilation and puts forward criteria for selecting control variables for
implementing automatically controlled ventilation. Also considered is a preliminary
design of an automatically controlled ventilator device. A second-order model reference
adaptive control (MRAC) scheme has been developed for this purpose, and a simulation
study carried out to determine its dynamic performance under varying conditions.

Chapter 8: Discussion and Conclusions

This chapter contains concluding remarks and suggestions for future work.



Chapter 2
Methods for Studying and Modelling
Dynamic Physiological Systems

2.1 Introduction

The dynamics of linear systems can be characterised by their frequency response, which
is limited to a range of frequencies associated with the system’s bandwidth. The system
response rapidly attenuates for excitation frequencies outside of this bandwidth. The main
objectives of this study are to investigate the characteristics of physiological systems, in
particular the dynamic behaviour of the respiratory system during high frequency
ventilation. This chapter aims to describe the concepts used to achieve an understanding
of this behaviour.

The analytical methods used to identify the dynamics of a system are very important and
must be selected according to certain guidelines. For example, the frequency response of
a low noise, linear system with a single input stimulus, such as a step or ramp, can be
easily calculated from deterministic transient analysis of the time-domain response.
However, a similar approach would be less applicable to a physiological system which is
relatively complex, noisy and often exhibiting non-linear and time-variant behaviour. The
case for using randomly varying stimuli for characterising such systems is considered
below.

The merits of signal processing in the time- and frequency-domains are examined, in
particular the practical considerations necessary for representing signals in these domains.
The philosophy and application of mathematical modelling is presented to assist in
interpreting data collected from experiments. In this approach, a structural configuration
for the system is assumed in the form of differential equations with unknown parameters.
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The identification task is then a search in parameter space in an attempt to optimise some
objective function. An alternative experimental approach to system identification makes
no assumptions about the structural configuration of the system. This approach attempts
to determine the dynamic characteristics of the system in non-parametric form, using data
collected from stimulus-response experiments.

2.2 Discrete Signal Processing

In reality most signals vary continuously with time. To proceed with computer-based
analysis of signals requires that the input waveform be sampled at regular intervals. This
is done by passing the continuous signal through a sample and hold circuit (Sec. 3.7)
which is used to lock on to the amplitude level corresponding to a given sampling instant.
This level is then made available to the analogue-to-digital converter for digitisation.
Digital signal processing algorithms can then be used to efficiently calculate the input
spectrum, the output spectrum and the cross spectrum of data collected in this way.

The sampling interval At determines the maximum frequency f,, which can be analysed
correctly, where fmax= 2_1A_t is known as the Nyquist frequency. Any frequency
components in the applied waveform which are greater than f,,, will produce aliasing,
where frequency components above the Nyquist frequency are translated to a lower
frequency component in the sampled waveform. This results in power at different
frequencies being combined during analysis, leading to erroneous results (Bendat and
Piersol, 1971). Thus low-pass analogue filters, also known as anti-aliasing filters
(Sec. 3.8), must be used to sharply attenuate any frequency components greater than fy,,.
Inevitably, the gain characteristic of such filters exhibit a gradual roll-off for frequencies
greater than the cut-off. Hence, some frequencies above f,,, will feed through to produce
aliasing. This effect can be further reduced by increasing the order of the filter, and hence
the sharpness of the filter roll-off. However, care should be taken to compensate for the
phase delay imposed on the signal as it passes through the filter. In particular, where
several input channels are being filtered, the gain and phase characteristics of each anti-
alias filter must be tightly matched across every channel (Sec. 3.8) to avoid introducing
any bias errors.

If we assume the total number of data points is fixed, the sampling interval must then be
chosen by a trade-off. If At is very large, the data will contain very little information about
the high frequency dynamics. If At is very small, the disturbances may have a large
influence and information on the low-frequency dynamics may be lost. The general
criterion is to set the sampling interval to 10% of the settling time of a step response
(Soderstrom and Stioca, 1989).
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2.3 Band-Limited White Noise Stimulus

The input signal used for exciting a system has a significant influence on the results
obtained. In some situations the choice of input is imposed by the type of identification
method employed. For instance, transient analysis requires typically a step or an impulse
as input. In other cases, the input may be chosen on the basis of the experimental
conditions and the types of signal that the system can accommodate.

The classical method of frequency response testing of systems involves application of a
number of sinusoidal stimuli, one after the other, and measuring the system’s response
over a range of frequencies. This method can be tedious, and cannot be applied to a system
which adapts or shows rapid fatigue to the applied stimuli. An alternative and more
efficient approach is to apply randomly varying stimuli because they contain a wide range
of frequency components and are equivalent to applying a range of sinusoids
simultaneously. Also, standard methods can be used to determine the frequency response
and linearity of the system to each frequency component. However, a decision has to be
made as to the type of random stimuli to use and how best to apply them.

White-noise excitation is particularly useful in system identification experiments where
the duration of the experiment must be kept to a minimum. This type of input ensures that
all modes of the system are being stimulated during identification, allowing for maximum
information about the system to be gathered in the shortest possible time.

The power spectrum of white noise is flat, which means that it contains equal amounts of
power over all equal frequency bands. In all practical applications the white-noise must
be band-limited to cover the frequency range of interest, usually achieved by low-pass
filtering at a cut-off set to the maximum frequency of interest.

The amplitude of the input stimulus is also significant in system identification. Safety
precautions may impose constraints on how much variation in signal amplitude can be
tolerated. Many systems exhibit nonlinear characteristics but can be piece-wise linearised
over a range of amplitudes. In this case, the input amplitude will affect the system
dynamics and the results obtained. Conversely, restricting the input amplitude to ensure
linear behaviour may conflict with the requirement that a large input amplitude may be
required to increase the accuracy of measurements.

2.4 Waveform Generation

Several methods exist for generating stimuli for frequency response testing of systems.
The classic approach is to apply a unit impulse with a flat frequency spectrum. In practice,
the impulse will have a finite width and is band-limited by low-pass filtering. The system
under study is often stimulated with a number of such pulses applied at regular time
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intervals, the output power due to each pulse contributing to an average estimate of the
power spectrum. A flat frequency spectrum can also be realised by applying pulses at
random time intervals, according to a Poisson point process (Bendat and Piersol, 1971).

A pseudo-random binary sequences (PRBS) provides another method of generating a
signal with a band-limited white-noise spectrum. The PRBS can be easily produced using
standard digital circuits which generates a randomly switching binary pulse train. A single
pulse has a power spectrum which decreases with the square of the frequency. In the case
of a PRBS, the randomly switching waveform does not remain in any state for very long,
this tends to attenuate low frequency components to the degree required to achieve a flat
spectrum.

The availability of specialised digital signal processors means that computers can now be
used to simultaneously stimulate and measure the evoked responses from a system.
Template waveforms can be pre-generated and stored in data files for replay via a digital-
to-analogue converter (DAC). This provides the flexibility to playback data at faster or
slower speeds to obtain waveforms with different frequency characteristics. If the
waveform to be generated is symmetrical, substantial memory reduction can be achieved
by repeatedly cycling through a single period of the waveform. Digitally generated
waveforms provide for much greater accuracy, stability and flexibility than analogue
methods. Also, the input to the system can be adjusted on the basis of some control law,
allowing the computer to behave like an intelligent feedback controller (Chapter 7).

2.5 Time-Domain Analysis

Time-domain analysis makes use of processing methods that operate directly on the raw
signal. This is in contrast to frequency-domain methods (Sec. 2.6) which involve some
form of spectral representation. Typical time-domain representations of signals include
average zero-crossing rate (Fusefeld, 1978), turning-points (Lago and Jones, 1983),
energy (Hayward, 1978), and autocorrelation. These methods have the advantage that the
signal processing is relatively simple to implement and the results provide a useful basis
for estimating important features of the signal.

For example, a zero-crossing is said to occur if successive samples have different
algebraic signs and the rate of zero-crossings provides a crude measure of the frequency
content of a signal. Since high frequencies imply high zero-crossing rates, and low
frequencies imply low zero-crossing rates, there is a strong correlation between zero-
crossing rate and energy distribution with frequency. The application of this type of
analysis can be widely found in electromyography.
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More complex methods of time-domain analysis can also be used. For example,
Sehmi (1988) developed a knowledge-based approach to perform event analysis of
significant waveforms from an ensemble of time-locked sensory and cognitive evoked-
responses. More recently, Loudon et al. (1990) have incorporated classification theory
into a similar scheme, applied to the decomposition of myoelectric motor unit action
potentials. These schemes are computation intensive and are limited to computer systems
which can efficiently support high-level languages such as C and Prolog.

There are a number of practical considerations in implementing a representation based on
time-domain methods of analysis. Although the basic algorithm for computing, say, a
zero crossing requires only a comparison of signs of pairs of successive samples, special
care must be taken in the sampling process. Clearly, the zero-crossing is affected by many
factors including the dc offset in the analogue-to-digital converter (ADC), 50 Hz mains
noise in the signal, and any noise that may be present in the digitising system. Therefore,
the analogue processing stages preceding digitisation play a critical role in minimising
these effects.

The signal processing computer (SPC) described in Chapter 3 tackles the practical issues
of implementing a general-purpose signal processing system. The SPC uses automatic
gain control circuitry to calibrate input signals to minimise the effects of quantisation
errors (Sec. 3.7), auto-tracking anti-alias filters whose cut-off frequency is set according
to the sampling frequency to reject high-frequency artefact (Sec. 3.8), and coherent time-
domain averaging for enhancing the signal-to-noise ratio of sampled signals (Sec. 3.13).
The coherent averaging routine is another example of a non-trivial time-domain method
which involves complex triggering and event-timing algorithms.

2.6 Frequency-Domain Analysis

The frequency-domain representation of a signal can be obtained by applying Fourier
analysis (Kabay, 1990). The basic property of the Fourier transform is its ability to
decompose a waveform into its constituent frequency components. For instance, a sum of
sine waves overlapping in time, transforms into a weighted sum of impulses which, by
definition, are non-overlapping.

With the developments in an efficient class of algorithms known as the fast Fourier
transform (FFT) by Cooley and Tukey (1965), and the availability of digital signal
processor (DSP) devices, has meant that many workers can now perform frequency-
domain analysis of a signal in real-time on a relatively inexpensive computer system. In
fact, the speed advantage of FFT-based spectral analysis is such that, in many cases, it is
more efficient to implement a time-domain calculation by transforming the analysis into
the frequency-domain, and inverse transforming the result back into the time-domain.
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2.6.1 The Fast Fourier Transform

The FFT is based on the concept of sub-dividing a large computational problem into a
large number of sub-problems which can be solved more easily (Danielson and Lanczos,
1942). The FFT results in a dramatic computational saving over direct calculation of the
discrete Fourier transform (DFT) for increasing sample lengths. The radix-2 in-place FFT
algorithms are the most popular since they make optimal usage of memory and are
relatively easy to implement. Two types of in-place algorithm exist:

« the decimation in time (DIT) method where the transforms of shorter sequences,
each composed of every rth sample, are computed and then combined into one
big transform, and

« the decimation in frequency (DIF) method where short pieces of the sequence
are combined in r-ways to form r short sequences, whose separate transforms
taken together constitute the complete transform.

In the DIT algorithm, the first stage of the DFT is expressed as the sum of two half-length
DFTs composed of even and odd samples of the original sequence. This method produces
output (frequency) samples that are in correct sequence. The DIF algorithm calculates two
half-length DFTs composed of the first and second halves of the original sequence. In this
case, the output is composed of the even and odd samples respectively. Thus, DIT refers
to grouping the input sequence into even and odd samples, whereas DIF refers to grouping
the output sequence into even and odd samples.

The DFT calculation makes repeated use of a fundamental calculation known as the
burterfly. The butterfly execution speed can be used to benchmark the performance of the
FFT algorithm. For in-place calculation of the FFT, the data sequence must be scrambled
to correct for the repeated movement of numbered members of the input data to the end
of the sequence. In the DIT algorithm the input is bit-reversed and the output is in correct
order. The reverse is true for the DIF algorithm.

The main considerations in implementing Fourier analysis of signals using the FFT are
described elsewhere (Kabay, 1990). Chapter 5 considers the time-critical aspects of FFT-
based spectral analysis (see also Kabay and Jones, 1990).

2.6.2 Power Spectrum

The power spectrum of a signal of infinite duration is defined as the Fourier transform of
its autocorrelation function (Oppenheim and Schafer, 1989). We cannot estimate the
power spectrum of a signal by directly applying the Fourier transform since the Fourier
integral is non-convergent. This problem does not arise in practice due to the limited time
and resources available for experimentation. Hence, the power spectrum of a signal, with
finite record-length, can be estimated directly from its Fourier transform:
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where X(w) is the Fourier transform of x(t) and X*(w) is the complex conjugate of X(w).

As seen from equation (2.1), the power spectrum of a signal, calculated from the squared
magnitude of its complex Fourier transform, provides a measure of the power distribution
of the signal with frequency. It does not carry any phase information about the harmonic
components of the signal. Hence, for large data sequences, the accuracy of this approach
can be improved by dividing the signal into shorter segments and averaging the associated
estimates.

2.6.3 Transfer Function Measurements

This section will derive a method of computing the transfer function of single-input
single-output (SISO) linear system, where both the magnitude and phase spectra can be
easily obtained over a wide range of frequencies. This method has the advantage of not
making any assumptions on the character of the input signal, i.e. the analysis is valid for
all stimuli.

The Fourier transform S, of a time-varying signal x(t) can be expressed as a complex
number of the form:

S, = X, +iX; 2.2)

where j = J-1, X, and X, are the real and imaginary parts of S, at frequency ® = 2xf,
and contain magnitude and phase information of this frequency component of x(t).

Consider a single-input x(t), single-output y(t) linear system h(t), the transfer function
H(jw) is:

H(jo) = gf (2.3)

If x(t) is random white noise, H(jw) can be found at all frequencies in x(t). However, due
to synchronisation problems and statistical considerations related to the randomness of
the input x(t), the computation of H(jw) by this method is not practical (Richards, 1967).
These problems can be overcome by using the concept of power spectra.

The input power spectrum is:

Gy = S, 8% = X2 +x? 2.4)
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where S; is the complex conjugate of S_. The term G,, no longer contains phase

information. Similarly,
2, v2
Gyy = SySy = Y +Y;i (2.5)
The cross-power spectrum is defined as:
ny = Sys’; = Zi+jZ; (2.6)

where Z, = X, Y+X,Y;) and Z; = (X;Y;-X;Y,) which preserves the phase relationship
between input and output and can be used to compute the transfer function from:

H(jo) = g”‘ @.7)

|Gyx| _ NZ2+7}

and modulus, HGw)| = G X2+X2
T 1

(2.8)

and phase, ZH(jo) = tan~! (%) 2.9)
Since the cross-spectrum is a complex series with real and imaginary components, it
contains both gain and phase information about the system. The system transfer function
can then be estimated by dividing the cross-spectrum by the input spectrum.

Together with the transfer function, we can also calculate the coherence as a function of
frequency. The coherence is a normalised measure which varies between zero (if the
output is not linearly correlated to the input) and unity (if there is a perfect linear
correlation between input and output). Non-linearities, or the presence of components in
the output unrelated to the input, will reduce the coherence. The coherence function ¥ is
given by:

. Inyl2
,},2 ) = 0< ’YZ <1 2.10

The coherence % is a real term which, for any frequency ® gives the fraction of power at
the response that is due to the input. Whenever 92 is less than unity, either the system is
non-linear or the signals do not have a causal relationship, or both. The deviation of
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from unity is a quantitative measure of these conditions. Since physiological systems are
both nonlinear and have high noise content, the coherence function should provide a
valuable measure of confidence in spectral estimates.

This method of transfer function analysis overcomes many problems, especially the
synchronisation problems associated with signal averaging. The time-domain signal
averaging scheme mentioned in Sec. 2.5 makes use of complex triggering algorithms to
synchronise channels before performing coherent averaging. Using cross-spectral
methods, the amplitude- and phase-spectra are automatically correlated. Hence,
averaging may be performed by simply summing the individual spectra without worrying
about synchronisation.

2.6.4 Filtering of Signals

Signal averaging is the most common type of filtering to be applied during measurements.
In particular, the large variability and noise content of physiological signals often
necessitates signal averaging before meaningful results can be obtained. Signal averaging
is most effective where the noise component is additive and has zero mean; the signal-to-

noise ratio will improve with JN where N is the number of averages.

Filtering can also be used for removal of baseline drift or slowly-varying
nonstationarities, which is common in physiological measurements. Typically, this may
arise when a strong low-frequency periodic source (e.g. the heart) contributes components
to response recording (e.g. respiratory pressure and flow measurements). This type of
noise can be removed either by using trend removal based on a least-squares-error
polynomial method (Marmarelis and Marmarelis, 1978) or by using high-pass filtering.

2.6.5 Windowing

The major limitation of FFT-based spectral analysis is the associated spectral sampling.
Since the spectrum is computed for a discrete set of sample frequencies, important
features in the spectrum may not be evident in the sampled spectrum. This error can be
easily reduced by improving the spectral resolution &f, which is inversely proportional to
the FFT sample length. However, the data windowing which must be applied to the signal
in advance of FFT-based analysis, means that the spectral resolution is limited by the
window length. A more persistent source of error caused by windowing a signal is the
sharp discontinuities that are produced in the time-domain. This results in the convolution
of the true spectrum with a sinc function with characteristic side-lobes in the frequency
domain (Oppenheim and Schafer, p702, 1989). The side-lobes are responsible for the
distortion which tends to smear energy across spectral components. Although the
accuracy of measurements can be improved by selecting appropriately tapering window
functions, the frequency resolution will always be compromised.
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2.7 Mathematical Modelling

The previous sections have introduced the practical and theoretical basis for capturing and
processing real data. The main objectives of these measurements and analysis is to gain a
deeper understanding about the system under investigation. The methodology adopted in
this thesis uses nonparametric modelling of observations based on time- and frequency-
domain signal processing algorithms. Also, mathematical modelling using physical laws
to construct linear and nonlinear differential equations of the system is used for simulating
the performance of the system under controlled conditions.

Mathematical modelling based solely on physical insight is likely to be incomplete due to
the complexity of real systems. Some of the disadvantages of this approach are:

« the model is only valid under certain operating conditions;

« the model gives little physical insight, since the parameters have no direct
physical meaning and should only be used as tools that describe the system’s
overall behaviour;

« the mathematical models are relatively easy to construct and use.

2.7.1 Data and System Models

In general, models can be classified as being either a data model or system model. A data
model is phenomenologically nonspecific providing a purely conceptual tool whose main
function is to present experimental results in a way that makes comparisons possible. The
model is arbitrary since it has no structural implications and makes no functional
statements regarding the system from which data are derived. Often, workers introduce a
simple physical representation of the model, lumping spatial and temporal characteristics
with basic mechanisms.

A system model is physically or structurally specific, attempting to approximate some
physical reality, incorporating the laws of physics, with the aim of comparing simulated
with experimental results. Despite the oversimplification involved in such an approach,
deviations of the model from reality may be examined and the assumptions that are
incorporated in the model tested for their influence on the simulated results. Care must be
taken in assessing the adequacy of the model and its assumptions need constant critical
evaluation. The temptation to assume that the model simulates the physical system when
predicted results agree with the real situation must be resisted. It should be borne in mind
that there is always the possibility that other models would yield an equally strong
correlation.
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2.7.2 Classification of Models

Mathematical models of dynamic systems can be classified in various ways which
describe how the effect of an input signal will influence system behaviour at subsequent
times. The input-output structure of a model is either single-input/single-output (SISO),
multiple-input/single-output (MISO) or multiple-input/multiple-output (MIMO). The
simplest and most commonly used model is the SISO where a description is given of the
influence of one input on one output. The MISO and MIMO models give a more realistic
representation of physiological systems, however they are more difficult to analyse.

A model is described as being linear if the output depends linearly on the input stimulus;
otherwise it is nonlinear. Where a system has parameters that change with time, auto-
tracking or real-time identification for estimating the model parameters may be necessary
(Chapters 5 and 7).

To accurately model a real system, with a distributed parameter structure, would require
an infinite number of equations or the use of partial differential equations. The most
common approach, however, is to use lumped parameter models based on a finite number
of differential equations to achieve an approximate model of the real system. The majority
of models are deterministic, where the response of the model can be exactly calculated
given the input stimulus. Stochastic theory can be used to incorporate uncertainty into the
model to take into account the effects of unknown disturbances which make an exact
solution impossible.

2.8 System Identification

System identification is an experimental approach, where experiments are performed on
the system and a model fitted to the recorded data through the numerical exercise of
parameter estimation. This approach suffers from some problems:

» an appropriate model structure must be found, which can be a non-trivial
task especially if the system dynamics are nonlinear;

» if the observed data is contaminated by noise, then the model complexity
will be erroneously increased to account for the noise;

 where a time-invariant model is being fitted to a system with time-varying
parameters the models may not converge;

» some signals or state variables, important in defining the model, are
unobservable.

In general, an identification experiment is performed by exciting the system with an
appropriate input signal (Secs. 2.3-2.4) and observing its stimulus/response over a finite
time interval. Many workers then attempt to fit a parametric model of the process to the
recorded input and output sequences. Once an appropriate model has been selected, some



2-12

statistical method is used to estimate the unknown parameters of the model. An iterative
cycle of events then follow, where a tentative structure is chosen and the corresponding
parameters estimated. The model obtained is then tested to see if it is representative of the
system. If this fails, a more complicated model structure must be considered, its
parameters estimated, the new model validated, and so on.

Chapters 5, 6 and 7 lay the foundations for a recursive or on-line identifications scheme.
This approach is well suited to the use of adaptive control in regulating the ventilatory
requirements of a patient based on the most recent estimate of the patient model
parameters. The instrumentation of Chapter 5 can be used to perform this recursive
estimation scheme in real-time. The time-varying characteristics of a real patient can then
be incorporated into a control scheme (Chapter 7) that monitors the current status of a
patient model.
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Chapter 3
A Prototype General Purpose
Signal Processing Computer

3.1 Introduction

This chapter describes the design and implementation of a prototype general purpose
computer system known as the signal processing computer (SPC). The main design
philosophy was to encapsulate flexibility, user-friendliness and low-level machine
intelligence within a single instrument for data-acquisition, signal processing and control
applications. The SPC specification was formulated on the basis that it would be used in
a time-critical environment, such as a hospital intensive therapy unit or operating theatre,
where the user is unable to devote much attention to instrument details. The SPC
architecture can be user-configured to support many different applications. An
application program is created by interfacing with the generic SPC kernel to specify the
required system configuration. Based on this approach, the instrument-model is one of a
generic signal processing system whose application-specific duties are set by the
application program interface.

The last few decades has seen considerable effort been devoted to the design of low-cost,
high-performance microprocessor devices. The widespread availability of such
technology has meant that a previously unattainable level of complexity and control could
now be incorporated into instrumentation. The greater flexibility and extendibility offered
by microprocessor-based systems has been utilised to produce a new class of inzelligent
instrumentation. Features such as greater fault-tolerance, diagnostic self-testing, inter-
communication with peripheral devices, etc., are now standard specifications.
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More powerful and costly instruments offer building-blocks instead of solutions, where
the user is responsible for combining these blocks according to a specific measurement
problem. Whilst this offers considerable flexibility, it also assumes the user to have
sufficient expertise to use the building blocks properly. This approach would be most
valuable in a research environment where users have knowledge about the
implementation technique of the instrument and also of the application domain. However,
it would be tempting disaster to use this concept in, say, a clinical environment where
most users are non-professionals with minimal expertise in this domain.

The SPC instrument design is based on a generic system which is extendible, via the
application program interface (API), for use in specific measurement domains. The power
and flexibility of this system architecture enables researchers and non-experts alike to
manipulate the instrument to its full potential; the researcher has the option to develop a
customised API to suit his particular requirements, whilst the novice user can be guided
through an application by a user-friendly interface. The man-machine interface supports
learning with context-sensitive help for the novice user, without being verbose with the
more proficient user. The following sections describe the SPC in detail.

3.2 SPC Instrument Development

A formal specification for the SPC instrument was initially published by Hailstone et al.
(1986, Appendix 1). The philosophical objectives of the SPC have already been discussed

in the previous section. The SPC concept originated at Sussex University1 and has
gradually evolved through the intellectual input of many people. This section gives a brief
summary of the contribution of other workers and identifies the area of development
contributed by the author. The list of contributors are given in the paper included in
Appendix 1.

The SPC generic kernel came about from the efforts of Hailstone and Sehmi. Kabay made
significant modifications to the SPC kernel to support the real-time extensions that were
incorporated into the system. The first application to be implemented on the SPC was a
simulation study of electromyographic spectral-analysis based solely around the SPC
kernel (Sehmi, 1988). Parekh (1986) assisted in this study with the development of the
turning points algorithm (Lago and Jones, 1983) and in generating simulated
electromyographic data. The graphics libraries were jointly designed and written by
Hailstone, Sehmi and Kabay. Whilst the dual plane memory subsystem was the
conception and development of McKWatson. The project was supervised by Jones.

1. Division of Biomedical Engineering, University of Sussex, Falmer, Brighton, East Sussex.
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The main contribution of the author has been in the development of the SPC signal
acquisition processor (SAP), signal acquisition card (SAC), programmable anti-aliasing
filters and final system integration at hardware and software levels. A non-trivial
application program interface was written for real-time data-acquisition and signal
processing.

3.3 Signal Processing Computer Hardware

The SPC system architecture (Fig. 3.1) is split between a front-end signal acquisition
processor (SAP) and the host system processor. The SAP is dedicated to handling tasks
such as analogue signal conditioning and data-acquisition. The host is responsible for
signal processing, handling the user-interface, control and management of peripheral
devices and interfacing to the SAP. Both processors are standard 8-bit devices (Z80B) and
operate asynchronously. However, the host may synchronise and seize control of the SAP
at any time by issuing control commands across the S100 bus. High-speed data transfer
between processors is achieved via the dual-plane memory (DPM) system. A system
overview is given in Plate 3.1.

Application programs are downloaded from a floppy disk for execution in the host local
memory space. The SPC user-interface is implemented on a high resolution video
monitor. Eight programmable softkeys are provided for user-selection of SPC functions.
The user is presented with a menu of the form shown in Fig. 3.2, where the softkeys are
labelled according to their function. The host-resident software kernel, responsible for
supervising the SPC, monitors the softkeys for a user selection. Once a key has been
pressed, an event-handler is activated to perform the selected operation. Some key
functions may be set generate a hierarchy of menu options.

The SAP is a slave processor, whose main task is to relieve the host of duties associated
with data-acquisition. Software stored in EPROM is used to initialise and define the
functionality of the SAP. The host specifies completely the actions it requires the SAP to
perform. The dual-processor architecture of the SPC has scope for limited use as a simple
parallel processor, where a complex computational task is split between the processors to
enhance throughput. However, the advantages of such a scheme should be balanced
against the management overhead associated with parallel processing.

Fig. 3.3 shows the main elements of the signal conditioning and data-acquisition system
which is resident on the signal acquisition card (SAC). Signal degradation due to
interference from electro-magnetic and radio-frequency sources is minimised by housing
the SAC in a shielded case. The SAC is an intelligent interface card whose parameters are
directly programmable via the SAP. Typically, this includes setting the anti-alias filter
characteristics, input-channel gain/offset levels, sampling rate and input channel
selection.
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Traditional data-acquisition systems rely on the user to ensure that input signals have
voltage levels which optimise the signal-to-noise ratio of measurements. Also, the pre-
filtering and gain/offset amplifiers are external devices which must be provided by the
user. This often leads to an undesirable clutter of instruments which only serves to
complicate the measurement task. The SAC overcomes these difficulties by embedding
into the SPC digitally programmable filtering and gain control of input channels.

All digitised data is stored in the dual-plane memory (DPM) which comprises two equal
memory planes of 16 KB each. At any instant, one DPM plane will be addressable by the
host whilst the other memory plane is addressable by the SAP. The memory planes can
be switched between processors by using the memory-swapping technique described in
Sec. 3.7.2. A maximum data transfer rate of 3.2 MB/s is achievable using this technique.

The remainder of this chapter describes the individual hardware and software modules
that make up the SPC.

3.4 The Host Processor

The host processor card, based on a Z80B (@6 MHz) CPU with 64 KB of dynamic RAM,
slots directly into the SPC back-plane and supports a parallel and serial I/O, 3
programmable timers and a PROM resident monitor program. Applications software and
data can be downloaded into the host via the 5.25" floppy disk drive. The host can be
interrogated at the disk operating system level by connecting a terminal to the serial port
of the floppy disk controller.

Software development was performed on a microprocessor system with specifications
similar to the SPC. The development environment included a wordprocessor, macro
assembler, rational Fortran preprocessor/compiler, runtime language-dependent libraries,
user-defined library routines, relocatable linker and assembly-level debugger. This should
be compared with the sophisticated software development tools currently available on
IBM personal computers. The enhanced efficiency, performance and functionality
attainable using IBM-PC based programming environments is demonstrated in Chapter 5.

3.5 The Graphics Display System

The SPC user-interface is a graphics-based menu system. The functionality and
effectiveness of the instrument is determined by the speed and resolution of the display
system. The main restriction on the choice of graphics display was the requirement that
the SPC be a portable self-contained instrument. The graphics system (Fig. 3.1) is based
on a 7” JVC monitor and an I/O mapped Matrox ALT-512 graphics controller. The
graphics card contains 16 KB of video RAM and is resident on the S100 bus. The
maximum resolution supports double-buffered display of up to 256x256x1 pixels.



Host Processor Interface Control Signals

Host Activity | pDBIN PWR HSTD HSTC Active Port
Read

Data On Off On Off Data Out

Control On Off Off On Control Out
Write _

Data Off On On Off Data In

Control Off On Off On Control In

a) Host processor interface logic.

SAP Interface Control Signals

SAP Activity RD WRI1 DSTRB CSTRB | Active Port
Read

Data On Off On Off Data Out

Control On Off Off On Control Out
Write

Data off On On Off Data In

Control Off On Off On Control In

b) SAP interface logic.

Table 3.1 Truth table of logic signals for Host/SAP input/output
operations (see Fig. 3.6).
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Using the suite of low-level graphics primitives developed by Hailstone et. al. (1985), it
is possible to draw high-level graphics such as grids, axes, labels, lines, frames, markers
and waveforms. The graphics utilities was written in Z80-assembly language to maximise
the display bandwidth and is available as a library module. High-level access (e.g. via
Fortran) to the graphics library is easily achieved since the assembler routines high-level
parameter passing conventions.

3.6 Signal Acquisition Processor

The signal acquisition processor (SAP) is a custom-built S100 board, based on a Z80A
(@4 MHz) CPU, with timer, parallel/serial I/O, 24 KB static RAM and 8KB EPROM.
The SAP plays a central role in the SPC architecture since it interfaces with many
modules, including the host, dual-plane memory and signal acquisition card. Fig. 3.4is a
schematic diagram of the SAP, where the S-100 bus interface signals are shown to the left
and local bus interfaces to the DPM and SAC are shown to the right of the diagram. The
main components of the SAP are described below.

3.6.1 Host-to-SAP Communications

The host can control and monitor the activity of the SAP by issuing I/O instructions via
the SAP-resident control and data ports. Switches SW,-SW, in Fig. 3.5 are used to map
the SAP in host I/O address space. The SAP I/O ports are decoded by strobing SAPIO
from the host addresses A4-A; and the logical state of SW-SW,,

The SAP was designed to support two-modes of communication with the host:

» register-level bi-directional data transfer between processors (Fig. 3.6); this
enables the host to control SAP operation and also monitor SAP generated status
information.

« high-bandwidth, high-volume block data transfer between processors via the
DPM (Sec. 3.7).

Register-level communications is controlled by a latched control/data port (Fig. 3.6)
which provides a bidirectional interface between the host and SAP. For example, the host
can transmit/receive single byte packets of control/data to/from the SAP. Fig. 3.5 shows
the how the SAP control/data port base address is mapped onto the host processor.

Table 3.1 shows the truth table of signals defined in Fig. 3.6 for all possible host/SAP port
operations. Processor activity is given in the first column, followed by the status of
intermediate control signals. The end column shows the active port (Fig. 3.6) and the
current direction of data flow. This scheme avoids bus contention since only one port can
be active at any instant. For example, when the host is reading the data out port (Fig. 3.6),
the output buffers (IC7) will be enabled to give it the necessary privilege. However, the
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output buffers of control out (IC8) are disabled at this instant to prevent bus contention.
Sec. 3.11.2 describes the handshake protocol used to transfer information between the
two processors.

3.6.2 Software Reset Circuit

The SAP is an asynchronous microprocessor system whose functionality is defined by its
EPROM monitor. Following a cold SPC start-up, the SAP monitor program (Sec. 3.11)
automatically executes from address OH to initialise all SAP variables with default values
(e.g. sampling frequency, anti-alias filter characteristics, number of channels to sample,
data-acquisition buffer size, gain/offset amplifier settings, etc.) to ensure that the system
is fully functional.

The reset circuit shown in Fig. 3.6 was designed so that the user could soft-reset the SAP
via the host. Hence, the user can reinitialise the SAP to its default parameters without
having to exit the main application program. The soft-reset is issued by a single output
instruction from the host. The CLK signal to IC22P11 is taken from IC10 (Fig. 3.6), since
this goes active low whenever the host writes to the SAP control input port. The SAP
RESET line mirrors the status of data line DOO.

3.7 Dual Plane Memory System

Real-time data-acquisition requires careful consideration of data input/output and system
memory usage. The SPC is based on a dual-processor architecture where data-acquisition
is controlled by the SAP and signal processing performed by the host. The dual plane
memory (DPM) sub-system was designed for high-speed data transfer between SAP and
host. Using the DPM, the SAP can perform continuous data-acquisition at a maximum
rate of 20 KWords per second and transfer up to 16 KB of sample data to the host, without
losing any samples.

The DPM circuit (Fig. 3.7) is symmetrically divided into two memory planes. Each
memory plane comprises 16 KB of RAM, configured as eight 2Kx8 bit static RAM
devices, which are tri-state buffered to both host and SAP address/data lines. A processor
is granted access to a memory plane by activating the tri-state buffers that link its address/
data lines to the corresponding memory plane.

3.7.1 DPM Memory Mapping

Each processor has exclusive access to a single DPM plane at any given instant. Each
DPM plane is dynamically mapped as a contiguous memory block in the linear address
space of its parent processor. Fig. 3.8 shows the circuitry used to determine the base
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S—100 Bus Interface Signals

A0 A1l A12 A1 A4 A5

Shddiliiililill

[Host Address Lines

=4

+5V
4K7
+5V —+-
—G: 47 1<
swa2il ] |
e swi| )
\ « o
DPM Base
Swi Sw2 Al4 A15 Address
On On o' ‘0’ 0000 H
On Off 1’ ‘0’ 4000 H
Off On 0’ 1° 8000 H
Off Off 1’ 1’ CO00 H

Fig. 3.8 DPM base-address mapping
in host address space.
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address of the DPM in host memory space. The inset table shows the switch and address
line states necessary to map the DPM onto a given 16 KB host memory boundary. On the
SAP, the DPM mapping is hardwired to reside directly above the local RAM.

Since the host processor contains the full complement of 64 KB of RAM, the S-100
phantom line was used to bank-switch the DPM into host memory space by disabling a
16 KB block of host-resident RAM.

The DPM memory-mapping was selected to be between 8000H-BFFFH on the host and
between 4000H-7FFFH on the SAP. The DPM area is a volatile medium since it can be
swapped between processors at any time. Hence, to avoid inadvertent system failure, the
programmer must ensure that any critical program/data specific to a given processor lies
clear of the DPM buffer.

3.7.2 Memory Plane Swapping

Traditional data transfer techniques using, say, direct memory access (DMA) can achieve
data rates of up to 0.5 MB/s. The DPM uses standard logic devices to achieve a maximum
data transfer rate of up to 3.2 MB/sec. Such transfer rates are made possible by a scheme
known as memory-swapping. Traditional methods operate by physically transferring data
between a source and destination block of memory. Memory-swapping redirects the
address/data/control lines of a processor to the block of memory containing the required
data. Fig. 3.9 shows the method used to implement DPM swapping.

The SAP accesses the DPM memory via:

« control lines (LMS,LRD,LWR) which are used to strobe the selected memory
block for reading and writing;

» address lines LA,-LA,; can address up to 16 KB of DPM memory;
» data lines LDy-LD; to read or write data into memory.

Fig. 3.9 shows the high degree of symmetry that exists between DPM memory planes.
The control/address/data lines of each processor are buffered to each individual DPM
plane. For example, the SAP has access to DPM plane ’1’° (or plane ’2’) via buffers D1/
SA1/SD1 (or D2/SA2/SD2). The SAP generated SWP signal determines the access rights
of a given processor to a given DPM memory plane.

The DPM provides for high speed data transfer between processors. Since no physical
transfer of data actually takes place, the time taken to implement memory-swapping is
limited by the software used to alter the state of SWP. This achieves approximately a six-
fold increase in bandwidth over traditional DMA techniques.
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3.8 Signal Acquisition Card

The signal acquisition card (SAC) is the computer-interfaced signal conditioning and
data-acquisition system of the SPC (Fig. 3.3). The SAC has four anti-alias filtered
analogue input channels which are multiplexed to a single analogue-to-digital converter
(ADC). The SAC can achieve a maximum sampling rate of 3 KHz per channel- with all
channels active. This sampling rate fulfils the requirements of many biomedical and
industrial measurements.

The signal-conditioning amplifiers presented many design challenges due to the limited
a-priori knowledge of the application domain. Consideration was given to a wide variety
of parameters that determine the quality of an amplifier, including the sensitivity,
common-mode rejection (CMR), noise, and static protection. Ideally, the SAC should
have floating inputs which are isolated from chassis ground and all digital
communications should be via opto-isolated devices. However, the added cost and
complexity was not considered viable for a prototype system.

The ADC resolution can be switched between 8- or 12-bit modes under SAP control.
Switching from high to low ADC resolution allows for higher sampling rates and halves
the memory requirements for a given measurement. The 12-bit resolution of the ADC
provides an accuracy of up to 1mV. However, to ensure that 12-bit accuracy is
maintained, input amplifier noise and all external switching noises must be kept below
1 mV over a wide bandwidth.

The SAP has direct control over the SAC and can program it to perform low-level signal
processing of input channels. In particular, the SAC can be programmed to perform auto-
calibration of input channels by applying reference voltages at the SAC inputs. In this
way, the SAP can build up a table of reference voltages versus measured voltages, which
can then be used to formulate a calibration equation for the input system. A digital

correction factor can then be applied to all measurements to compensate for the
imperfections of the SAC.

Microprocessor-based signal conditioning overcomes the problems associated with gain
control using potentiometer devices. The SAC uses digitally programmable preamplifiers
and attenuators which have a dynamic range of 72 dB and a possible 4096 unique gain
settings. The SAP is used to program the input gain and offset amplifiers of the SAC by
writing to special register locations via a local control bus.
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3.8.1 Automatic Signal Conditioning

The SAC can be digitally programmed under the direct control of the SAP. The main
programmable devices in the SAC (Fig. 3.3) include:

« the anti-aliasing filters whose cut-off frequency and attenuation characteristics
can be set to suit the experimental conditions (Sec. 3.8.3);

« the analogue switches (AD7590) used for multiplexing the selected analogue
input channels; the SAP uses data lines Dy-D; (Fig. 3.10) to set the multiplexer
(IC1, AD7590) sampling sequence;

« gain and offset adjustment of input signals.

The programmable gain/offset amplifiers of the SAC are shown in schematic form in
Fig. 3.11. During normal data-acquisition, the SAC mode control switch is set to apply
zero volts to summer S1. The output from S2 represents the original input signal plus a
programmable DC offset generated by the offset MDAC. This signal is then switched
through to the reference input of the gain control MDAC. Coupled with instrumentation
amplifier, the final MDAC stage operates as a programmable amplifier.

The SAC mode control switch can also be configured for performing calibration tests. In
this mode, the SAP disables all inputs to the multiplexer and applies an internally
generated reference voltage of 0 V (or 10 V) to summer S1 and 10 V to the reference input
of the gain MDAC. This allows the SAP to perform internal test calibrations on all
components of the SAC independently of any external devices.

3.8.2 Analogue-to-Digital Converter

A sample and hold amplifier (SHA) is an integral component of all data-acquisition
systems. This requirement is due to the finite conversion time of ADCs. In Fig. 3.10, the
STS output of the ADC is used to trigger the SHA to switch from zracking the signal to
hold mode, where the SHA output is held at a constant voltage level corresponding to the
sampling instant. This leaves the ADC with plenty of time to perform the conversion.

The ADC can be programmed to operate in either 12 or 8-bit resolution. This feature
allows the operator to trade-off memory requirements with ADC resolution. A lower
ADC resolution also results in a 30% increase in system bandwidth.

3.8.3 Anti-Aliasing Filters

Inevitably, most signal processing systems will have to operate on signals contaminated
with noise. Anti-alias filtering is often necessary prior to digitisation to prevent aliasing
(Sec. 2.2) and to reduce the high-frequency noise content of the input signal.
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The SAC has four channels of anti-alias filtering with programmable cut-off frequency
and attenuation characteristics. The filters were designed around a digitally
programmable set of switched-capacitor filter devices (Fig. 3.12) whose cut-off
frequency can be precisely controlled using the input clock. Only two external resistors
are required to set the filter passband gain and Q-value. Matched filter characteristics
across input channels are easily attainable with this approach.

Similar performance using traditional filter circuits could only be accomplished by
careful selection of components and painstaking adjustments to filter time-constants.
Also, any change in filter characteristics would require a new filter circuit and component
values.

3.9 Signal Processing Computer Software

The SPC was designed to provide a system solution to some of the general problems of
measurement recording, data-acquisition and signal processing. The software written to
drive the SPC can be separated into three independent modules:

« the host-resident generic kernel that provides a library of primitive interface
routines to the SPC hardware (Sec. 3.10). The kernel defines the windowing and
menu system, graphics user interface, the SAP communications protocol, etc.

« the SAP-resident monitor program which initialises the SPC front-end processor
for the task of data-acquisition and communications with the host (Sec. 3.11).

« the application program interface used to configure the SPC generic kernel to
perform in a dedicated application domain (Sec. 3.12.1).

The remainder of this chapter is devoted to a description of these software modules’.
3.10 The Host Generic Kernel

The host-resident generic kernel encapsulates flexibility and low-level machine
intelligence to support data-acquisition, signal processing and control for user-definable
application domains. The generic kernel provides:

+ a definition of the underlying system data structures;

« supervision of softkey selections and task allocation;

» menu-management, to control menu propagation and backtracking;
« graphical user-interface management;

« communications and control between the host and SAP.

1. Source-code listings can be obtained from Prof. N.B. Jones, Engineering Department, Univer-
sity of Leicester, Leicester LE1 7RH.
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The SPC user-interface is based around eight programmable softkeys which are used to
select system-wide operations; they are not application specific. The softkeys are defined
by the application program interface (API) to support the required measurement and
control tasks. The softkey legends should be representative of the functions they perform.
A typical key legend (Fig. 3.2) will have a complex branching menu-structure.

The following sections will describe the above operations in greater detail.

3.10.1 Softkey Decoding

The SPCKEY macro (Fig. 3.13) is used to coordinate the flow of data within the application
program. The softkeys are polled according to the GETKEY algorithm specified in
Sec. 3.10.2. A user-request is activated when the operator selects a softkey. Once a
selection is made, program flow branches to the relevant subroutine to implement the
assigned function. For example, selecting the ARCHIVE softkey (Fig. 3.2) generates a new
menu containing options relevant to data storage/retrieval.

A recursive calling sequence to SPCKEY can be used to generate multi-level menu pages
(Fig. 3.13). Backtracking to the calling menu is controlled by the contents of the stack.
Since all softkey functions are implemented as subroutines, the return path is
automatically saved onto the stack. On returning from a particular function, program flow
is restored into the most recent invocation of the SPCKEY macro.

The SPCKEY method of softkey decoding presents a consistent data structure for menus
and also an automatic method of backtracking that relieves the host of complex resource
management software.

3.10.2 Softkey Polling

The softkeys are monitored using the software polling technique implemented within
GETKEY (Fig. 3.14). Software polling is generally less efficient than interrupt-driven
event-handling and will result in wasted CPU time. However, GETKEY incorporates
greater functionality into the polling-loop to improve CPU efficiency by executing
background tasks in between softkey selections.

The SPC user-interface supports learning with context-sensitive help for the novice user,
without being verbose with the more proficient user. The concept of context-sensitive
help is now an established part of user-interface design. However, the method by which
help is activated still requires some effort on the part of the user. The SPC generates
context-sensitive help based on the duration of a key press. The activation of help
information is controlled by GETKEY, which runs a background task to check the time for
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which a softkey remains active. If this time exceeds a tenth of a second, GETKEY will
enable the help flag HFLAG which informs SETMEN (Fig. 3.15) to pop-up the relevant help
page on the selected softkey.

GETKEY can also spawn off background processes to handle data-acquisition for menus
(e.g. GnSET and TRIGGER) that require user decisions based on data acquired from the
front-end. For instance, when the TRIGGER menu is active, the SPC must continuously
capture and display frames of trigger data. The user can then halt data-acquisition to
proceed with the definition of a trigger template (Sec. 3.12.2A.).

3.10.3 Graphic Menu Interface

Screen layout is an important part of every user-interface. The SPC user-interface is
structured within the host generic kernel in an effort to standardise the screen layout
(Plate 3.2) across all applications. Whilst, the API can define the softkey legends, the
number of menus and the functions associated with softkeys - it cannot alter the format of
the user-interface. For example, the host kernel will pick-up the softkey legends and place
them in the relevant softkey locations.

All softkey definitions and menu information is handled by SETMEN (Fig. 3.15). The
menu system can support many different display formats by setting the appropriate
control flags. A softkey selection is highlighted, by inverting the video mode of the
softkey legend, to acknowledge the selection.

3.10.4 Host-SAP Flexible Control Interface

This section defines the software component of the host-to-SAP interface circuitry
described in Sec. 3.6.1. The software interface is based on a simple communications
protocol with only three message types: command, status set and status read (Sec. 3.10.5).
The control-, data-, and status-port structures are described below.

A. Control Port

All communications from host-to-SAP must be via the control port. This is an 8-bit
register reserved for informing the SAP of the required operation. The control register has
the form shown below (Fig. 3.16):

B, | B¢ | Bs | B, | Bs | R'S | RDY | SAPRST

Fig. 3.16 The host-to-SAP control port.

« SAPRST is used to force a soft reset of the SAP (Sec. 3.6.2);
« RDY indicates that the host is ready to receive data from the SAP;
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« R/S is a flag that sets the SAP to perform a read or set operation;
 B;-B, are used to address the functions listed in Sec. 3.10.5.

B. Data Port

The host data port is used for transferring new data-acquisition parameters to the SAP, see
Category 2 functions listed in Sec. 3.10.5. The host uses the SAP data port to read existing
SAP parameter values see Category 3 functions listed in Sec. 3.10.5.

C. Status Port

The current activity of the SAP is always available to the host via the SAP status port. The
structure of this port has the form shown below (Fig. 3.17):

ERR |DTA | CMP | RPS | ACQ | ACK

Fig. 3.17 The SAP status port.

» ACK the SAP is listening to the host;

« ACQ the SAP is currently busy;

« RPS the SAP requests a plane swap;

« CMP shows the current memory plane being addressed by the SAP;
» DTA the SAP is sending data to the host;

« ERR an error condition has been trapped.

The communications protocol is handled by software drivers resident on each processor.
The host protocol handler (HST) is outlined in the flow diagram shown in Fig. 3.18. HST
is responsible for bidirectional communications with the SAP protocol handler SAPPRO
(Sec. 3.11.2).

The host-to-SAP handshake protocol is controlled by the status signals ACK and ACQ. For
example, before the host can execute any of the functions listed in Sec. 3.10.5, it must wait
until the SAP deactivates ACQ. This condition ensures that the SAP is ready to receive
communications from the host (¢.g. ATK becomes active). During data-acquisition, the
RPS flag informs the host that the current DPM buffer has been filled and requests
permission for a DPM plane swap. The CMP bit keeps track of the DPM plane currently
phantomed into the host address space. In the event of a hardware failure, the SAP can
inform the host of the error by activating ERR and loading the error code into the SAP data
port. This system provides the host with a comprehensive and effective method of
controlling SAP activity.



Function Control Read

Name Code (Hex) Description
SMPS 09 Data/Program Address
SSTRT 11 Data/Program Length
SSTOP 19 Sampling Interval
SXFR 21 Frame Number
SXEC 29 SAC Input Channels
SPLOT 31 Analogue Gain Control
SDAC 39 Analogue Offset Control
RESET FE Soft Reboot of SAP

Table 3.2 Command message functions.




Function Control Set
Name Code (Hex) Description

AAFSLP 01 AAF Rolloff Selecter
SAFLO/HI 71/B1 AAF Cut-Off Frequency
SDPALO/HI 41/49 Data/Program Address
SDPLLO/HI 51/59 Data/Program Length
SSILO/HI 61/69 Sample Interval
SCHSPC 79 SAC Input Channels
SGANLO/HI 81/89 Analogue Gain Control
SOFFLO/HI 91/99 Analogue Offset Control
SDPMLO/HI A1/A9 DPM Buffer Length
SPLTIM B1 X-Y Plotter Time-Base
SWDLEN B9 ADC Wordlength
SFUN1-8 C1-F9 User-Definable Functions

Table 3.3 SAP set message functions.

Function Control Read
Name Code (Hex) Description

RDPALO/HI 45/4D Data/Program Address
RDPLLO/HI 55/5D Data/Program Length
RSILO/HI 65/6D Sample Interval
RFRNO 75 Frame Number
RCHSPC 7D SAC Input Channels
RGANLO/HI 85/8D Analogue Gain Control
ROFFLO/HI 95/9D Analogue Offset Control
RDPMLO/HI A5/AD DPM Buffer Length
RPLTIM B5 X-Y Plotter Time-Base
RWDLEN BD ADC Wordlength
RFUNI1-8 C5-FD User-Definable Functions

Table 3.4 SAP status message functions.
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3.10.5 SAP Software Functions

This section tabulates the suite of SAP resident routines which enable the host to control
the SPC front-end.

Category 1: (Command Messages)
Command messages are used for standard SAP operations which do not require any I/O
through the data port (Table 3.2).

Category 2: (SAP Set Messages)
This category of SAP functions are used to update front-end parameters and require data
input from the host (Table 3.3).

Category 3: (SAP Status Messages)
This set of functions allow the host to interrogate important SAP memory addresses and
require data output from the SAP (Table 3.4).

3.11 Signal Acquisition Processor Monitor Program

This section aims to give an overview of SAPMON, the monitor program used to control
the SAP (Sec. 3.6). The tables of Sec. 3.10.5 summarise the suite of functions supported
by SAPMON. In general, SAPMON forms the low-level host interface to the SPC front-end.
The main functions of SAPMON can be summarised:

« initialisation of SAP and SAC on reset;

« software controlled signal conditioning;

» management of the data-acquisition process;

« handling bi-directional communications with the host.

The remainder of this section will describe these in greater detail.
3.11.1 SAP Initialisation

The bootstrap procedure SAPRST initialises the SAP and sets the SAC parameters to
default values. This routine performs diagnostic testing of the DPM and other hardware.
If a fault is detected, an error message will be sent to the host so that corrective action may
be taken. The SPC configuration following boot-up is as follows:

+ Active Inputs: Channel 1’

» Bandwidth: 900 Hz

+ ADC Resolution: 12-Bits

« Amplifier Gain/Offset: 36 dB

« Anti-Aliasing Filter: 2nd Order Butterworth (-3 dB @900 Hz)

+ Sample Buffer Size: 16 KB

+ DPM Base Address: 8000 H

Once these parameters are set, the SAP enters the protocol handler SAPPRO ready for
commands from the host.
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3.11.2 SAP Protocol Handler

The transfer of control codes and status information between the SAP and host follows
the protocol defined in Sec.3.10.4. The SAP-resident protocol handler (SAPPRO) is
responsible for handshake communications with the host, using the control, status and
data I/O ports defined in Sec. 3.10.4.

SAPPRO enters a standby mode in between function calls and data-acquisition duties,
where it polls the control port RDY bit. An active RDY flags that the host has sent a
command. In this case, SAPPRO releases the SAP to perform the required task. The control
port R/S bit indicates whether the host is performing a read or write operation. The SAP
control word interpreter (SAPCWI) is then used to decode the control word and branch off
to the addressed function call.

3.11.3 Interrupt Driven Data-Acquisition

For maximum efficiency, the SAP implements data-acquisition as a background task
using an interrupt driven scheme. SAPPRO is invoked as a foreground task in between
samples, releasing the SAP to perform tasks set by the host. The interrupt service routine
INTACQ is implemented each time a new sample is required (Fig. 3.19).

The SAC provides high-quality automatic signal conditioning at relatively low cost. This
is achieved by multiplexing the input signals through a single amplifier stage under
program control. As the multiplexer activates an input channel, the pre-set gain and offset
words for that channel will be loaded into the respective MDACSs to provide the necessary
signal conditioning (Sec. 3.8.1).

3.12 An Application Program Interface

Using the software modules described in the previous sections, an application program
interface (API) has been written to configure the SPC generic kernel for real-time spectral
and time-domain analysis of clinical data. The main application domains that were
considered included analysis of blood pressure and flow signals in cardiovascular studies,
assessment of respiratory dynamics during high frequency jet ventilation and clinical
studies of electromyographic signals. Simulation studies for performing cardiovascular
(Kabay, 1985) and electromyographic (Sehmi, 1988) studies had initially been
implemented around the SPC host kernel. These studies were a pre-cursor to the work
undertaken by the author to develop the SAP front-end system and interface to the host.
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3.12.1 Software Controlled Data-Acquisition

This section describes the API algorithms implemented for controlling data-acquisition
and auto-ranging signal conditioning.

A. Automatic Analogue Signal Conditioning

The concept of digitally programmable signal conditioning was introduced in Sec. 3.8.1.
This section describes the algorithms used to implement automatic gain and offset
calibration of input channels.

Auto-ranging signal conditioning was intended to free the user from specifying and
calibrating gain/offset amplifiers. This mode of SPC operation was identified as an
essential component of the user-friendly interface, where input channels could be
automatically set to optimise the signal-to-noise ratio of measurements.

AUTOMD (Fig. 3.20) is the main routine used for gain/offset control of input channels. The
autost flag determines the type of signal conditioning to be applied. The auto-ranging
algorithm is best described with reference to the examples shown in Fig. 3.22.

The viewport shown in Fig. 3.22 defines the dynamic range of the ADC. Optimal gain
settings are assumed when the signal extrema occupy the whole viewport without
overflowing the ADC (Fig. 3.22b). The auto-ranging algorithm has the objective function
of driving incgn to zero, which is used as a measure of optimal signal conditioning. The
operations performed by the algorithm can be summarised with the following rules:

« search for extrema: identifying the extrema that is closest to saturation,
« if both extrema are saturated: halve the gain and repeat previous check,
« else: apply offset to signal to centralise it within viewport,

« compute gain word: to increase the signal amplitude range.

The flowcharts of Fig. 3.20 and Fig. 3.21 provide a more detailed listing of the above
rules. Each pass through AUTOMD leads to gain/offset calculation based on the value of
incgn.

In cases where saturation has occurred (Fig. 3.22a and c), the signal must be offset by an
amount incgn from the saturated end. The flowcharts define isat, a variable whose sign
determines the offset direction. Using the above rules, AUTOMD enters into an iterative
procedure whereby gain and offset words are updated to the SAC until the optimal signal
range is obtained.
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The user activates auto-ranging gain/offset adjustment by selecting the AUTO button via
the GN SET menu. Auto-ranging an input channel automatically activates it for data-
acquisition during the main analysis by programming the analogue multiplexer. SAMCH
(Fig. 3.23) is the main routine used during auto-ranging.

B. Digitally Multiplexed Data Storage

The input signals to the SAC are digitally multiplexed through the signal conditioning
unit and into the ADC. Digitised data samples from the ADC are then stored into the DPM
buffer ready for transfer to the host. The task of demultiplexing the DPM data must be
handled by the APL. DMXCH (Fig. 3.24) is the routine for determining the base address of
the first sample in memory belonging to a given input channel. This routine provides
automatic memory boundary alignment depending on the selected ADC wordlength and
also provides DPM overflow management.

The data-acquisition sample buffer is limited by the DPM to a maximum of 16 KB.
However, the buffer length is a SAP variable which can be reduced to support single
frame data capture. For example, this is advantageous during gain calibration or trigger
template selection where fast screen updates are required.

The demultiplexing scheme minimises the CPU overhead normally associated with
sorting algorithms. Once the base address pointer has been computed using DMXCH the
input samples are accessed by auto-incrementing the pointer with a fixed offset. This
dynamic data management scheme provides the maximum sample memory for any given
channel configuration.

C. Sampling Frequency Calculation

The sampling frequency of the SAC is automatically selected for a given bandwidth. SFRQ
(Fig. 3.25) is the routine used to set the sampling frequency based on the number of active
channels and the required ADC resolution. Other aspects of sampling are described in
Sec. 2.2 and Sec. 3.8.

The minimum sampling rate is determined by the Nyquist sampling theorem. However,
there are certain advantages to sampling slightly higher than the Nyquist rate. For
example, the SPC sampling frequency is calculated as:

fs = 2.56 X fmax
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with frequency resolution Af = f/N, where N represents the record-length. Assuming
N=256, Af=f,,,/100 and if 100 lines are to be displayed on the screen, the maximum
signal frequency is automatically f,,,. The SPC implements this method of calculating the
sampling frequency since the full signal bandwidth is automatically available for display.

D. Real-Time Data-Acquisition

Real-time data-acquisition is controlled using the subroutine SGGRB (Fig. 3.26). Using the
DPM (Sec. 3.7) and the host-to-SAP communications protocol (Sec. 3.10.4), the SPC is
capable of performing real-time data-acquisition on four channels over a maximum
bandwidth of 1 KHz.

DRACHA is the routine responsible for drawing signals to the screen and managing the
user-interface (Fig. 3.27). This includes conversion of ADC levels into voltages. Since
each input channel will have its individual gain and offset settings, DRACHA must ensure
that the correct scaling factors are used during calculations.

3.12.2 Coherent Time-Domain Averaging

The SPC uses a coherent time-domain averaging technique for enhancing the signal-to-
noise ratio of measurements. Many physiological signals - including ECG, blood pressure
and flow, intra-thoracic airways pressure, etc. - are repetitive in nature and often
contaminated with uncorrelated random noise. Based on this a-priori knowledge, a
coherent averaging algorithm was devised for performing multi-channel signal averaging.
The performance of this approach is optimal if the noise is uncorrelated, stationary and
additive (Rompelman and Ros, 1986a). Other factors require the signal to be time-
invariant and the elapsed time from the stimulus (or reference point) to the waveform of
interest remains constant (Rompelman and Ros, 1986b).

Coherent averaging consists of the summation of successive repetitions of a signal in such
a way that the signal reinforces itself, while the incoherent noise component tends to
cancel out. The averaging process must firstly be triggered from before the signal
averages can be computed.

For example, consider the case where the SPC may be used for determining hydraulic
impedances in the cardiovascular system. The signals of interest include the ECG, blood
pressure and blood flow. All three signals are repetitive and are time-locked to each other.
In this case, the ECG is used as the trigger event to synchronise the channels. The trigger
detection algorithm must be trained to fire on detection of a user-defined trigger template
(e.g. the 'R-wave’ of an ECG complex). Since all input channels are assumed to be time-
locked with each other, the trigger point provides temporal alignment between channels
so that the average of each channel can then be computed.
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The following sections describe a flexible algorithm for real-time coherent signal
averaging. The algorithm was implemented in assembly language and exists as an
independent sub-module to the API. The averaging scheme was successfully tested for
real-time performance, using all four input channels of the SAC, with a signal of up to
1 KHz bandwidth.

A. Trigger Template Definition

The main component of the averaging scheme is the trigger algorithm which uses the
concept of a trigger template to provide a trigger mechanism which is accurate, robust and
easy-to-specify. This approach requires the user to specify a set of trigger conditions from
a sample frame of the trigger channel (Sec.3.12.3E). DTPRO is the trigger protocol
handler which is activated to perform two main tasks (Fig. 3.28):

» interaction with the user to specify a trigger template;

» searching for an input trigger sequence that is a close match to the trigger
template.

The protocol handler also performs memory allocation for trigger samples, transfer of
sample points to the trigger search algorithm and management of trigger status flags.
DTPRO provides a simple interface between the trigger algorithm and the API. Once
DTPRO satisfies a trigger condition, the coherent averager is activated to perform
averaging on the active data channels.

A rrigger event is defined with reference to Fig. 3.30a in the following way:

« two threshold voltages must be selected from the trigger template. These points
are defined as the datum (A) and trigger (B) points, where t, < tg;

» the slope of the tangent at each threshold point must be defined as being positive,
negative, or zero (corresponding to a turning point);

« the time interval between points A and B (t,p) is calculated by the trigger
algorithm. The datum (A) represents the fiducial point from which timings are

measured and the trigger (B) should be selected to coincide with a significant
point on the trigger template.

The next section describes the trigger search algorithm in greater detail.

B. Threshold Detection Algorithm

The trigger search is implemented by the threshold detection algorithm (TDA) defined in
Fig. 3.29. The TDA operates on data from the trigger channel, searching for datum and
trigger points that match the definitions in the trigger template. When a trigger search is
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activated, the algorithm will initially search for a datum point. This follows from the rule
that the datum must precede the trigger (ts<tg) and provides greater efficiency by
eliminating the extra processing required for detecting false trigger points.

The sequence of tests performed by the TDA routine in validating a trigger event are:

« slope detection; this is a simple test that provides large data reduction with
minimal computational effort;

« threshold detection; this is a search for the datum and trigger point amplitudes
defined in the trigger template;

» application of the trigger timing criterion (Sec. 3.12.2C).

These tests are performed on a pair of sequential trigger samples. For example, consider
the trigger signal shown in Fig. 3.30 with datum-point A (negative slope) and trigger-
point B (zero slope). Let us assume that the TDA has found the datum (A) at x; and is now
searching for the trigger (B) at x;3. The algorithm will reject the samples x,; and x;, as
potential trigger points since they fail on the slope-test. Sample pair x,5 and x4 will pass
the slope test and will then be tested for threshold levels. To compensate for the effects of
trigger jitter due to sampling errors (Rompelman and Ros, 1986b), the threshold test
selects the sample whose threshold level is closest to that defined in the trigger template.
In this case, x;3 is preliminarily selected as the trigger point. The final test checks to see
if tap (Fig. 3.30a) matches with the value calculated from the trigger template. If all the
tests are successful, then x, is selected as the fiducial point of averaging. Other scenarios
can be simulated and tested using the algorithms described here.

The above example describes the simplest possible outcome. In reality, once a datum has
been found, two possibilities can arise:

« the search immediately locates a trigger point (as above), in which case the
trigger timing criterion of Sec. 3.12.2C is applied; or

« the search locates another apparent datum point.

The latter situation is most likely to occur in the presence of overwhelming background
noise. The TDA must determine which datum point to select. This is done by perform the
trigger timing test on all apparent datum points. The datum point producing the closest
match to the template is then accepted as the true fiducial point.

A circular buffer is implemented to keep track of all datum points found during the search
for a trigger point. The buffer can store up to 40 datum points. If this maximum is
exceeded, the buffer wraps-around to overwrite the oldest datum point. Since the circular
buffer operates on a Last-In First-Out (LIFO) basis, where the top of the queue represents
the most recent datum to be found. UPIDT is the routine used to manage the circular buffer
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(Fig. 3.31). Once a trigger point is found, each datum point is recalled from the queue and
the trigger timing criteria of Sec. 3.12.2C applied to determine the true fiducial point. A
successful trigger event is followed by the averaging operation.

C. Trigger Timing Criteria

The trigger timings defined in Sec. 3.12.2A is handled via the time interval checking
routine TICHK (Fig. 3.32). This test determines whether or not a datum point is accepted
as a trigger event. The time interval between datum and trigger points (t,p), as defined in
the trigger template, is used as a quantitative measure for assessing the integrity of a
trigger selection. The algorithm includes a timing uncertainty factor to compensate for
any errors introduced as a result of the sampling process. The uncertainty factor is
expressed in terms of the sampling interval, i.e. a tolerance of 2/f ;. For example, point A
(Fig. 3.30a) will be accepted as a trigger event provided that -2/f; < (tap - trempL) < +2/f;.

The TDA routine calls TIMCHK (Fig. 3.33) to test the trigger timing criteria. The timing
data associated with the datum and trigger points are passed onto TIMCHK, which then
carries out the test. The timing interval status flag TISTS returns a value indicating the

outcome of the test. The TISTS flag has three possible outcomes, and these are listed
below:

a) if the test is successful, TISUC will be executed (Fig. 3.34a). The search for a trigger
event is halted by setting the TGHLT flag and the address of the datum point is passed back
DTPRO so that averaging can be done.

b) if the test has failed as a result of the timing interval being shorter than the template
interval (tpg - trempr)<-2/fs, TISHT will be executed (Fig. 3.34b). If further datum points
are currently available in the circular buffer, the flag TSRPT is set, and the timing tests
repeated with the next datum in the queue. However, if no further datum points exist the
flag NWTRG is initiate a new trigger point search. The datum points currently in the
circular buffer will not be purged. This is used to reject trigger point artefact.

c) if the test has failed as a result of the timing interval being longer than the template
interval (g - ttempL)> +2/f;, then TILNG will be executed (Fig. 3.34c). If several datum
points exist, any datum points in the circular buffer failing due to (b) will be retained in
case they satisfy future trigger timing criteria and the remaining buffer contents are
purged.

The above summarises all possible outcomes of the trigger timing test and provides the
necessary memory management of useful datum points.
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3.12.3 Measurement and Control of Dynamical Systems

The following section describes the user-interface associated with the API mentioned in
Sec. 3.12.2. Plate 3.2 shows the graphic user interface associated with the schematic menu
system of Fig. 3.2. In this example, the tree is seen to be three levels deep. The main level
consists of the menu that allows access to the six major functional modules: annotation,
display/data manipulation and storage/retrieval of data and setting-up of measurement,
SAP and trigger parameters.

A. Menu Definitions

The root menu is the top-level user-interface which defines the main SPC functions
(Plate 3.2a). Selections made at this level will spawn a sub-menu containing further
options.

Due to the limited RAM on the host, certain menus had to be implemented using a
memory overlay scheme. These specifically include the LABEL and ARCIVE functions. An
overlay manager is used to maintain the SPC context during overlay functions.

Two softkeys are reserved specifically for calling HELP information and exiting from
menu selections. In some cases, however, the help softkey is used for controlling other
functions. This was necessary due to the limited number of softkeys available. The
following sections describe menu functions in greater detail.

B. Label Menu

The LABEL menu (Plate 3.2b) provides the user with a simple text editor for labelling
analogue input channels. Four arrow keys are provided for scrolling a text cursor over a
graphical keypad. The SELECT key is used to accept a character into the label buffer. To
select a new channel for labelling, the user must scroll the cursor off the top or bottom line
of the keypad. The cursor keys can then be used to select the next channel to be labelled.

The channel labels are displayed as a title whenever the time or power spectrum of a
channel is displayed.

C. Gain Calibration

This menu (Plate 3.2c-d) must be activated at least once during the course of an
experiment to specify the gain/offset settings to be applied to input channels. Although
the SAC is preset with default signal acquisition parameters (Sec. 3.11.1), the host will
take the safety measure of ensuring that the gain calibration menu is entered at least once
during the course of an experiment, so that the input channels are correctly specified.



(a) Ruol-level menu. (b) The LABEL menu used for annotating input channels.

(c) The GN SET menu used for auto-calibrating the input channels. (d) The result of applying auto ranging to (c) above.
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» 1Plate 3.2 The menu formats (a-d) associated with the application
program interface described in Sec. 3.12.
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The AUTO key initiates auto-ranging gain calibration on the selected channel. In this
mode, the SPC enters into a recursive gain/offset calibration phase using the algorithms
described in Sec. 3.12.1. The CH SEL key is used to select a channel for calibration.

Using keys 3,4,6 and 7, the user may manually fine-tune control the gain/offset level of a
given channel. The SPAN key selects the bandwidth of measurement signals thereby
controlling the SAC sampling frequency (Sec. 3.12.1C).

From Plate 3.2c-d we can see how auto-ranging has optimised the dynamic range of the
signal from 33% (uncalibrated) to almost full-scale ADC range. This was achieved after
a few frames of iteration.

D. SAP Mode Options

This menu provides control over SAC hardware characteristics. Three options are
currently supported, including: '

« anti-alias filter selection (Sec.3.8.3). The FILTER key spawns a sub-menu
(Plate 3.2e) which provides options for controlling the stopband attenuation of
the AAF module. The filter roll-off is graphically displayed to the user.

« switching the ADC resolution between 12- and 8-bit words (Sec. 3.8.2);
« software reset control over the SAP (Sec. 3.6.2).

E. Trigger Temglai:e Definition

The trigger menu (Plate 3.2f) is used to specify a trigger template for use by the coherent
averaging algorithm described in Sec. 3.12.2. Channel 1 is the designated trigger source.
The START key is used to capture and display potential trigger templates to the user. A
trigger template is accepted by selecting key 1 to halt trigger capture.

Once a template has been selected, keys 3 and 4 may be used to scroll a horizontal marker
to the desired datum and trigger points (Sec. 3.12.2B). The SLOPE key is used to select the
slope of a tangent at each of these points. The status area shows the current amplitude and
slope values for datum and trigger points.

A real-time zoom facility provides a method of improving the resolution of the trigger
template. By changing the sampling rate on the trigger source, the ZOOM key can be used
to focus on a particular trigger pattern by expanding (or compressing) the trigger signal
in time.
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Plate 3.2 The menu formats (e-i) associated with the application
program interface described in Sec. 3.12.
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F. Display Channel Data

The DISPLAY key provides the measurements and signal processing data options. This
menu (Plate 3.2g) can only be selected if the GNSET and TRIGR functions have been set.
The user can START performing measurements at any time. All defined input signals will
be automatically averaged (Sec. 3.12.2) in real-time and the results will be plotted to the
screen once acquisition is halted.

The DISPLAY key can also be used to manipulate archived data selected via the ARCHIVE
key. In this mode, the SPC must restore the system state to that during which the
measurements were made to allow post-processing of measurements.

All signal processing functions, such as power spectra of inputs or transfer function
relationships between inputs, are computation intensive operations that typically require
an FFT calculation per channel. Since the SPC takes approximately 45 seconds to perform
a 256-point FFT, this type of analysis must be performed off-line (Plate 3.2h).

When a signal is displayed on the screen, a cursor can be used to trace through points on
the signal whilst their x and y coordinates are displayed. Using keys 5,6 and 7 of this
menu, the user can view the time or power spectrum display of any input channel.

If two or more channels are active, the XFER menu (Plate 3.2i) can be used to perform
transfer function measurements between any pair of inputs. Keys 7/8 are used to specify
the input/output relationship between channels. Keys 5/6 can then be used to view the
resulting transfer function magnitude and phase plots. For increased accuracy, the transfer
function calculations compensate for phase errors between channels introduced by the
measurement system.

3.13 Discussion

This chapter has presented the design concepts of a flexible and user-friendly computer
system known as the signal processing computer (SPC). The paper by Hailstone et al.
(1986, Appendix 1) lists the team of people who have contributed to the SPC project. The
personal contribution of the author has been to take the SPC from a simulation tool
(Sehmi, 1988; Kabay, 1985) to a fully functional multi-processing computer system. The
major contribution has been in the development of the SPC signal acquisition processor
(SAP), host-to-SAP communications interface, signal acquisition card and programmable
anti-aliasing filters. These units were integrated with the host processor and dual plane
memory (DPM) to provide a flexible and extendible instrumentation system.
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The SPC philosophy was based on low technology devices arranged to provide a novel
interface to standard hardware under software control. For example:

« the DPM uses standard logic devices to achieve a data transfer rate far superior
to direct memory access (DMA) techniques using complex controller devices;

« the SAC provides a computer-interfaced analogue signal conditioning system to
overcome many of the design challenges faced by analogue design engineers;

+ a simple communications protocol for transferring control and status messages
between the host and SAP;

« software algorithms for controlling real-time data-acquisition and coherent
averaging;

« software to provide a system solution to some of the general problems of
measurement recording and signal processing.

Since its initial conception, the hardware and software used to implement the SPC has
been superseded with new development tools that offer greater functionality, higher
bandwidth and faster development times - all at lower cost. Using personal computers
with commercially-available add-on cards (e.g. for data-acquisition, digital signal
processing and graphics output) and high-level software development tools, one can
achieve the SPC design philosophy of a real-time instrument for data-acquisition and
signal processing in specific problem domains.

The SPC system now fulfils the original specification set out by Hailstone et al. (1986)
and can be used for data-acquisition and signal processing in several application areas.
However, by current day standards, it suffers from several disadvantages:

» the application-domain is limited to the analysis of periodic deterministic
signals, since the coherent time-domain averaging technique is used;

» poor CPU performance during computation intensive operations makes real-
time spectral-analysis impossible;

« a slow graphics display system means that real-time screen updating of signals
is difficult to achieve;

« limited memory and slow storage devices restricts the overall complexity of
application programs.

These disadvantages are due to bandwidth limitations of the SPC hardware. In Chapter 5,
the author will show how these limitations can be overcome by using modern, cost-
effective technology. It is shown how the overall design philosophy of the SPC has been
adapted to an IBM-PC based system for real-time measurement and modelling of high-
frequency jet ventilation in anaesthesia. The system uses real-time signal processing
hardware and software algorithms implemented around a flexible generic kernel to assist
in identifying the transfer function relationships between respiratory signals.
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Chapter 4
Mechanical and Physical Characteristics
of the Respiratory System

4.1 Introduction

This thesis is concerned with the development of environments for real-time
measurement and control of dynamical systems. The application area selected for this
study was high-frequency jet ventilation (HFJV) of patients receiving intensive-therapy.
This chapter aims to describe the anatomy and physiology of the respiratory system.
Particular attention is given to the morphometry of the tracheobronchial tree since this has
important consequences on the transport and distribution of inspiratory gases - and hence
on respiratory function. Consideration is given to the physiological aspects of HFJV and
its effects on pulmonary mechanics and the mechanisms by which gas transport is
maintained. Acoustic modelling of the respiratory system is presented to clarify the
physiology and mechanics of ventilation during HFJV. Finally, existing methods of
respiratory impedance measurement are compared with a new measurement technique
developed by the author.

4.2 Structure and Function of the Respiratory Airways
4.2.1 Anatomy of the Tracheobronchial Tree

The tracheobronchial tree comprises a complex series of branching tubes which decrease
in radius and length as we move from the trachea towards the lungs. Moving distally from
the trachea, the total cross-sectional area is seen to increase rapidly due to the logarithmic
increase in the number of branches and their less rapid decrease in diameter. The
respiratory tree exhibits a high degree of geometrical organisation covering several orders
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of magnitude in size from the trachea to the alveolar sacs. These structural characteristics
are important to respiratory function with the consequence that disorders in airway
structure compromise the viability of the subject.

Most models of the respiratory system are an oversimplistic approximation which do not
give sufficient insight into the performance of the actual system. Weibel’s (1963) model
of the bronchial tree uses a hierarchical classification scheme for identifying successive
generations of airways from the trachea (generation 0) to the alveolar sacs (generation
23). Fig. 4.1 shows how the trachea (generation 0) bifurcates asymmetrically into the
main, lobar and segmental bronchi (generations 1-4) respectively. Following this are the
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Fig. 4.1 The bronchial airways according to Weibel (1963).

small bronchi (generations 5-11) which extend through seven generations. Up to this
point the air passages maintain patency through the cartilage within their walls. However,
from the eleventh generation onwards the airways are embedded into the lung
parenchyma and the cartilage disappears. The patency is now provided by the elastic
recoil of the parenchyma, which holds the airways open at a diameter that is dependent
on the lung volume. Since the rate of increase in the number of bronchioles (generations
12-16) is far greater than the decrease in calibre of its branches, we see a large increase in
the total cross-sectional area. Down to the smallest bronchioles the airways have served
in conduction and humidification of gases. In the three generations of respiratory
bronchioles (generations 17-19) there is a gradual transition from conduction to gas
exchange via the alveoli in their walls. The terminal air passages include the alveolar
ducts (generations 20-22) and alveolar sacs (generation 23). The main function of the
respiratory airways is to transport oxygen from the external air to the blood, and carbon
dioxide in the reverse direction.
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Table 4.1 outlines the main characteristics of Weibel’s symmetric model. It can be seen
that the total cross-sectional area of the respiratory tract is minimal up to the third
generation. However, the area at the terminal bronchioles approaches about 30 times that
at the level of the large bronchi. Parker et al. (1971), using an asymmetrically
dichotomous branching model of the alveolar ducts, have estimated the number of distal
respiratory bronchioles at 225x103 each of which give rise to about 100 ducts and sacs.
The alveoli total 300x10° in number, with an average of between 10 and 16 alveoli/duct
or sac.

Generation| Diameter | Number of

Airway Number (mm) Branches
Trachea 0 18 1
Main bronchi 1 13 2
Lobar bronchi 2953 7—5 4—8
Segmental bronchi 4 4 16
Small bronchi 5—>11 31 32 — 2000
Bronchioles 12—>16| 105 4000 — 65k
Respiratory bronchs| 17 — 19| 0.5 130k — 500k
Alveolar ducts 20— 22 03 1m — 4m
Alveolar sacs 23 03 Sm

Table 4.1 Characteristics of bronchial airways (Weibel, 1963).

The terminal bronchioles are the most distal structures in the airways not to bear alveoli.
They give rise to 3 generations of respiratory bronchioles which bear alveoli. Several
generations of alveolar ducts arise from the alveoli, and after a variable number of
divisions they terminate as alveolar sacs. The acinus is the name given to that segment of
lung supplied by a terminal bronchiole, with its respiratory bronchioles, alveolar ducts
and sacs, and alveoli.

4.2.2 Geometry of the Respiratory Airways

The geometry of the lung airway in mammalian species has been well studied (Weibel,
1963). Measurements of airways geometry mainly obtained from airway cast dissections
of injected silicone rubber. Once the silicone has set, the airways are removed, the tissue
digested, and the cast trimmed to the level of airways that are required. The length,
diameter, branching angle, and angle of inclination to gravity of each segment are then
measured. Attempts at modelling the bronchial structure-function relationship have
meant that exhaustive sampling of mammals have been necessary in order to characterise
the geometry of the airways. Generally, these measurements have been limited to
subsections of the airways.
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The work of Horsefield and Cumming (1968a) and Horsefield et al. (1971) have shown
that the bronchial tree, between the trachea and the alveoli, exhibits self-similarity and
asymmetry. Also, Parker et al. (1971) observed that the two daughter branches arising at
a bronchial segment bifurcation often differ in diameter, length, and angle - leading to a
highly heterogeneous structure. Based on these observations, Mandelbrot (1983)
proposed the analogy between respiratory airways geometry and a fractal; since they both
exhibit heterogeneity and self-similarity.

Due to the heterogeneity in branch size and number, interpretation of published data is
difficult since no specific method of ordering the branches exists. Despite these problems,
many workers have presented comparable results which demonstrate a close relationship
between the diameter of a branch, the number of distal respiratory bronchioles it supplies,
and its generation number.

All observations on the pattern of branching in the bronchial tree indicate either
symmetric or asymmetric dichotomy, or a combination of both. Fig. 4.2 shows a
dichotomously branching pattern, where a parent branch divides to produce two daughter
branches. In a symmetric dichotomy the daughter branches have the same length and
diameter. An asymmetrically dichotomous branching system is one in which there is
variation in the diameters or the lengths of the branches in a given generation, or a
variation in the number of generations down to the end branches, or any combination of
these.

Symmetric Asymmetric

Fig. 4.2 A dichotomously branching pattern.

The Weibel model is oversimplistic in its assumption of symmetrically dichotomous
branching down to the distal alveolar regions. A more realistic model is that of Horsefield
and Cumming (1968a), where the branching pattern in the human airways between the
trachea and the lobular branches is represented by asymmetrical dichotomy. The number
of branches in this model increases by a factor of 1.38. Parker et al. (1971) extended this
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model by proposing a symmetrically dichotomous branching pattern between the lobules
and the distal respiratory bronchioles, where the number of branches doubles with
successive generations.

4.2.3 Gas Mixing and Ventilation Distribution

Because of the dramatic increase of total cross sectional airway toward the periphery of
the lung, the convective velocity of inspired gases decreases during quiet breathing from
a few metres per second at the trachea to almost zero within the alveolar sacs. Somewhere
in the bronchial tree, mass gas transport by convection and diffusion are of the same order
of magnitude. Gomez (1965) identified this critical zone of the lung to be at the entrance
of the acinus.

The main limitation of the Weibel model is the assumption that the bronchial tree has a
symmetrical structure. This implies that not only are the lengths and cross sections of the
airways the same, but the flows in all ducts of the same generation order must also be
identical. A more realistic approach is the asymmetric structure proposed by Parker et al.
(1971), where the branch points subtend units of different volumes or the cross sections
of the daughter branches are not equal or the convective flows are not the same. The
structural or functional asymmetries in the critical zone of the lungs has some significance
in the quantitative description of gas transport.

When an O, molecule reaches a branch point, the probability that it goes into one or the
other of the daughter branches depends on the pressure gradient generating a flow of
convection and a concentration gradient generating a flow of diffusion. The O, molecules
enter each branch by convection in proportion to volume flow, which is proportional to
the volume of each unit. Therefore, convective flow per se does not generate
inhomogeneous concentrations. However, because diffusion flow is proportional to cross-
section, which is equal in both units at the branch point, the number of O, molecules
entering the small unit, divided by its volume, is larger. This results in an inhomogeneity
in O, concentration between the two parallel units. It must be noted that convective and
diffusive variables are linked by a continuity relationship: if more O, molecules go into
one branch (due to a larger diffusion flow), fewer molecules remain available to flow into
the other branch irrespective of the convective flow. The quantitative formulation of the
transport at a bifurcation leads to the concept of interdependence of diffusion and
convection (Paiva and Engel, 1979).

The interdependence at branch points situated outside the critical zone is negligible. If the
branch points are proximal to the diffusion front, the transport is purely convective during
most of the inspiration; which implies zero diffusion flow. The consequence of a purely
convective flow at these branch points is that the amount of inspired gas entering each
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parallel unit is proportional to the flow and determined purely by the respiratory
mechanics. At the other extreme, convective velocity approaches zero, and the parallel
units with a very peripheral branch point equilibrate rapidly by diffusive mixing. Their
concentrations will be equal, and the units can be considered as a single unit with a
volume equal to the sum of the two volumes. When two units are identical but the flows
at their entry differ, the situation corresponds to units with different compliances.

The pattern of change in gas concentrations leaving the acinus is a consequence of a
complex interaction between convection and diffusion at each of the serially distributed
branch points and does not merely reflect a particular concentration gradient at end
inspiration. The intra-acinar gas inhomogeneities, although substantial, contribute to a
small degree to overall impairment in gas exchange. Therefore, in normal subjects, the
acinus may functionally constitute a single gas exchange unit.

Mead et al. (1955) proposed the theory that the time constant of the different parallel
pathways in the lung determined whether or not the pathways behaved synchronously at
different respiratory frequencies. Otis et al. (1956) modelled the respiratory system as an
electrical RC circuit consisting of parallel units. During sinusoidal forcing, a system
consisting of multiple RC circuits behaves as a single pathway only if the time-constants
of the individual pathways are equal. Sweeping the excitation frequency causes a
proportionate change in impedance of each pathway, so that the distribution of flow (and
change in volume) will not be altered. If the time constants are not equal, then at higher
frequencies the impedances of the separate pathways depend increasingly on the
resistances, so that low resistance pathways receive more flow. The inhomogeneity of
flow distribution has both a spatial component (unequal ventilation-volume ratios) and a
temporal component (asynchrony of filling and emptying of lung regions with pendelluft
between them). As a consequence, the effective compliance and resistance of the total
system fall with increasing frequency. Qualitatively these concepts apply even when the

pressure-flow and pressure-volume relationships are nonlinear and the forcing is not
sinusoidal.

Due to the large range of path lengths from carina to alveoli, it would be remarkable if the
total resistance to each unit of the same volume were equal. It would be even more
remarkable if the resistances were unequal but the time constants equal because of
counterbalancing differences in the compliances of the subtended units. The likely time
constant inequality within the lung needs to be reconciled with the observation that in
most normal subjects dynamic compliance and pulmonary resistance are not frequency
dependent up to 60 breaths per minute (BPM). Hence, during normal physiological

breathing frequencies, asynchronous behaviour is unlikely even for a large variation in
time-constants.
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Another reason proposed to account for the apparent synchrony in the face of probable
time constant inequality is that due to mechanical interdependence of air spaces in the
lung. The interacting forces between the units helps to counterbalance any affect that
tends to make a unit change volume at a different rate than that of the surrounding lung.
Mead et al. (1970) modelled this interdependence as a decrease in effective compliance
with increasing asynchrony.

In patients with airflow obstruction, Mead (1969) suggested that asynchronous behaviour
could be due to phase differences between the dead space and the parenchyma. In cases
with obstruction in peripheral airways such phase differences could account for measured
values of compliance and resistance at different breathing frequencies in patients with
airways obstruction. Frequency dependent compliance is frequently seen in lung disease
when pulmonary resistance is still normal.

The interaction between diffusion and convection at peripheral branch points could
produce non-uniformity of alveolar gas composition even when expansion of the acinus
is homogeneous. Models representing the asymmetrical anatomy predict a complex
interdependence of gas composition between branch points in series and airways in
parallel. The sensitivity of intra-acinar gas composition to the details of anatomic
structure constitutes one of the major weaknesses in the understanding of gas mixing and
distribution within the lung. With improved morphometric techniques and computer-
aided 3-D reconstructions, accurate anatomic data will become more available.

4.3 High Frequency Jet Ventilation

High frequency ventilation (HFV) is a form of mechanical ventilatory support that differs
from conventional modes of ventilatory support in both its relative tidal volume (V) and
respiratory rate. The major physiological considerations that need to be investigated are
the effects of HFV on pulmonary mechanics and the mechanisms by which gas transport
is maintained. Table 4.1 summarises the many forms of HFV that exist, covering an
arbitrary range of ventilation frequencies. As Smith (1982) pointed out, these definitions
of ventilation do not necessarily signify a transition between different gas transport
mechanisms. Drazen et al. (1984) have defined HFV as ventilation at a respiratory rate
equal to or greater than four times the normal resting respiratory rate of the subject.

The differences between the various types of HFV can be described in terms of the
method of gas movement. With HFPPV, ventilation takes place with fresh gas but without
gas entrainment, while in HFJV gas is forced into the airway in the form of a jet of gas
from a high pressure source, resulting in the simultaneous entrainment of a second gas
(Young, 1989). During HFO, gas in the airway is oscillated back and forth in a sinusoidal
fashion, with a fresh gas flow-by located between the oscillator and the patient (Sjostrand,
1983).
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Ventilation Type Respiratory Rate
(Breaths/Minute)
HFPPV - High Frequency Positive Pressure 60-110
HFJV - High Frequency Jet Ventilation 110 - 400
HFO - High Frequency Oscillation 400 - 2400

Table 4.1 Range of frequencies covered by high frequency ventilation.

Care must be taken during HFV to ensure that a low V is applied when high respiratory
frequencies are used. This is necessary for two reasons:

» applying a large V at high respiratory rates could result in hyperventilation;
« the mechanical work, which would have to be done by or on the respiratory
system to achieve such rapid rates with large V-, could be prohibitively large.

When ventilating with a small V1 but larger than anatomic dead space volume we must
consider how ventilation will be distributed at high respiratory rates, and the effect of
these rapid rates on non-ventilatory functions of the lung. Alternatively, for cases with V
smaller than the anatomic dead space we must consider what physical processes are acting
to transport gases from the alveolar zone to the airway opening.

4.3.1 Mechanics and Distribution of Ventilation

The main purpose of gas flow within the airways is to create the conditions leading to gas
transport. Also, irrespective of the tidal volume V- or respiratory rate used, the overall gas
exchange achieved is related to the matching of blood flow and ventilation in various
regions of the lung. Therefore, to understand the physiology of gas exchange during
HFJV we must examine the factors that may influence airflow and blood flow
distribution. As discussed in Sec. 4.2.3, all transport mechanisms rely on two fundamental
processes: bulk convection and molecular diffusion. The dominant mechanism is
dependent on the local airway geometry and flow conditions.

Despite the effort of many workers to determine the mechanisms of gas exchange under
specific conditions of HFV, there is still no clear-cut agreement on the exact mechanism
underlying HFV. Neither bulk convection or molecular diffusion alone can account for
the effective gas mixing in the lung using a tidal volume less than the deadspace. A
combination of effects may suggest an explanation for the augmented gas exchange in
HFJV. Asynchronous alternation, longitudinal dispersion and pendelluft flow at terminal
alveoli may also affect gas exchange. This study has adopted the hypothesis (Smith and
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Lin, 1989) that ventilation at a rate approaching the resonant frequency of the airways is
the cause of augmented gas mixing during HFJV. Further consideration of this hypothesis
- modelling and validation - are considered in Sec. 4.4, Sec. 7.2 and Chapters 5 and 6.

The physiological aspects of HFV are considered in Sec. 7.2, where an outline is given of
the factors affecting gas exchange during artificial ventilation and criteria are specified
for selecting control variables for implementing automatically controlled ventilation.

4.3.2 Clinical Application of HFJV

Clinically, HFJV has been used successfully in laryngoscopy, bronchoscopy, oral surgery
with complicated airways management, extracorporeal shock-wave lithotripsy and in the
treatment of bronchopleural fistula and hyaline membrane disease. Although, HFV has
not replaced conventional low rate ventilation, it has become an additional mode of
effective ventilation.

Several comparative studies found little difference between HFJV and IPPV:

+ A study by Carlon et al. (1983) could find no clinical difference between HFJV and
IPPV. The main difference was the tidal volume which was one third of that with IPPV
and CO, clearance was slightly but significantly better in HFJV, PO, was higher in

IPPV. Apart from a higher cardiac index during IPPV, other haemodynamic variables
was identical with the two types of ventilation.

 Brader et al. (1981) performed cardio-pulmonary resuscitation (CPR) using HFJV with
transtracheal catheterisation. They showed that HFJV maintained equally adequate gas
exchange and carotid artery blood flow values during CPR as with IPPV.

 Frey et al. (1980) reported on the effect of prolonged ventilation with HFJV. The
average survival time of the HFJV group was longer than that of the IPPV group. In
addition, the IPPV group showed a much earlier decrease in PO,.

Jet ventilation techniques are widely accepted for bronchoscopies and laryngoscopies
under general anaesthesia. The technique provides good oxygenation and ventilation with
good airway control and excellent operative conditions. A definite benefit, particularly
during laryngo-microsurgery, is an almost motionless operative field due to the high rates
and small tidal volume used (Kim et al., 1986).

Massive trauma of the oro-facial region yield embarrassing problems during anaesthetic
management in regard to maintaining the airway. Miller et al. (1982) using percutaneous
transtracheal HFJV has achieved adequate oxygenation and ventilation.

Derderian at al. (1982) report successful management of bronchopleural fistula using
HFJV with the beneficial effect of decreasing the air leak. The main advantage in addition
to adequate ventilation and oxygenation is simplified and comfortable weaning from
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mechanical ventilation in patients requiring respiratory support. Relatively low airway
pressure may reduce the risk of barotrauma in the case of adult respiratory distress
syndrome (ARDS) and hyaline membrane disease.

The effectiveness of HFJV during extracorporeal shock-wave lithotripsy has been
attributed to the reduction in mean airway pressure and kidney movement. This minimises
parenchymal damage to the kidney as well as a reduction in shock waves required for
effective disintegration of stones (Carlon et al., 1985).

The predicted advantages of the use of HFJV on patients with impaired haemodynamic
status have not yet been widely confirmed on a clinical basis. Dedhia (1981), based on
results from six patients undergoing open-heart surgery, showed that ventilation with low
intra-thoracic pressure had a major affect in maintaining adequate ventilation and
oxygenation with minimal interference with the haemodynamics.

4.4 An Acoustic Model of the Respiratory System

The difficulty of applying conventional concepts of respiratory mechanics to high
frequency ventilation (HFV) has limited its application as a form of mechanical
ventilatory support. Recent studies have adopted a new acoustic model of the respiratory
system in order to clarify the physiology and mechanics of ventilation.

The majority of workers have concentrated on the measurement of input acoustical
impedance (Ishizaka et al., 1976; Fredberg and Hoenig, 1978) and with the measurement
of sound transmission through the airways (Jackson and Olson, 1980; Goncharoff et al.,
1989; Wodicka et al., 1989) in the frequency range 1 kHz - 20 kHz. The results from these
high frequency studies are summarised in Sec. 4.4.1.

In contrast, much work has been carried out on low frequency investigations of the
mechanical response of the respiratory system (Michaelson et al., 1975; Smith and Lin,
1989) for frequencies less than 20 Hz. These studies have been concerned with the
relationship of stimulus-response data to the structure and function of the respiratory
system in normal and abnormal states. Sec. 4.4.2 describes the low-frequency acoustic
model and its application in this study.

4.4.1 Wide-Band Acoustic Modelling

The relationship between the acoustic wavelength (A) and the physical dimensions of the
airways (d) for high frequencies (>1 kHz) is given by A <« d. In this range of frequencies
the wavelength of pressure oscillations in the airways is less than or of the order of lengths
characteristic of the spatial extent of the airways. The resulting pressure oscillations have
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temporal and spatial implications; the analysis of the acoustic system requires a
distributed-parameter approach similar to that found in electrical transmission-line
theory.

Consideration of the acoustic response of the respiratory airways at high frequencies has
shown that local resonances can be excited within the airways (Fredberg and Hoenig,
1978; Goncharoff et al., 1989; Wodicka et al., 1989). These resonances are a result of the
changes in acoustic impedance seen by the waves as they travel through the airways. The
acoustic impedance of an airway is defined by its geometric and mechanical properties.
In particular, branch points are associated with a change in cross-sectional area between
the parent and daughter airways which results in an acoustic impedance mismatch. Using
transmission-line theory (Glazier and Lamont, 1958), it can be shown that these junctions
act as a site of reflection where incident acoustic waves are partially reflected to produce
standing wave oscillations. The fraction of reflected waves is determined by the reflection
coefficient.

The transmission characteristics of high frequency acoustic waves in the lungs are known
to be sensitive to changes in lung structure which occur in disease. Goncharoff et al.
(1989) observed that the transmission of sound through human lungs in the frequency
range 5-20 kHz is dependent on the geometry and mechanical properties of the large
airways, lung parenchyma and chest wall. The acoustic filtering effects of the large
airways have also been predicted from modelling experiments and measurements on
human lungs by other investigators (Jackson and Olson, 1980; Ishizaka et al., 1976). It is
hoped that this technique can be used for non-invasive investigation of human lungs and
for determining their physiological status.

4.4.2 An Acoustic Model of High-Frequency Ventilation

This study is concerned with modelling and identification of respiratory dynamics during
HFJV (Sec. 4.3). This mode of ventilation falls into the general category of high
frequency ventilation (HFV) and differs from conventional modes of ventilation in
several respects. In particular, whilst the use of a simple first order RC lung model is valid
for conventional ventilation frequencies, it is not applicable for higher frequencies. In this
case, inertia must be taken into account.

Smith and Lin (1989) proposed that a patient receiving HFV could be modelled as an
acoustic system in which a source of acoustic waves (the jet ventilator) radiates into an
acoustic load (the patient and ambient surroundings). In this case, the relationship
between the acoustic wavelength (A) and the physical dimensions of the airways (d) for
the range of ventilation frequencies covered by HFV (<25 Hz) is given by A»d. In
contrast to wide-band acoustic testing (Sec. 4.4.1), the wavelength of pressure oscillations
in the airways are much greater than the dimension of the airways and the spatial variation
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spatial variation of pressure becomes negligible; the system is subject to a time-varying
pressure signal. The analysis of the acoustic system is simplified in that a lumped-
parameter RLC model can be used (Kinsler and Frey, 1962). Further discussion of this
approach and its application is given in Sec. 7.4.

Assuming a second-order RLC lung model (Smith and Lin, 1989), the respiratory system
behaves as a simple damped oscillator which can exhibit resonance if ventilated at its
resonant frequency. The degree of resonance is controlled by the mechanical damping in
the system which is a function of the:

» resistance to gas flow in the airways;
» viscous and frictional forces in the expansion of the thorax and airways.

In reality, the non-parabolic velocity profiles associated with periodic flows results in a
resistance that is frequency-dependent (Finucaine et al., 1975). However, this is assumed
to be negligible for the purposes of this study. The damping may be of practical
significance for ventilation frequencies approaching the resonant frequency of the system.
Inadequate damping can lead to excessive intra-pulmonary gas dynamics and cause harm
to the patient.

4.5 Respiratory Impedance

Respiratory impedance measurements by forced oscillations are increasingly used in
pulmonary function testing (DuBois et al., 1956; Michaelson et al., 1975) since they
permit the evaluation of total respiratory resistance over a wide range of frequencies,
which is of interest in diagnosing airway obstruction and detecting mechanical non-
homogeneity. The reactive component of the impedance, a function of the airways and
chest-wall elasticity and inertia, has been shown to be indicative of chronic obstructive
pulmonary disease (Michaelson et al., 1975).

Many investigators have employed DuBois’ technique or a modification to study
respiratory mechanics in mammals (Brody et al., 1956; Hull et al., 1961; Grimby et al.,
1968; Hyatt et al., 1970) where forced sinusoidal pressure oscillations are applied at the
mouth using a loudspeaker and measuring the induced flow. The impedance is calculated
by comparing the magnitude and phase of pressure to flow harmonics over a selected
range of frequencies (Sec. 5.3.2). The results confirm that the respiratory system behaves
approximately like a second-order resonant system (Sec. 4.4). However, these
observations were over a limited frequency range (3-10 Hz) and had poor spectral
resolution.

Michaelson et al. (1975) developed an experimental procedure for rapidly measuring
respiratory impedance over an expanded frequency range with a enhanced spectral
resolution to previous methods (Sec. 5.3.3). The technique is a modified version of
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DuBois’ method except that pseudo-random pressure variations are applied at the mouth.
The impedance is calculated using FFT-based spectral analysis of pressure and flow
signals. Using this approach, investigators have confirmed more accurately the second-
order characteristics of the respiratory system.

All existing impedance measurement circuits apply acoustic pressure oscillations at the
mouth. As recognised by DuBois et al. (1956), the impedance of extrathoracic airway
walls (e.g. mouth, pharynx, larynx) which are mechanically in parallel with the
respiratory system shunt flow away from the trachea. The measurement artefact produced
by this effect is:

« an under-estimation of respiratory impedance;

« incorrect estimation of the frequency-dependent properties of the impedance;

« over-estimation of the resonant frequency of the airways - corresponding to an

impedance which is purely resistive.

The common approach to minimise the problem is to firmly support the patients’ cheeks
(DuBois et al., 1956; Hayes et al., 1979; Landser et al., 1982). However, the residual error
may still be quite large due to upper airway wall motion (Michaelson et al., 1975).

The instrumentation described in Chapter 5 provides an alternative and more elegant
method for computing the respiratory impedance of a patient (Sec. 5.3.4). This approach
is based on the forced random noise technique of Michaelson et al. (1975), however, the
pressure source is introduced into the patient via a high frequency ventilator and jet
cannula. White-noise pressure oscillations can then be injected at the carina - bypassing
the shunt impedance mentioned above. The properties of the jet cannula can be selected
such that pressure and flow oscillations at the carina can be accurately measured at the
mouth. Preliminary experiments using lung surrogates have been performed and the
results are presented in Sec. 5.3.4.

Another advantage of the instrumentation in Chapter S is it allows high resolution, real-
time computation of respiratory impedance. The microcomputer-based system of Pelle et
al. (1986) is the only reported system which approaches this level of performance. Their
system uses the Michaelson technique for computing respiratory impedance spectra and
computes a single impedance- and coherence spectrum from 512-points of data over a
bandwidth of 0-30 Hz (maximum spectral resolution Af = 0.25 Hz). The system only
performs 4 spectral averages and the off-line calculations take 72 seconds. The relative
speed enhancement achieved by the HFJV system described in Chapter 5 can be
compared: the system calculates two sets of transfer function and coherence spectra on
1024-points of data over a bandwidth of 0-50 Hz (maximum spectral resolution
Af =0.125 Hz) in approximately 60 ms - up to 2048 spectral averages can also be
performed in real-time.
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Chapter §
Instrumentation for Measurement and Control
In High Frequency Jet Ventilation

5.1 Introduction

This chapter presents computer-aided instrumentation for real-time measurement and
control of high frequency jet ventilation in the area of critical care medicine. The system
has been initially developed to test the hypothesis that acoustic resonance of the
respiratory airways represents an optimal state for alveolar gas exchange. Real-time
signal processing algorithms have been implemented around a user-friendly system to aid
in the identification of transfer function relationships between respiratory data. This
analysis is the first step towards developing an automatically controlled, self-tuning high
frequency jet ventilator.

High frequency jet ventilation (HFJV), introduced in Sec. 4.3, is a recognised form of
mechanical ventilatory support used in anaesthesia. The technique differs from
conventional modes of ventilatory support in both its relative tidal volume and respiratory
rate. Several studies have shown that HFJV is capable of maintaining adequate gas
exchange in cases where conventional methods have either failed or proved to be
impractical. The main advantages of HFJV include lower peak and mean airway pressures
(Heijman et al., 1972), a reduction in pulmonary barotrauma (Keszler et al., 1982) and
less disturbance to cardiovascular function (Sjostrand, 1980). A more detailed
consideration of the subject may be found in several recent reviews (Smith, 1982; Drazen
et al., 1984; Kolton, 1984).

General acceptance of HFJV has been inhibited by lack of understanding of the
mechanisms by which HFJV maintains gas exchange, and also by a lack of practical



P — v v v v
Time |
(4 %5 ]
B P ax ——
-5 o N 4 I " L e— 4 3
ax: + 1.335Sec d¥: +8.4 mV S8 Hz
a) Voltage-time waveform.
20 v v -
PSD |
(4¥D
e ¢ Ao I I I I I = = -
X: +8.750 H=x ¥: +28.988 VU S8 H=x=

b) Power spectrum.

Fig. 5.1 Jet-ventilator binary drive pressure signal.




5-2

guidelines for clinicians on when to apply HFJV and what ventilator parameters to set for
optimum gas exchange.

One approach to the better understanding of gas exchange during HFJV treats the
patient’s respiratory system as an acoustic resonator whose characteristics vary over the
range of HFJV frequencies (Lin and Smith, 1987). Preliminary results from animal
studies support the hypothesis that the respiratory system behaves as an acoustic resonator
(Smith and Lin, 1989).

The instrumentation described in this chapter is designed to provide real-time analysis of
multi-channel respiratory data within the clinical environment. Respiratory dynamics can
be examined with extremely high resolution in a fraction of the time taken by previous
workers with only minimal changes to existing jet ventilation procedures. The system will
eventually incorporate automatic closed-loop control and management of ventilator
parameters to optimise gas exchange in patients receiving anaesthesia.

5.2 System Specification
5.2.1 High Frequency Jet Ventilator

The Penlon high frequency jet ventilator used in this study acts as a hydraulic waveform
generator that produces binary pressure pulses (Fig. 5.1) with variable amplitude, period
and mark-to-space ratio. Such stimuli can, at best, be approximated to sine waves, and
swept sine-wave analysis performed to determine the respiratory system dynamics
(Sec. 5.3.2). Smith and Lin (1989) who used this method to determine the respiratory
dynamics of animals during HFJV obtained some useful results. However, the
measurements were tedious, time-consuming, and particularly cumbersome to perform.
Another disadvantage with this type of analysis is that it can lead to erroneous results
when applied to systems which adapt to the input stimulus or show fatigue.

An alternative approach requires modifications to the high frequency jet ventilator
(Sec. 5.3.1) such that pressure stimuli of any waveshape can be generated. Band-limited
white-noise stimuli, with a flat power spectrum (Fig. 5.2), can then be used to efficiently
perform transfer function analysis of the respiratory system (Sec. 5.3.3). This technique
inherently provides a method for rapidly determining respiratory dynamics over an
expanded frequency range with a frequency resolution greater than is practicable using
conventional techniques.

5.2.2 Data Acquisition and Signal Processing

The method of analysing generated data involves sampling of the stimuli and response
signals and performing spectral analysis using the fast Fourier transform (FFT). The
sampling interval determines the maximum frequency f,,, which can be analysed
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correctly before aliasing becomes a significant problem and is defined according to the
Nyquist sampling theorem (Sec. 2.2).

This study requires a maximum of four channels of data acquisition including upper
airways pressure/flow signals and abdominal/thoracic wall displacements (Sec. 5.4). The
maximum bandwidth of HFJV measurements varies between 30-300 breaths per minute
(BPM) or 0.5-5 Hz. Assuming that all significant spectral energy is contained within 10
times the fundamental frequency, this sets the maximum bandwidth per channel at 50 Hz.
Thus, to satisfy the Nyquist sampling criterion, the data acquisition module should be
capable of digitising analogue data at a minimum rate of 400 Hz.

Several analytical tools are required in order to assess, in real-time, the relationships
between respiratory stimuli-response data. These include the ability to compute and
display power spectral density functions, two sets of transfer function gain-, phase- and
coherency-spectra from the raw time-domain signal (Sec. 5.5).

Since the instrumentation is intended for use by nonexperts, the man-machine interface
should be an environment which presents the functional power of the system in a clear
and concise manner (Sec. 5.6). A friendly menu-driven system based on the type of
system architecture described in Chapter 3 is desirable (Hailstone et al., 1986).

5.2.3 Displacement Measurement Transducer

The present study requires measurement of abdominal and thoracic wall displacements as
output variables, in order to test the hypothesis that the respiratory system behaves as an
acoustic resonator over the range of frequencies attainable by HFJV. These state-variables
can be measured using a strain-gauge transducer or inductance plethysmograph, however,
they are known to suffer from several disadvantages (Sec. 5.7). An alternative fibre-optic
transducer was developed to overcome these problems.

The development of the fibre-optic displacement transducer was considered to be critical
since traditional measurement techniques suffered from artefact and poor dynamic
performance. The transducer is non-invasive and provides versatility, relative freedom
from artefact, high resolution and linearity over a wide bandwidth. Non-invasive
measures of ventilation using chest-wall displacements are relatively easy to perform
when compared with invasive techniques such as direct blood gas measurements. Also,
the chest-wall dynamics are such that the delay associated with blood gas stabilisation is
not incurred.

5.3 Transfer Function Analysis of the Respiratory System

The purpose of the instrumentation described in this chapter is to characterise the
respiratory system dynamics in a systematic and efficient manner. The aim is to provide
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the framework on which stimulus-response experiments can be carried out on the
respiratory system to reveal information about its functional characteristics - such that a
hypotheses can be made on its structure.

The instrumentation must take into account inherent characteristics of the system:

* non-linearities, which often are essential for optimal functioning;
* limited durations of experiments because of great variability in the data;
* low signal-to-noise ratio in the measurements.

Since the identification process is carried out through a series of stimulus-response
experiments, it is important to design these experiments so as to maximise the information
obtained from the system. The following sections describe the hardware changes made to
the Penlon jet ventilator to support white-noise excitation of patients’ airways and its
application as a tool for identifying respiratory system dynamics.

5.3.1 The Modified High Frequency .Tet Ventilator

The Penlon high frequency jet ventilator is an electrically and pneumatically operated
time-cycled device of the type described by Smith (1985). The ventilator circuit shown in
Fig. 5.3 is a modified version of the commercial design, which includes a proportional
controller valve to support complex waveshape pressure excitation of patients’ airways.
A brief description of the ventilator is given below.

Signal Valve Drive
Generator Controller
PCV
Proportional
Controller Valve
Restrictor .

i Jet Drive
Airro2 Input Cutoff  Drive Regulator Valve
40-75 PSI Valve 2-60 PSI

Accumulator

Fig. 5.3 The modified high frequency jet ventilator circuit.

Fig. 5.3 shows a simplified diagram of the ventilator hydraulic circuit. Gas from a high
pressure (40-75 PSI) source is delivered into the ventilator via the inlet cutoff valve (CV)
and drive pressure regulator (DR) to an accumulator (ACC). An electronic time-base
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controller energises the jet drive valve (JDV) so that gas flows from the ACC to the jet
line and patient periodically depending on the ventilation rate (variable over the range
40-200 BPM) and inspiration time control. The inspiratory:expiratory (I:E) ratio can be
varied over the range 10-60% of the respiratory cycle. The inspiratory flow is determined
by the drive pressure regulator and the respiratory airways impedance of the ventilator/
patient system.A proportional controller valve (PCV) is connected in parallel to the jet
drive valve to introduce low amplitude pressure oscillations which is hydraulically
summed with the normal binary output of the jet ventilator. The PCV drive controller
accepts an analogue signal over the range 0-10 V and produces a continuous valve output
which tracks the reference input. The frequency response characteristics of the
proportional controller valve (Fig. 5.5) are investigated in Sec. 5.3.4.

A white-noise circuit, based on the design of Horowitz and Hill (1983), is used to generate
a pseudo-random analogue noise signal with bandwidth selectable over a range of
frequencies. The method uses digital low-pass filtering of maximal-length shift register
sequences to produce band-limited white-noise. Fig. 5.2 shows a white-noise signal over
a bandwidth of 50 Hz.

The jet ventilator can be set to operate in one of several modes to produce a) binary, b)
proportional, or c) binary plus proportional pressure output. The various ventilator modes
provide maximum flexibility, enabling respiratory dynamics testing for different stimuli
(Sec. 5.3.4).

5.3.2 Swept Sine-Wave Analysis

With the swept sine-wave method of identification we must make many arbitrary
assumptions about the system in order to postulate a mathematical description of its
structure. The identification task is then reduced to estimating the parameters of the model
based on data collected from the stimulus-response experiments. The success of this
approach depends solely on the skill and imagination of the modeller. Apart from the
time-consumed in making the measurements, the task of designing differential equations
to fit a given set of data becomes a laborious one. Finally, the model is usually valid for
the chosen set of stimuli and not satisfactory for other types of input. Thus, adding new
information about the system often means that the modelling process must be repeated
from the beginning.

As the pilot study of Smith and Lin (1989) has shown, the swept-sine wave method of
analysis was found to be inefficient for use in the clinical environment. In general, the
technique suffers from many problems and may be impractical for applications where:

» the system adapts to the applied signal or shows fatigue;
» the amplitude of each sinusoid must be adjusted so that it remains within the
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linear range of the system at a given frequency;
« the output variables have long settling times before the system is in steady-state.

Since physiological systems exhibit many of these characteristics, sine-wave testing can
lead to erroneous results.

5.3.3 White-Noise Identification

The system identification objectives set out in Sec. 5.2 imply that the black-box approach
to determining the transfer characteristics of the system may be more suitable. This
method of identification does not rely on any assumption about the internal topological
structure of the system. This approach becomes a search for the function H[x(t)] where

y(t) = H[x(t)] (5.1)

and x(t) is the stimulus and y(t) is the response, the identification task consists of
estimating the system functional H.

A white-noise stimulus with a flat power spectrum over the frequency range of interest is
equivalent to applying a range of sinusoids simultaneously. This technique inherently
provides a method for rapidly determining respiratory dynamics over an expanded
frequency range with a frequency resolution greater than is practicable with other
techniques. This is far superior to using swept sine-wave stimuli, where representation is
over a limited and pre-determined region of the function space.

To use the white-noise approach the ventilator must be operated in either mode b or c. In
particular, mode b is useful for:

» determining the frequency response characteristics of respiratory pressure, flow
and displacement transducers;

« performing respiratory impedance measurements on patients; significantly sim-
plifying existing methods of measurement.

Mode c is intended for routine clinical use since it allows for on-line identification of
respiratory dynamics during routine high frequency jet ventilation. Once preliminary
decisions are made, the white-noise method can be used for characterising the respiratory
airways over a short period of time.

5.3.4 Experimental Results

This section describes the experimental procedure used to test the dynamic performance
of the modified jet ventilator circuit. The ventilator circuit now supports three
independent modes of operation, including:
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Fig. 5.5 Frequency response of the controller valve.



Mode a

The ventilator operates according to the specifications of the manufacturer, producing a
binary jet drive pressure signal (Fig. 5.1). The drive pressure and its power spectrum are
seen to be that of a pulse-width modulated square wave. The proportional controller valve
is open-circuited in this mode.

Mode b

The ventilator produces a low-amplitude, band-limited white-noise pressure output
(Fig. 5.2). This type of stimulus is intended for frequency response testing of pressure,
flow and displacement transducers. The maximum bandwidth was limited between
0-50 Hz, since this easily covers the range of frequencies attainable by HFJV. This mode
can also be used to ventilate patients under special circumstances (e.g. during respiratory
impedance measurements). However, it should be applied for short durations only,
otherwise it could cause harm to the patient by over-inflating the lungs.

Jet Drive .
Airflow Exhaust

Airways
Pressure

1l

Hi-Lo Jet
Tube

Pneumotachograph
1-1 elastic

bag

Fig. 5.6 Respiratory impedance measurement circuit.

Modec

This mode is the result of a linear summation of modes a and b. The drive pressure
comprises a square-wave signal plus small amplitude white-noise oscillation. Mode ¢ is
extremely useful since the white-noise oscillations are too small to have any affect on
routine high frequency jet ventilation. Although the white-noise can be seen on the raw
signal (Fig. 5.4a), the power spectrum (Fig. 5.4b) shows no evidence of white noise. This
was deliberately incorporated into the system to minimise the relative power of white-
noise compared to the binary signal. The system response to the white-noise can be
extracted by performing spectral averaging, as demonstrated by the following
experiment.The frequency response characteristics of the proportional controller valve
was measured with the ventilator set to mode b. The transfer function (Fig. 5.5) was
calculated from the ratio of the pressure measured at the output to that at the input to the
valve. The linearity of the valve can be seen from a flat magnitude spectrum and a linear
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Fig. 5.7 Airways impedance measurements using two
types of stimulus.
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phase response over the range of HFJV frequencies. The coherence of near unity over the
whole frequency range validates the accuracy of these measurements.

The effectiveness of the white-noise approach to system identification was tested by
performing an experiment to determine the input impedance of a lung surrogate. The
impedance measurement circuit (Fig. 5.6) shows a 1-litre elastic bag receiving ventilation
via the jet lumen of a Hi-Lo jet tracheal tube. Airways pressure is monitored via the
proximal pressure transducer mounted on the ventilator. A Fleisch pneumotachograph is
connected in series with the elastic bag to monitor the gas flow rate. The airways
impedance is calculated as the ratio of airways pressure to flow harmonics.

The objective of the experiment was to investigate the variation of results for different
types of stimulus: a) a binary input (Fig. 5.7a) and b) a binary plus white-noise input
(Fig. 5.7b). The results indicate that both measurements of impedance exhibit a similar
trend. However, the white-noise stimulus has resulted in a markedly cleaner impedance
spectrum than the case with binary stimulus. This indicates that the low-amplitude white-
noise signal has increased the signal-to-noise ratio of measurements by boosting the input
energy across all frequencies.

Hence, the white-noise method helps to provide a systematic procedure for characterising
a system,; it provides characterisation of the system over all possible inputs; it is simple to

apply, once preliminary decisions are made and it gives good results over a short period
of time.

5.4 Computer-Based Real-Time Measurement System

Since its introduction, the single component digital signal processor (DSP) has become a
significant device for tackling high-speed signal processing tasks. The DSP is more than
just a peripheral device for performing front-end real-time signal conditioning under the
control of a host microcomputer. It features increased functionality and computational
power enabling it to take on the role of the central processing function of the system.

The hardware architecture adopted is that of a host IBM-AT personal computer and a
front-end, real-time DSP. This dual processor configuration was selected since it
separated the overall task into two functional sub-units and then allocated the work
amongst the two processors according to their relative strengths.

The host machine is an IBM PC-AT compatible microcomputer, based on the Intel
80286-12 CPU, with a 80287-8 maths coprocessor to increase the speed of floating point
computations. The system graphics uses the new IBM colour VGA standard 640x480
pixels with 256 KB of video RAM. The system contains 640 KB of RAM expandable to
4.6 MB, a 40 MB fixed disk and a 40 MB streaming tape backup unit.
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A high speed DSP card, occupying a single slot on the host motherboard, comprises a
TMS320C25 running at 40 MHz with 64 KWords of combined program and data memory
(zero-wait states). A dual port memory system on the DSP allows the host to access the
DSP memory at any time, even when the DSP is active on other tasks. An on-board timer
can be used to generate vectored-interrupts allowing complex applications to be
developed which make full use of the DSP bandwidth.

The TMS320 DSP device offers distinctive features in terms of mathematical capability/
speed and incorporates on-chip the functions needed to achieve maximum throughput and
standalone operation. The device architecture was selected since it supports:

» a wide dynamic range with sufficient resolution to achieve a high degree of
performance and minimal quantisation/truncation errors;

» maximum throughput due to the high degree of internal parallelism. The
pipeline facility can be used to achieve single-cycle program execution;

« on-chip memory blocks organised to support parallel operations. The on-chip
RAM is of sufficient size for calculations to be downloaded for zero wait-state
execution;

» minimal housekeeping due to the large number of hardware registers available
for storing intermediate results;

» a wide variety of commercially available development tools.

An analogue interface card comprising 4-input and 2-output channels connects directly to
the DSP via a 50-way ribbon connector. Each input channel has an anti-aliasing filter and
sample-and-hold amplifier. This system permits the simultaneous sampling of 4 channels
of data which are multiplexed into a single analogue-to-digital converter (12-bit, 3 ps
conversion time). This permits 4-channels of data acquisition at a maximum sampling rate
of 60 KWords per second. Two 12-bit digital-to-analogue converters (3 ps settling time)
are also available for transmitting analogue signals to external devices.

5.5 Algorithms for Real-Time Spectral Analysis

The host is responsible for supervision of the user-interface and redirection of data
depending on the requests of the user (Sec. 5.6). This complex series of tasks is
coordinated through an event-handler which interrupts the host from its current
background activity in response to user requests. In some cases, where data transfer
between processors is taking place, a user request may have to be put on an event queue
whilst the host completes its current job. All executable code and user-selected
parameters are downloaded to the DSP via the host. Data transfer from the DSP to the host
is initiated by interrupting the host due to the time-critical nature of DSP data memory.
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Spectral analysis of data, using the FFT, is usually the first operation to be performed and
is often a preliminary to further processing. However, the FFT is a very computation
intensive operation and is the major bottleneck hindering the widespread development of
real-time spectrum analysers. The DSP offers several specialised features which make it
ideal for computation intensive signal processing applications such as the FFT. Some of
its features will be described in the following sections.

5.5.1 Overlapped Data Acquisition and Signal Processing

The DSP handles all data acquisition, storing sampled data in a circular buffer. A record
length of 1024 data points is analysed per channel with a 75% window overlap. The
minimum memory requirement for implementing this overlap scheme on a single channel
(Fig. 5.8) is 1280 words, divided into five equal blocks of 256 words (By - B,). For

B; B,
(@) 1
N
®) ]

Fig. 5.8 Overlapping sample buffer.

example, blocks B;-B, are assumed to hold past data, whilst B, is currently used for
storing fresh data. In this case, the age of the data decreases from B, to B4. The signal
processing of data contained in blocks B,;-B,-B3-B,4 must be completed before the data
acquisition buffer B has been filled. Interrupt-driven DSP software is used to implement
the data acquisition and signal processing, with the calculations being performed as a
background task in between interrupts. The timings for these operations are discussed
below. In the next data acquisition cycle, data samples will be stored into memory B,
whilst blocks B,-Bs-B4-B, are processed.

The DSP must have performed all processing on the current set of data and transferred the
results to the host before the next frame of 256 samples per channel is updated and
transferred to the main calculation buffer. With this configuration, data acquisition
memory is optimised to be 256 samples per channel. The overlapped FFT scheme is used
since it increases the accuracy of spectral estimates (Rabiner and Gold, 1975).

The overall bandwidth of this data acquisition scheme is limited by the following timing
relationship:
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tpsp + txer + tpc < brs6 (5.2)

where:

* tpsp= time taken to perform signal processing routines = 60 ms,
* tyrr= time taken to transfer data over to the PC = 3 ms,

* tpc= time taken to plot the signal onto the screen = 250 ms,

* thss= time taken to fill 256-point acquisition buffer = 256/f;.

The timing for tpgp includes computation of two sets of:

» cross-spectra calculations

« sets of transfer function magnitude squared
« transfer function phase

« transfer function coherency

« the power spectrum of four input channels.

The spectral data transferred to the host (Fig. 5.9) includes 4-channels of raw data and
power spectra and two sets of transfer function gain, phase and coherency spectra.

Thus, tpsp + txrr + tpe = 60 ms + 3 ms + 250 ms < ty54

256 _ 256 _ 100

where, trse = f,  2.56fmax  fmax

(5.3)

The maximum signal bandwidth that can be captured is approximately 320 Hz. The main
limitation is due to tpc which is imposed by the graphics system. For example, if a
graphics coprocessor were used for handling display information (tpc would be
negligible) then the overall bandwidth would be f,,,= 5 kHz per channel.

The requirement set out in Sec. 5.2.2 was specified for real-time operation up to a spectral
bandwidth of 50 Hz - which is easily achieved with the existing system. The bandwidth
is user selectable over the range 1-50 Hz, providing spectral resolutions of the order
0.001-0.050 Hz. This includes plotting a signal onto the screen at intervals determined by
the sampling rate (Table 5.1).

5.5.2 FFT Implementation

The fast Fourier transform (FFT) provides an efficient method for calculating the spectral
properties of a signal. The maximum frequency which can be analysed is determined by
the sampling rate, and this together with the data record length determines the size of
Fourier transform required. Since relatively high spectral resolution was required, a 1024-
point FFT is performed. Over the range of HFJV frequencies (10 Hz) this will give a



5-12

frequency resolution of 0.025 Hz. The frequency ranges given in Table 5.1 applies to all
four channels. The display resolution is fixed at 400 lines.

As shown by the calculations of the previous section, the speed at which the FFT is
executed plays a crucial part in determining the overall bandwidth of signals that can be
analysed in real-time. Papamichalis and So (1986) have benchtested the performance of
several FFT algorithms implemented on a TMS32020 device, and have shown that a
1024-point radix-2 FFT takes 32 ms. The DSP needs to perform several computations and
the time required is summarised in the definition of tpgp in Sec. 5.5.1. To obtain the
required spectral resolution over the desired bandwidth meant that a high-performance
FFT algorithm had to be implemented using in-line assembly coding. The technique uses
an N-complex point transform and a mixture of radix-2, radix-4 and decimation in time
(DIT) butterflies to perform the FFT.

Bandwidth| Sampling Rate | Resolution
(Hz) (Hz) (Hz)
1 2.56 0.0025
2 5.12 0.0050
5 12.8 0.0125
10 25.6 0.0250
20 51.2 0.0500
50 128.0 0.1250

Table 5.1 Range of sampling rates and spectral resolution
over selectable bandwidths.

The algorithm achieves its intended purpose of fast computation of the FFT by taking
advantage of the internal architecture of the TMS320C25 device and its special bit-
reversed addressing mode. A 1024-complex point FFT was implemented which achieved
a performance matching that reported for a 256-complex point FFT on a TMS32020
device. To achieve such a performance requires customised tuning of the FFT algorithm.
For example, since the first two stages of an N-point FFT involves multiplications with
known constants, stages 1 and 2 were implemented in a single-pass with a special radix-
4 butterfly. Stages 3-8 are implemented by repeated execution of a 256-complex point
FFT kernel using the DSP on-chip RAM for maximum efficiency.

The FFT algorithm is based on an in-place, DIT, radix-2 implementation. Assuming N =

2", where n = total number of stages of decimation then N = 1024 and n = 10. The special
radix-4 butterfly is derived for this case.
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Thus, the butterfly operation at any given stage m of the FFT can be defined as:

o
Xmik) = Xip12iK) + WE Xy 2i1(K) 0<k< 5 1
$ a
Xni(K) = Xip12i(K) - WE X1 91,1(k) 7 Sks<oa-1

where WE=¢e#2™¥ o o = N/2"™ k’ =k - /2, 1 £m <n and X, ; represents the decimated

samples after stage-m of the FFT algorithm 0 <i < (N/2™) — 1. The DIT redundancy
reduction is achieved by dividing the input sequence into odd and even sample sequences.
Thus, at stage-1, an N-point sequence is transformed by combining the DFTs of these two
N/2-point sequences. The index i represents the number of samples at the input to each
sequence. This value of i decreases through each stage of the FFT, until the final stage
where the DFT operation is reduced to a single butterfly operation.

After stage-1 of the FFT algorithm we have:
X,,i(k) = Xg21(k) + W§ Xgi,1(K) k=0
X1,1(k) = Xoa(k’) - W Xo2i1(K’) k=1,k=0.

for 0<i< (N/2!) =1, 0 =N/2*! =2, wherem = 1, n= 10 and N = 1024.
X,i0) = X02(0) + X2i,1(0)
X,i(1) = X,2(0) - X0,;,,(0)

for 0<i<511,since Wl=1.

After stage-2 of the FFT algorithm we have:

X,,i(k) = Xy 5i(k) + WE X 5i,1(k) 0<k<1
XZ,i(k) = Xl,zi(k’) - Wk’Xl’zi.,,l(k,) 2<k< 3, kK=k-2

for 0<i< (N/22) —1, 0= N/2*2 = 4, wherem = 2,n = 10 and N = 1024.

Thus the first two stages of an N-point FFT can be performed simultaneously with a
special radix-4 butterfly which avoids multiplication operations to enhance execution
speed (Fig. 5.10):

X2i(0) = X,2(0) + X2,1(0)
X5i(1) = Xy 2i(1) - i X1 211(1)
X2i(2) = X1,21(0) - X,2i41(0)

X2i(3) = Xy2i(1) + iX 23,1(1)

for 0 <i<255,since W{=1and W3 =-j.
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This butterfly can be expanded for the first four input samples to produce:
X5,000) = X1,0(0) + X1,1(0) = [Xo0(0) +Xg,(0)] + [X02(0) + Xo3(0)]
Xo0(1) = X;,0(1) - jX1,1(1) =[X0,0(0) - Xo,1(0)] - [X02(0) - Xo3(0)]
X2,0(2) = X;0(0) - X;,1(0) = [Xo,0(0) + X0,1(0)] - [X02(0) + X03(0)]
X50(3) = X 0(1) + jX;,3(1) = [X5,000) - Xg,1(0)] + j[Xo2(0) - Xo,3(0)].

A A+B
B C-jD
C A-B
D C+jD

Fig. 5.10 Special radix-4 butterfly.

Later stages of the FFT require multiply-and-accumulate operations on raw-data with
non-integer WX, twiddle factor terms. To maximise the execution speed, the twiddle
factors are pre-computed and stored in a look-up table. The butterfly operations are
implemented as macro-calls so that the main computation loop comprises in-line code.
This provides a further speed advantage by eliminating the overhead associated with
conditional branch instructions. Wherever possible, special butterfly operations are used
for integer-valued WX terms. Automatic scaling (divide by two for radix-2 and four for
radix-4) is incorporated into butterfly operations to avoid any possibility of overflow.
Fig. 5.11 shows the flow diagram of the 1024-point FFT kernel based on an in-place DIT
algorithm mentioned earlier. The computation loop between stages 3-8 are processed
using a smaller 256-complex point FFT kernel which is executed in the DSP on-chip
memory. This scheme provides a marked increase in performance since all on-chip
memory accesses are single cycle instructions. Data is transferred between external and
internal memory at high speed via the pipeline capability of the TMS320 device.

The time required to compute a 1024-real point FFT and its squared magnitude terms
using the developed algorithm is 8 ms. This is a four-fold increase in performance
compared with the in-line FFT algorithm reported by Papamichalis and So (1986), and an
eight-fold increase over that of Burrus and Parks (1985). The latter workers have
implemented a similar algorithm in Fortran on a PDP 11 and achieved a timing
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performance of 1400 ms. Table 5.2 provides timings for a 1024-point complex FFT
implemented on different systems.

Execution Time
Hardware (milliseconds)

TMS320C30 (33MHz) 3.750
TMS320C25 (40MHz) 15.552
Sun 3/260 (25MHz) 104
MicroVAX II (VMS) 302
Compaq 386 (16MHz) 798
IBMPC-AT(12.5 MHz) 1250
PDP-11 1400

Table 5.2 Execution time for a 1024-point complex FFT on different machines.

5.5.3 Transfer Function Analysis

One of the many analytical advantages of working in the frequency-domain is that the
integral equations relating the stimulus and response of a system in the time-domain
become algebraic equations in the frequency domain. This facilitates the description of
both linear systems and nonlinear ones alike.

The original specification set out in Sec. 5.2.2 was that several analytical tools be
incorporated into the instrumentation for performing system identification. Since this type
of analysis is computationally taxing, it was implemented on the DSP. The theoretical
background for the signal processing used in this chapter is given in Sec. 2.6.

The DSP has been programmed to compute the power spectrum of each input channel and
two sets of transfer function calculations and coherency spectra. Each transfer function
comprises a modulus and phase spectrum. Also available are two sets of cross-covariance
functions which can be used for calculating Nichols and Nyquist plots. These calculations
are all performed in real-time and the memory map of Fig. 5.9 shows the format in which
the data is made available to the host. The transfer function calculations developed around
the theory presented in Sec. 2.6.3. Since the DSP is a fixed-point device with no support
for trigonometric functions, an efficient algorithm for computing the transfer function
phase spectrum was required. The remainder of this section develops an inverse-tangent
look-up table method for rapid computation of the phase-angle of a complex number. The
phase angle 6 of a complex number of the form z = (x + jy) can be calculated using the

trigonometric relation tan@ = Y

X
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Using the Q,s number notation defined in Rabiner and Gold (1975), we can represent
-180°<0< +180° as an integer in the range -32767< 6 <32767.

+jy
x<0, y>0 E. , x>0, y>0

180°-6 =tan™" (2)  getan”! (z)
X X
X6

Po+Xx

x<0, y<0

6—180° =tan! G)

x>0, y<0

—6=tan"! (X)
X

Fig. 5.12 A method for computing the argument of a vector.

The Argand diagram of Fig. 5.12 shows a method for computing the phase 6 of the vector
(x + jy) depending on the quadrant it occupies. Hence, by defining 0°< 6 <+89° we can
calculate O for any value in the -180°< 0 < +180°. Using a look-up table of 2048 6-values
over the range 0°< 6 <+89°, we can achieve a maximum phase resolution of 0.044°. A

system had to be devised which could be used to compute 0 = tan ! ()Z() from values of

the ratio ()Z{) (%) = (57-(/)79811) (5.4

Since 0 < tan 0 < 57.29 over the range 0°< 0 <+89° and 0 < n < 2047.

The phase look-up table values are calculated using:
_ 16383 -1{Y _ -1 n
6, = (—9(—)0—)tan (;) = 182.04tan (ﬁ) 5.5)
Hence, the correct phase angle for a given ratio of % is found by calculating the index

value n, where n = (—3%)
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5.6 Man-Machine Interface

The man-machine interface is used to mask the advanced system architecture that
specifies how measurements and signal processing are structured and managed within the
computer instrument. All tasks and basic functions are orchestrated by a generic kernel
which has access to many facilities and data resources resident on the host.

The man-machine interface was a major design feature that required significant
investigation before fundamental characteristics could be identified. For example, the
interface must be:

« practical and must work well on available hardware and capable of transferring
data to other software packages such as databases, spreadsheets and
wordprocessors;

« flexible and extendible to support processing and control applications that may
be required in the future;

« easy-to-learn and easy-to-use such that the learning-curve is kept to a minimum,
and once users are proficient with the system they are not hampered by an
inflexible user interface.

These objectives have been fulfilled and wherever possible exceeded by the man-machine
interface described in the remainder of this chapter.

The use of a general-purpose personal computer as the primary interface to specialised
instrumentation is the philosophy that has been adopted throughout this study.
Instruments traditionally have been contained in a dedicated box with a display and
buttons on the front-panel for control and measurement. The interface described here
permits for faceless instrumentation to be centrally controlled via a graphics-based front-
panel implemented on the screen of a personal computer.

A soft-panel program was developed to provide the user with an interactive graphics
mechanism for manipulating the instrument. The soft-panel display mimics the buttons
and displays seen on a normal instrument front panel (Fig. 5.14). The screen partitioning
(Fig. 5.13) adopts a consistent format to improve the functionality of the instrument. The
main elements of the user-interface are divided into button, status and display panels
including:

« an instrument title area reserved for displaying a character-based title;

«a DSP button panel for activating data acquisition and signal processing
functions;

ea host button panel for controlling system configuration and archive
management;

» a signal viewport for plotting signals with axes and grids that are automatically
labelled in the units of measurement. This viewport is also the area in which pop-
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up windows appear for functions that require further information;

«a measurements control and status panel for selecting bandwidth of
measurements and tracing a cursor across the signal while their respective X-Y
coordinates are displayed in the status area;

e a status panel which provides information about signal averaging and the
transfer function relationships between input channels.

The menu system (Fig. 5.14) comprises a number of task-oriented buttons. All DSP panel
buttons have an LED which is activated when a button is selected. For example, if the
LEDs associated with the Start and Pwr Spectra buttons are active, this should inform the
user that the system is currently acquiring data and displaying the power spectrum of the
channel currently shown to be active in the measurements and control panel. Hence, the
man-machine interface manipulates graphic objects to display the current state of the
instrument in a concise and efficient manner.

A ganged status display is used to show the current waveform to be active in the signal
viewport. The input ports are labelled P1 to P4, where the active port is highlighted by
inverting its video attributes. The left/right arrow keys can be used to select the desired
input port for display on the signal viewport.

The host and DSP buttons are activated by an associated hot-key which is clearly
underlined on the button label. User inputs are all passed to an interrupt-driven event
handler which will store the button status onto a FIFO event-queue. As soon as the host
is freed from higher priority activities, it will read the contents of the event-queue and
execute the selected button function. In this way, the user may select any sequence of
buttons with the knowledge that they will be executed in sequence by the host.

Complex multi-mode instruments that use traditional front-panels have to choose
between a) implementing a large number of controls and displays, many of which are not
relevant to an individual measurement and only contribute to front-panel clutter, or
b) using the same controls and displays for multiple functions, each of which requires its
own graphics screened in different colours on the panel. Both of these options are
potentially confusing to the user.

The man-machine interface developed for this study provides a mechanism whereby only
those components that are relevant to the current measurements are displayed. For
example, if a button requires further information, a context-sensitive window manager
will generate a pop-up window with a message of the required actions and a series of
buttons to perform those actions. Once the correct parameters have been set, the window
manager will shut-down the window and restore the screen and machine to its new state.
This scheme avoids major re-definition of the screen and thereby avoids a complex
appearance to the system.
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The following sections provide a brief description of the available options.

5.6.1 Host Software Organisation

The host software consists of some generic code and some button-specific code. The
generic component implements the system kernel, window management, softkey
processing, display handling, and a variety of library functions accessible by the
instrument specific code. Other host duties include management of the DSP and data
acquisition,

The level of interaction between host and DSP has been kept minimal to avoid the
complexity involved in developing a formal communications protocol (Sec. 3.10). Data
transfers are direct to the DSP memory via the dual-port memory. The main control duties
of the host are to:

» start and halt data acquisition,
« set DSP sampling rate and frequency pre-scaler values,
« set the channels to be used for the transfer function calculations.

The DSP interrupts the host when data needs to be transferred for display to the user or
storage onto disk. The format in which data is transferred is shown in Fig. 5.9. The timing
for this transfer operation was discussed in Sec. 5.5.1.

5.6.2 Host Button Panel
A. Label Button

The Label button activates the pop-up menu shown in Fig. 5.15 and is used for annotating
the input channels. This is a useful facility since each input port can be given a unique
label identifying its source or other characteristics. A line editing capability allows for
labels to be composed from the system keyboard; a delete, insert, clear and scroll edit
facility is incorporated into this menu. The user may switch between labels by using the
up/down arrow keys or simply by entering a carriage return. The current label is always
highlighted when it becomes active for editing and a cursor appears to show the text entry
position. The port labels are automatically saved, together with any experimental data,
following an archive operation (Sec. 5.6.2D). This has the advantage that other users can
easily keep track of the input sources selected during a given experiment.

B. Average Button

The advantages of signal averaging were discussed in Chapter 2 and can be activated by
selecting the Average button (Fig. 5.16). The instrument implements a scheme known as
spectral averaging. This technique can be used to improve the signal-to-noise ratio of
measurements in accordance with the theory set out in Sec. 2.6. The number of frames to
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be averaged can be selected as any integer power of 2 falling in the range 2-2048; this
provides the user with the flexibility to specify the required degree of accuracy. The
averaging scheme also implements a 75% overlap facility (Sec. 5.5.1) to minimise errors
introduced by the spectral estimation process. The total number of frames to be averaged
is shown in the status panel (Fig. 5.13) together with sub-total of averaged frames at any
given instant. The data acquisition software monitors the status of averaging and
automatically halts acquisition when the number of frame averages equals the selected
number of total averages.

C. Setup Button

The instrument has the capability to perform two sets of transfer function calculations.
The Setup menu (Fig. 5.17) provides a simple object-based approach to defining the
channels to be selected for the transfer function calculations. The menu comprises two
black-box systems with input stimulus to the left and output response to the right. The user
can select any permutation of input/output by following the instructions given in the
menu. The status panel shows the defined transfer function relationships that are currently
being performed by the DSP.

D. Archive Button

The Archive button (Fig. 5.18) is selected when data needs to be saved, recalled or deleted
from disk. The upper half of the Archive menu contains a database system with a number
of fields for storing personal patient information. The database makes use of two files for
storing experimental results. First, a patient-details file is used for logging the
configuration of the system active during the experiment. Second, a data file is used to
store the results of data captured and processed during the experiment. Both files are
stored in a format such that further analysis can be easily carried out by transferring the
data to commercial spreadsheet or database packages. The lower half of the menu displays
a sub-window containing the existing archive files together with the current drive and
sub-directory of the archive. The user can recall a file by selecting it with the special
highlight-cursor (e.g. the cursor is seen to highlight the file IMPD W02 in Fig. 5.18). The
cursor can be used to scroll through the archive directory to select a given file. Where the
number of files exceeds the display capacity of the sub-window, the cursor keys can be
used to scroll through a new page of files. The Archive menu also contains a number of
self-explanatory buttons to Load, Save and Erase files. The Save button produces a pop-
up window (Fig. 5.19) requesting a filename for storing the data. Confirmation and
diagnostic messages are displayed to the user to prevent inadvertent loss of data.
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E. Miscellaneous Buttons

Other host functions on the instrument include:

« a context-sensitive Help button to provide guidance to the novice user;

« an Equalise button to provide automatic frequency response compensation for
transducers and other measurement devices;

* a Jet Drive button which provides a future option to implement adaptively
controlled high-frequency jet ventilation;

« the Exit button to shutdown and terminate the program (see Fig. 5.20).

Context sensitive help refers to information that applies to a specific situation at a
particular moment, as opposed to general information that is non-specific. The user-
interface has been designed to be intuitive, where the user is given a small hint or short
explanation to describe a function or explain the required action to minimise delays or
distraction from the current task.

5.6.3 DSP Button Panel

All data acquisition and signal processing functions are controlled by the DSP button
panel. The theoretical basis for the signal processing function are covered in Secs. 5.4-5.5
inclusive. All buttons within the DSP panel have an LED which lights-up whenever a
button is selected. The Start and Halt buttons are used to control data acquisition on the
DSP. Captured data can be displayed to the screen in many formats, depending on the type
of signal processing that is currently active. The available signal processing functions
include:

+ a voltage-time display of input signals by selecting Time;

» power spectrum calculations of the input signals using Pwr Spec;

« transfer function analysis of signals using Modulus, Phase and Coherence;

« the Xfr Fn button is used to switch the transfer function displays between system
A and system B.

The user can select between all the different display formats irrespective of the status of
the Start and Halt buttons. The button LEDs together with the graph annotation indicate
the type of signal on display (including vertical axis units and any scaling factors). This
formatting is all handled automatically and tracks the DSP button selections.

5.6.4 Measurements Control and Status Panel

The Trace and Mark buttons allow the user to scroll a marker along the path of any
waveform active in the signal viewport. The X-axis and Y-axis values for any point on
the waveform are automatically displayed in the measurements panel along with the
correct units. The Mark button is useful for setting a reference point on the waveform
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from which relative offsets (and absolute values) of time, frequency, and amplitude can
be measured. A Grid button is used to superimpose a grid array onto the signal for easy
reference to coordinate values.

A ganged status panel highlights the particular input port to which the current time-
domain or power spectrum screen plot belongs. Input channels are labelled as ports P1
through to P4. This display is invalid for transfer function plots. The left/right arrow keys
may be used to select the desired input port for display on the signal viewport.

The bandwidth of measurements is selected via the Freq button which allows the user to
scan through a range of frequencies from DC ~ 1 Hz to DC ~ 50 Hz. Table 5.1 summarises
the range of sampling rates and attainable frequency resolutions for a given bandwidth
selection.

5.7 Transducers for Monitoring Respiratory Data

This section provides a brief overview of the types of transducers used in this study. The
respiratory variables of interest include airways pressure, flow and abdominal/thoracic
wall displacements (Sec. 5.2.2). The first two variables are relatively easy to monitor
using standard techniques. Airways pressure can be directly monitored using the strain-
gauge pressure transducer aboard the Penlon jet ventilator. Instantaneous respiratory air
flow can be monitored using a Fleisch pneumotachograph head (Gould, Bilthoven)
connected to a capacitive differential pressure transducer. Abdominal/thoracic wall
displacements, however, are not so easy to monitor (Sec. 5.2.3).

The traditional method of measuring chest wall movement is based on a strain gauge
device (Lectromed Respiration Transducer, type 4320, flat frequency response to 30 Hz
with 36 dB/octave rolloff) mounted on an non-elastic belt which straps closely around the
patient. The belt is fastened to each end of the strain gauge to form a closed loop. Chest
wall movements associated with respiration alter the tension in the belt, and thereby
produces a change in strain. These changes in strain are translated into a signal that is
related to the volumetric change in the patients’ abdomen.

Alternative methods include the inductive plethysmograph belt (Respitrace Ambulatory
Monitoring) and the Glasgow inductive vest (Hanning et al., 1978). For example, the
latter transducer produces an output that is related to the variation in cross-sectional area
of the coils (and hence, variations in inductance) due to respiration. Both techniques
provide a well-established quantitative method for measuring ventilation in the form of
tidal volume (V) (Millman et al., 1986) and respiratory flow (Hill et al., 1982). However,
they suffer from several disadvantages. The main problems are:
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« since these devices must be worn be strapped around the patient, a) the overall
chest wall impedance is artificially increased, restricting respiration; and b)
patient access is obstructed;

» average changes in volume are measured as opposed to direct measurement of
chest wall displacement;

» measurements can vary up to 20% depending on transducer placement, hence
repeatability has an error factor of 20%;

e calibration is required prior to any measurements;

« the dynamic response of the system is limited to breathing frequencies (no
dynamic characteristics are reported in the literature);

« heartbeat artefact is a common source of error which must be filtered from
measurements;

» electrical isolation of the patient can be compromised.

Alternative methods of measuring chest wall displacement were considered to overcome
the problems listed above. In particular, an ultrasonic displacement transducer of the type
used in auto-focusing cameras was considered. However, despite its wide bandwidth, the
method had to be rejected since the maximum resolution was limited to 2.5 mm. This was
too restrictive considering that chest-wall displacement is typically over a dynamic range
of 0-15 mm.

Clock Monol—» * L Signal Processing |—a
Displacement
LED Source Photodetector
Target

Fig. 5.21 Fibre-optic displacement transducer.

The method finally adopted was the fibre-optic displacement transducer of Dahnoun
(1987). The sensitivity and range of the device has been modified for measuring chest
wall displacements. This technique was selected since it offered versatility, relative
freedom from artefact, high resolution and good dynamic performance. The system
(Fig. 5.21) operates by decoding the amplitude modulation produced by reflecting a high
frequency light source from the target. A light-emitting-diode (LED) source is modulated
to emit a 10 KHz square wave carrier into an optical waveguide. Modulating the optical
carrier eliminates artefact due to ambient lighting. The signal received by the photo-
detector is an amplitude modulated version of the source signal. A signal processing stage
is then used to extract the displacement of the target from the received signal.
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The static response of the displacement transducer was tested against a high-precision
linear potentiometer device which is linear over the range 0-50 mm. The static calibration
curve of the fibre-optic transducer (Fig. 5.22) is seen to be nonlinear over the range
5-25 mm displacement. However, assuming piece-wise linearity, the transducer can
perform linearly over a selected range. For example, to make measurements over a 10 mm
dynamic range, the transducer equilibrium position could be set at a distance of 17.5 mm
from the target. Thus, measurements over the range 12.5-22.5 mm are piece-wise linear.

The dynamic response of the transducer was tested on the same rig used for the static
measurements, however, the target was excited using a band-limited white noise input.
The frequency response of the linear potentiometer is known to have a flat magnitude
spectrum and a linear phase response over the range 0-50 Hz. The objective was to
determine the frequency response of the fibre-optic transducer by comparing its
performance relative to the reference transducer. The results of Fig.5.23 shows the
transfer function between the two transducer outputs. The flat magnitude and phase
spectrum over the range 0-50 Hz shows that the dynamic characteristics of the fibre-optic
transducer match the reference transducer over the same frequency range. The validity of
this assumption is confirmed by a coherence spectrum which is close to unity over the
entire frequency range.

The performance of the fibre-optic transducer provides a significant improvement over
conventional methods of displacement measurement. The transducer has been used
during clinical trials and the results can be seen from the case studies presented in
Chapter 6.

5.8 Discussion

The use of HFJV as a form of respiratory support is known to have certain advantages
over conventional modes of ventilation. However, a general acceptance of the technique
has been inhibited by lack of understanding of the underlying fluid dynamics, a lack of
practical guidelines for clinicians on when to apply HFJV and the ventilator settings that
should be used for optimal gas exchange.

The instrumentation developed in this chapter provides a system for real-time
investigation of respiratory physiology during HFJV. The computer-system, coupled with
the modifications made to a commercial jet ventilator, has resulted in a measurement
system which can be used to examine respiratory dynamics with extremely high precision
in a fraction of the time taken by previous workers. This is achieved with only minimal
changes to existing jet ventilation equipment and procedures. The system is intended to
cope with the volume of information that needs to be considered during HFJV and the
level of complexity that this method of ventilation entails.
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The computer-system uses specialised signal processing algorithms to achieve real-time
throughput of the high-volume, computation intensive tasks specified for this study. The
philosophy adopted throughout this thesis is to transform a general-purpose personal
computer into the primary interface to specialised faceless instrumentation. The man-
machine interface is a major component of such a system, since it must mask the advanced
system architecture that specifies the structure and management of resources within the
instrument. The man-machine interface proved to be a non-trivial design exercise. The
main design objectives have been fulfilled where a graphics-based man-machine interface
acts as a central control panel which mimics the buttons and displays of a traditional
instrument panel.

Modifications have been carried out on a commercial high frequency jet ventilator to
support complex waveshape pressure excitation of patients’ airways. The ventilator can
now be used to perform white-noise identification of a patient’s respiratory system. This
technique has the advantage of providing a systematic procedure for characterising the
system over all possible inputs and is simple to apply. Preliminary experiments using lung
surrogates have shown the effectiveness of the measurement system in a controlled
laboratory environment. The observations validate the efficacy of this approach, with
good results being obtained over a short period of time.

A fibre-optic transducer has been developed for monitoring abdominal and thoracic wall
displacements during HFJV. The transducer provides a significant improvement over
conventional methods of thoracic/abdominal displacement measurement, offers
versatility, relative freedom from artefact, high resolution and linearity over a wide
dynamic range.

The performance of the instrumentation has also been validated in the clinical
environment. The next chapter presents the results of clinical trials in case studies of
patients with normal and pathological respiratory systems who have required automatic
ventilation as part of their therapeutic regimen.
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Chapter 6
Clinical Patient Data

6.1 Introduction

This chapter presents the results obtained from clinical trials of the instrumentation
described in Chapter 5. The data was collected from patients receiving high frequency jet
ventilation (HFJV) as part of their therapeutic regimen and are presented as case studies.

The study population comprises 4 patients of different age, sex and medical history. All
patients were admitted to the intensive therapy unit (ITU) of various hospitals within the
Leicestershire Health Authority (LHA). The study population was limited mainly by:

» geographical constraints; although suitable patients were available within the
district, it required transporting of instrumentation and trained personnel
between the various hospitals at very short notice;

« ethical constraints; even when patients were available, there had to be some
ethical justification for using HFJV as opposed to conventional methods of
ventilation;

e physical constraints; in some cases HFJV tends to have an adverse affect on
patient alveolar ventilation and conventional modes of ventilation must be used.

Although the measurements reported here are too few to be of any substantial clinical
significance, they provide a preliminary insight into the dynamic behaviour of the
respiratory system of patients receiving HFJV. A more substantial study is currently

under way and it is hoped that a large population of patient data can be accumulated for
future analysis.



6-2

6.2 Patients and Experimental Methods

Four critically-ill patients were studied after consent from the patient had been obtained
and authorisation was given by the LHA district ethical committee. The patients had
different respiratory statuses and these are indicated in the case studies that follow. All
patients were admitted to the ITU for ventilatory support in preparation for emergency
clinical treatment. The patients were initially ventilated to normocapnia using
conventional intermittent positive pressure ventilation (IPPV). They were then intubated
with a Mallinkrodt Hi-Lo jet endotracheal tube attached to the modified Penlon jet
ventilator circuit described in Sec. 5.3.1.

Since the patients were in the ITU, standard clinical monitoring techniques were
employed for measuring average blood gas (ABG) pressures. The only deviation from
standard practise was that a fibre-optic displacement transducer (Sec. 5.7) was used for
monitoring abdominal and thoracic wall oscillations during HFJV. Also, the jet ventilator
was operated in mode ¢ (Sec. 5.3.4) such that the jet drive pressure was a linear
summation of the standard binary pressure waveform associated with HFJV and a low-
amplitude white-noise pressure excitation for performing respiratory system
identification. The signals monitored for analysis by the real-time system included:

« jet ventilator drive-pressure output (Ppp - PSI);
* patient airways pressure (P,w - cmH,0);
« chest-wall displacements (Oxcw - Volts).

The chest-wall measurements can be converted into absolute units of displacement by
using the calibration curves given in Sec. 5.7. These conversions are not performed here,
since we are only interested in the dynamic behaviour of the system in relation to other
variables.

In some of the cases, a positive-end expiratory pressure (PEEP) of 5-10 cmH,0 is applied
to increase arterial oxygenation by restoring the functional residual capacity towards
normal, recruiting previously unventilated alveoli and improving compliance. The
ventilation frequency is given in breaths per minute (BPM) and ranged from
70-110 BPM. In all cases, a stable ventilation baseline was obtained at an oxygen
concentration (F;0,) varying between 0.4-0.5. Also, the percentage inspiratory time (I:T)
varied between 30-40% depending on the subject.

The following sections discuss the individual case studies. The transfer function
calculations was taken as the ratio of chest-wall displacements (Oxcw) to patient airways
pressure (P,w) harmonics. Spectral averaging was performed to improve the SNR of
measurements in all cases.
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6.3 Case Study P01

Past Medical History

Age: 63 Sex:Male File: FO11_01

This patient is post-gastrectomy for carcinoma of the stomach and he also suffers
from chronic obstructive airways disease (COAD). Pre-medical measurement of
average blood gases (ABGs) with air was:

PaCO, =5.8 kPa, Pa0O,=9.8 kPa.

IPPV
« Conventional IPPV was applied @ 12 BPMx600 ml/breath, where the tidal
volume V1 = 600 ml/breath;

» Fraction of inspired oxygen was set to F;,0, = 0.4 (or 40% oxygen concentration);

« Peak airways pressure = 33 cmH,0, PaCO, = 3.8 kPa, PaO, = 24.1 kPa; these
pressure indicate that the PaCO, is too low, whilst PaO, too high compared with
average levels - hence, the patient was overventilated;

» Chest X-ray reveals pulmonary oedema and chronic bronchitis.

HEJV

Following IPPV the patient was ventilated with HFJV. The ventilator was set to mode a
(Sec. 5.3.4) and the patient ventilated with white-noise pressure oscillations only. The
resulting ABGs was measured at:

PCO, = 9.89kPa, PO, = 27.9 kPa.

The ventilator was then set to its normal state (mode c) and the patient ventilated. During
this time, the real-time analyser was used to capture and calculate the results shown in
Figs. 6.1-6.3.

Ppp = 20 psi @ 120 BPM and I'T = 30% (F,0, = 0.5)
ABGs: PCO,=79%kPa, PO,=125kPa.
Results

Figs. 6.1-6.2 shows the voltage-time plots and the corresponding power spectra of
measured respiratory pressures and displacement. Since the patient was ventilated at
approximately 120 BPM we can see a significant peak at about 2 Hz in all the spectra
(Fig. 6.2). A particular feature worth noting from Figs. 6.1b-c is the presence of cardiac
impulses which have been transmitted through to the pressure and displacement
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transducers. This phenomenon can be clearly seen from the magnitude spectrum of
Fig. 6.3a which has a sharp peak at 1.36 Hz corresponding to the patient heart rate
measured at 82 beats per minute. A second harmonic due to the cardiac impulse can also
be seen at 2.7 Hz.

As expected, the modulus spectrum (Fig. 6.3a) shows a peak at about 2 Hz corresponding
to the ventilation frequency. More significantly, we can see a prominent peak at 6.625 Hz
which we have attributed to the acoustic resonance of the patient airways. A high
coherency spectrum (>0.9) throughout the frequency range confirms the accuracy of all
measurements (Fig. 6.3c). The phase spectrum (Fig.6.3b) is seen to be positive
throughout the frequency range, which implies that the chest-wall oscillations always lead
the pressure input.

The phase spectrum has an underlying trend (Fig. 6.3b) where the phase increases linearly
with frequency. However, the phase does not exhibit any significant change near the
resonant frequency, as might be expected in a second-order linear system. This suggests
that the underlying system dynamics exhibit complex non-linear behaviour which
interferes with the phase relationship between the transfer function variables.
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6.4 Case Study P02

Past Medical History

Age:32 Sex:Female File: RITU1

This patient has no history of cardiovascular or respiratory problems - as
confirmed by the chest X-rays. The patient had a drug overdose and required
IPPV. Some muscle rigidity was diagnosed.

IPPV
» Conventional IPPV was applied @ 12 BPMx780 ml/breath (V=780 ml/breath);
« Fraction of inspired oxygen, F,0, = 0.36 (or 36% oxygen concentration);
« Peak airway pressure = 20 cmH,0, PaCO, = 3.25 kPa, PaO, = 17.8 kPa;
¢ Chest X-ray was clear.

HFEJV

Following IPPV the patient was ventilated with HFJV in mode c. During this time, the
real-time analyser was used to capture and calculate the results shown in Figs. 6.4-6.6.

Ppp = 25 psi @ 90 BPM and LT = 30% (F,0, = 0.4)
ABGs: PCO,=3.8kPa, PO, = 14.6 kPa.

Results

Figs. 6.4-6.5 shows the voltage-time plots and the corresponding power spectra of
measured respiratory pressures and displacement. Since the patient was ventilated at
approximately 90 BPM we can see a significant peak at 1.5 Hz in all the spectra (Fig. 6.5).
The bandwidth of measurements was selected over 0-20 Hz for this patient.

The modulus spectrum (Fig. 6.6a) shows a peak at about 1.5 Hz corresponding to the
ventilation frequency and another peak at 0.6 Hz corresponding to the heart rate. More
significantly, we can see two resonant peaks at 6.00 Hz and 7.40 Hz. The transfer function
spectra are seen to be more noisier compared to the previous patient because of the smaller
number of averages that were performed.

The phase spectrum (Fig. 6.3b) is seen to start off at negative and gradually increases to
remain positive at higher frequencies. The phase spectrum is seen to cross the zero line
somewhere between the two resonant peaks at 6.00 Hz and 7.40 Hz, there is also a
significant dip in phase at 7.40 Hz.

It is possible that the two peaks seen here are the result of a time-varying resonance, where
a single resonant peak exists but has gradually shifted with time according to the
physiological status of the patient.
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6.5 Case Study P03

Past Medical History

Age: 44  Sex: Male File: TTUPT2

Alcoholic and asthmatic was admitted after a heavy drinking binge which resulted
in respiratory arrest. This condition is caused by muscle fatigue which eventually
circumvents ventilation. An acute chronic chest infection was also diagnosed and
some degree of cerebral anoxia (i.e. lack of oxygen in the brain).

No history of cardiovascular or respiratory problems - as confirmed by the chest
X-rays.

IPPV

"« Conventional IPPV was applied @ 12 BPMx750 ml/breath (V=750 ml/breath);
» Fraction of inspired oxygen, F;0, = 0.36 (or 36% oxygen concentration);
* Peak airway pressure = 34 cmH,0, PaCO, = 7-8 kPa, PaO, = 11.4 kPa;
o Chest X-ray was clear.

HEJV

Following IPPV the patient was ventilated with HFJV in mode c. During this time, the
real-time analyser was used to capture and calculate the results shown in Figs. 6.7-6.9.

Ppp = 24 psi @ 70 BPM and I:'T = 40% (F;0, = 0.5)
ABGs: PCO,=5-6kPa, PO,=9-10kPa.
Mean Airway Pressure = 14 cmH,0 + 5 cmH,0 PEEP.

Results

Figs. 6.7-6.8 shows the voltage-time plots and the corresponding power spectra of
measured respiratory pressures and displacement. Since the patient was ventilated at
approximately 70 BPM we can see a significant peak at 1.2 Hz in all the spectra (Fig. 6.8).
The bandwidth of measurements was selected over 0-10 Hz for this patient.

The modulus spectrum (Fig. 6.9a) shows two resonant peaks at 2.875 Hz and 4.325 Hz.
A small number of spectral averages were performed on this patient and the spectra seen
to be noisy at higher frequencies. The phase spectrum (Fig. 6.9b) is seen to remain
negative for most of the frequency range and gradually crosses to remain positive for
frequencies greater than about 8.0 Hz.
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6.6 Case Study P04

Past Medical History

Age: 84  Sex: Male File: PTO03

This patient had a flail chest after falling. Some ribs had been broken and this was
affect chest wall movement and hence the efficiency of spontaneous ventilation.
A degree of left-ventricular failure led to the loss of pulmonary efficiency and
eventually to respiratory failure. HFJV was used applied the outset but was
unsuccessful. It was decided that HFJV should be administered through a mini-
tracheostomy for extubating the trachea before weaning (e.g. withdrawing the
patient from artificial ventilation).

IPPV

"« Conventional IPPV was applied @ 12 BPMx550 ml/breath (V=550 ml/breath);
» Fraction of inspired oxygen, F,0, = 0.4 (or 40% oxygen concentration);
 Peak Airway Pressure = 35 cmH,0O + 7 cmH,0 PEEP;
» PCO, = 6.5 kPa, PO, = 12.6 kPa.

HEJV

Following IPPV the patient was weaned with HFJV in mode c. During this time, the real-
time analyser was used to capture and calculate the results shown in Figs. 6.10-6.12.

Ppp = 25 psi @ 100 BPM and LI:'T = 30% (F;0, =0.5)
ABGs: PCO, = 8-14kPa, PO, =6-7 kPa.
Results

Figs. 6.10-6.11 shows the voltage-time plots and the corresponding power spectra of
measured respiratory pressures and displacement. Since the patient was ventilated at
approximately 90 BPM we can see a significant peak at about 1.50 Hz in all the spectra
(Fig. 6.11).

The transfer function spectra for this patient (Fig. 6.12) shows no significant peaks at any
frequency. The results display poor coherence (Fig. 6.12c) and we cannot attach any
significance to these measurements. This is due to the poor condition of the patient and
also the mini-tracheostomy tube used for weaning has reduced the overall volume of gas
flowing into the patient.
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6.7 Discussion

This chapter has presented the results of clinical studies on critically-ill patients
undergoing HFJV as part of their therapeutic regimen. The instrumentation developed in
Chapter 5 was used to ventilate the patients so that system identification could be
performed to determine the dynamic response of their respiratory airways. The main
objectives of the clinical studies was to:

« investigate the performance of the computer-based instrumentation, modified
high-frequency jet ventilator and fibre-optic displacement transducer in the
clinical environment (Chapter 5);

« test the hypothesis that the respiratory airways behaved as an acoustic resonant
circuit (Sec. 4.4);

« identify any characteristic features which may need to be considered for
implementing automatically controlled patient ventilation.

A study population of four critically-ill patients were jet ventilated and the transfer
function relationship between chest-wall displacements (Oxcw) to patient airways
pressure (P,w) calculated. Spectral averaging was performed to improve the SNR of
measurements and the coherency spectrum calculated to provide a measure of confidence
in the spectral estimates. The experiments were carried out during routine application of
HFJV with minor changes to standard clinical protocol. The results for each patient are
presented as case studies PO1, P02, PO3 and P04.

In all cases, except case study P04 (Sec. 6.6), a prominent resonant peak could be clearly
identified in the transfer function magnitude spectra. In cases P02 and PO3 there were two
resonant peaks (P02: 6.00 Hz and 7.40 Hz, P03: 2.875 Hz and 4.325 Hz) with an inter-
peak separation of approximately 1.40 Hz. These resonances may be interpreted as being:

« an accurate representation of the acoustic properties of these patients; or

« artefact created by a single time-varying resonant peak; due to the averaging
process, the single resonant peak appears as two separate peaks.

These points can only be clarified following a more substantial clinical study involving a
larger population group. If we assume that the latter is true, then we must take this into
consideration when designing the next generation of ventilator devices - which should
facilitate automatic and optimal ventilation of patients.

This study has clearly validated the hypothesis that the respiratory airways exhibit
characteristics similar to an acoustic resonant circuit. These results are reinforced by a
strong coherency spectrum throughout the frequency span of measurements.
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The performance of the instrumentation was found to significantly improve the speed and
accuracy with which data could be captured and analysed compared to previous
techniques. The advantages of the system included:

» the computer-system provided real-time signal processing and graphic display
of respiratory measurements within the clinical environment. The measurements
were successfully performed by the anaesthetist who had been given only
nominal training with the instrument (Chapter 5);

« the modified jet ventilator was operated in various modes (Sec. 5.3.4) to obtain
stimulus-response data for performing the identification studies presented here;

« the fibre-optic displacement transducer overcame most of the problems
associated with previous methods of chest-wall displacement measurement
(Sec. 5.7) - providing linear, wide-bandwidth measurements of chest-wall
displacement with minimal baseline drift.

Based on the results from the case-studies presented in Secs. 6.3-6.6, the following
chapter describes the design and simulation of a second order model-reference adaptive
control system for automatic patient ventilation. This is intended to solve the problem
associated with a time-varying resonance (Sec. 6.4-6.5). For example, assuming that
optimal alveolar ventilation is achieved by ventilating a patient at a frequency
corresponding to the resonant frequency of his airways, then a self-tuning ventilator could
be specified whose objective would be to ensure that the ventilation frequency tracks the
patients’ resonant frequency with time. Chapter 7 presents a control scheme which can be
used to implement optimal ventilation under conditions of time-varying patient
parameters, and hence a time-varying resonance.

This study has made no attempt to correlate the resonance of the respiratory airways with
alveolar ventilation. This was mainly due to the limitations imposed by the transducers
that were available for continuous monitoring of alveolar ventilation. The transducers
were in the form of invasive electrode devices (Clarke or Severinghaus) which were used
to measure the partial-pressure of blood-gases. Due to their limited bandwidth they were
not suitable for continuous measurement of alveolar ventilation over the range of
frequencies covered by HFJV.



Chapter 7
Design and Simulation of a Second Order
MRAC System for Artificial Ventilation

7.1 Introduction

The prime task of artificial ventilation is to oxygenate patients incapable of performing
spontaneous breathing, by transfer of oxygen from the inspired air to the blood stream via
the alveoli, and at the same time remove carbon dioxide from venous blood and exhaust
it out into the environment. This method of ventilation is routinely used in respiratory and
intensive therapy units on patients with healthy lungs as well as in catastrophic lung
disease. However, since artificial ventilation deviates considerably from the normal
physiological mechanism of respiration, certain adverse effects can result when the
method is used improperly. General acceptance of controlled ventilation is limited by:

« the harmful effects caused by cardiovascular depression due to interference with
the venous return to the heart and of disturbances in the distribution of blood and
gases through the lungs during ventilation;

« an understanding of the bio-physiological basis of the effectiveness of controlled
ventilation and the mechanisms underlying the harmful effects which may arise;

« the diversity of ventilator machines and the optimal criteria used for setting
ventilator parameters and control of their performance.

Only with a greater understanding of these points can optimal use be made of the precise
control parameters provided by controlled ventilation.

The instrumentation described in Chapter 5 presented the design and implementation of
a real-time system for characterising the respiratory dynamics of patients receiving high
frequency jet ventilation. The next phase in the instrument development is to introduce
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closed-loop controlled automatic ventilation. The most important design criterion is that
the control system remain stable at all times. Also, the control algorithm must be robust
enough to cope with the fluctuations in physiological parameters of the patient with time.
Thus, identification of the patient dynamics, by periodically updating the patient-model
parameters on the basis of monitoring and analysis of state informations, becomes a
prerequisite to the solution of the optimisation problem.

This chapter presents a simulation study of a model reference adaptive control scheme for
automatic management of ventilator parameters to optimise gas exchange in patients
receiving anaesthesia. A second order lumped-parameter patient-model is used which
takes into account the parameters relevant to ventilation and at the same time can be
updated from analysis based on respiratory measurements. The self-tuning ventilation
scheme can automatically adjust its parameters in response to changes in the patient’s
respiratory state (i.e., lung and chest wall compliance, airways impedance and partial
pressure of alveolar gases). The control algorithm is intended for implementation on the
system described in Chapter 5.

7.2 Considerations of Respiratory Physiology and Control

Artificial ventilation is contrary to the normal physiological mode of respiration in which
air is transported to the lungs. This section outlines the physiological factors affecting gas
exchange during artificial ventilation and specifies criteria for selecting control variables
for implementing automatically controlled ventilation.

7.2.1 Spontaneous Ventilation

During spontaneous breathing, the inspiratory muscles enlarge the size of the thoracic
cavity, the volume of the gas within it increases, and the pressure within the thorax falls.
The pressure gradient between the intra-pleural and alveolar pressures overcomes the
inertial and elastic properties of the lungs and chest wall. A passive expiratory cycle takes
place when the elastic energy stored in the chest wall during inspiration is used to expel
inspired gases. Active expiration is possible when certain muscles become active during
expiration or by applying a negative pressure phase during controlled ventilation.

7.2.2 Adverse Effects of Controlled Ventilation

Any side-effect of controlled ventilation is the result of abnormally increased intra-
thoracic pressures from those of spontaneous breathing levels. This may have some
adverse affect on the circulatory system of some patients. The earlier studies on the
harmful effects of controlled ventilation were reported by Werko (1947), Cournand et al.
(1948), Braunwald et al. (1957), and Morgan et al. (1966) respectively.
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Morgan et al. (1966) have shown that an increased intra-thoracic pressure results in an
immediate decrease in pulmonary arterial blood flow and a corresponding drop in aortic
blood flow. Their measurements indicate that the average intra-thoracic pressure over a
complete respiratory cycle may lower cardiac output and reduce the systemic circulating
blood volume. However, applying higher pressures for shorter periods of time has a less
significant affect on cardiac output. Cournand et al. (1948) showed that the depression of
cardiac output is reduced for lower intra-thoracic pressures.

Interference of normal pulmonary blood flow and volume can cause blood to back up in
the right side of the heart (Wald et al., 1968). The myocardium must then do extra work
to expel this excess blood against the added resistance of capillaries restricted by the
increased alveolar pressure. This may lead to pulmonary oedema where fluid leaks from
the capillaries into the alveoli. In severe cases, the extra burden on the myocardium may
precipitate right heart failure.

Another effect of controlled ventilation is a disturbance of the normal balance between
ventilation of the lungs and the perfusion of the lungs with blood (Mushin et al., 1980).
This can lead to:

« the perfusion of insufficiently ventilated parts of the lungs with venous blood,
and, therefore, insufficient oxygenation of this blood;

« the ventilation of insufficiently perfused parts of the lung, which results in an
increase in the physiological dead space since such ventilation is wasted.

The disturbance of ventilation/perfusion ratio may be attributed to localised changes in
the mechanical properties of smaller airways as found in cases of asthma, chronic
bronchitis and emphysema. The acid-base balance of blood is also affected by changes in
alveolar ventilation. For example, acidaemia due to underventilation increases the
sensitivity of the heart and other organs to hypoxia. Conversely, alkalaemia due to
overventilation causes cerebral vasoconstriction and produces changes in tissue
reactivity; however, good oxygenation is maintained and carbon dioxide eliminated.

7.2.3 Specification of Ventilator Parameters

In specifying the optimal ventilator, we must consider all parameters of controlled
ventilation likely to have a significant affect on the overall safety and efficiency of the
method. This section presents ventilator specification criteria based on considerations of
the input pressure waveform and functions representing deleterious effects.
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A. Input Pressure Waveform

A theoretical study by Wald et al. (1968) of several waveforms and their physiological
significance found the optimal input pressure waveform to be a negative ramp input.
There are a large number of pressure profiles which may be used. However, there is no
very convincing evidence of the superiority of one over the other except that distribution
of inspired gas is improved if there is a prolongation of the period during which applied
pressure is maximal (Nunn, 1987).

In this study, ventilation is controlled by applying a high frequency jet of gas into the
patients airway, which causes inspiratory flow. The rectangular wave has a rapid rise and
fall of pressure, with constant value during application. The alveolar pressure constantly
increases during inspiration and the peak value of alveolar pressure occurs at the end of
the applied pressure pulse. This corresponds to normal physiological activity, where the
peak alveolar pressure gradient occurs at the end of inspiration, while maximum intra-
pleural pressure occurs a short time before the end of inhalation (Johnson, 1963). The time
of occurrence in the inspiratory cycle of the peak pressure was found to be useful
(Hildebrant and Young, 1965) in opening smaller airways and alveoli held closed by
surface adhesive forces.

The Penlon high frequency jet ventilator used in this study has been modified (Sec. 4.7)
to introduce small flow, low pressure white noise perturbations onto the normal binary
output. This allows for the systematic characterisation of the subjects respiratory
dynamics over all possible inputs without interfering with the normal mode of controlled
ventilation (Kabay et al., 1989).

B. Dead Space and Ventilation

An appreciable part of the total inspired volume or tidal volume does not participate in
blood-gas exchange. This fraction of the tidal volume is known as the dead space and
comprises of an anatomical and physiological dead space.

The anatomical dead space is that portion of the tidal volume which remains in the upper
airways, not entering the alveoli where blood-gas exchange can take place. This
deadspace volume is influenced by many factors, some of which are of considerable
importance. Radford (1955) showed that there was an approximate correlation between
the weight of a subject and the dimensions of the conducting airways. Anatomical dead
space tends to increase with age (Fowler, 1950), but this may be due to the increased
incidence of chronic bronchitis. Hypoxaemia due to hypoventilation is the result of an
imbalance between the rate at which oxygen is removed from the lung by the blood and
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the rate at which it is replenished by alveolar ventilation (West, 1977). This state results
in a marked reduction of the anatomical dead space, which in turn limits the fall of
alveolar ventilation resulting from small tidal volumes.

The physiological dead space is that part of the tidal volume which does not participate in
gas exchange and is dependent on the relationship between gas in the alveoli, blood
supply to the alveoli, and the transport mechanism of blood-gas exchange. Many factors
influence the physiological dead space, including the subjects’ age, body size, posture and
smoking habits. A useful metric is the ratio of physiological dead space (VD) to tidal
volume (VT), since it tends to remain fairly constant while the actual value for VD may
vary widely with tidal volume (Enghoff, 1931). The relationship between tidal volume
and dead space is crucial to the success of high frequency ventilation, where the tidal
volume is less than the anatomical dead space. In practice, an increase in tidal volume
without a corresponding increase in pulmonary blood supply will result in an effective
increase in physiological dead space. Other effects such as atelectasis and shunting may
also cause an effective increase in physiological dead space (Radford, et al., 1954).

C. Work of Breathing

The mechanisms of spontaneous breathing are purely passive and may be produced either
by use of the respiratory muscles or by the development of a pressure gradient between
the airways and the space surrounding the chest. Inspiration is actively controlled by
contraction of the inspiratory muscles. Expiration is normally passive and its energy
source is the elastic energy stored in the chest wall and lungs during inspiration. Hence,
the work of spontaneous breathing is performed entirely by the inspiratory muscles.
During controlled ventilation, the ventilator must perform the work of inspiration and
move gas into the patient.

The main sources of impedance which must be overcome are the elastic recoil of the lungs
and chest wall, frictional impedance to gas flow of the airways, frictional impedance of
tissue deformation, and the inertance of tissue and gases which must be overcome during
flow reversal associated with transition between the inspiratory and expiratory phases.

A relatively small amount of power is consumed by the respiratory muscles of a healthy
resting subject. Almost 90% of this power is dissipated as heat in the muscles and only
10% is available for moving gas against frictional impedance of the airway and the
tissues. The efficiency is reduced even further in cases of respiratory disease. Otis (1954)
showed that during spontaneous breathing in healthy patients, increased ventilation
beyond a maximum will be entirely consumed by the respiratory muscles.
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In designing a ventilator, we must take into account the extra work required in
transporting gas through external apparatus and into the patient. Wald et al. (1968) have
developed mathematical formulae for quantifying the amount of work that the ventilator
must perform.

7.2.4 Automatically Controlled Ventilation

In using controlled ventilation, special care must be taken to ensure that the patient’s
ventilatory requirement is adequately met whilst satisfying the constraints imposed by
harmful effects. The ventilator parameters should be so adjusted that both of these
conditions are satisfied. Since ventilation may be required over prolonged periods of time,
manual adjustments are not satisfactory and an automatic control scheme is required.
However, the complexity of the physiological system is such that it often presents
problems for obtaining control information. This section gives a brief overview of the
application of closed-loop control to artificial ventilation and looks into the
considerations necessary for specifying physiological control variables.

Jain and Guha (1972) have implemented an adaptive controller based on optimisation of
a performance index. The control system was developed on an analogue computer using
a first order linear RC lung model. The system was tested for changes in process
parameters for a constant controller gain (K) setting. In this case, the error rapidly damped
out to zero. However, the main drawback of this system is that the gain K must be
manually adjusted. Hence for large swings in respiratory parameters, the stability of the
control system can be compromised. This problem can be overcome by using the model
reference scheme described in Sec. 7.3, which is more robust and assures stability for
large changes in system parameters.

The physiological mechanisms of respiratory control are extremely complex and involves
the interaction of many different mechanisms. The level of control affecting breathing
from any given mechanism will vary according to the circumstances; for example, the
mechanism controlling minute volume during exercise is not the same as the mechanism
active during the resting state. The respiratory control system regulates ventilation based
on neurogenic and chemical factors. Chemoreceptors monitor the chemical composition
of the arterial blood and responds to fluctuations to a drop in PO, a rise in PCO; or H
concentration, or a fall in their perfusion rate. The central respiratory control areas then
stimulate the muscles of respiration (e.g. the diaphragm, intercostal muscles, abdominal

muscles and accessory muscles) with stimuli based on the information received from the
chemoreceptors.
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Artificial ventilation need not be controlled to the same degree of complexity and
precision as the physiological system. An effective and efficient control scheme can be
implemented provided that we identify the most dominant physiological factor which can
be used as the control variable. The following sections will outline some considerations
for implementing an artificial ventilator and criteria for selecting control variables.

A, Optimal Ventilator Characteristics

Ideally we require a ventilator which takes into account the factors mentioned in
Sec.(7.2.3). In some cases, during prolonged artificial ventilation, the patient may
experience metabolic changes. The ventilator control system must respond quickly to
such variations in patient parameters and regulate ventilation; in this instance, according
to the metabolic rate of the patient.

The main characteristics of an optimally controlled ventilator would include the
following:

« efficient removal of carbon-dioxide from de-oxygenated blood;

« efficient supply of oxygen to arterial blood for metabolism;

« control ventilation to maintain normal arterial PCO7 and PO, levels;

» average alveolar pressure be minimised to limit any harmful side-effects;
« peak alveolar pressure kept below a maximum safety threshold;

+ the work of ventilation be kept to 2 minimum.

Other important considerations include the stability and robustness of the system. Since
the purpose of automatic controlled ventilation is to allow unattended ventilation of
patients, it is extremely important that the ventilator control system remain stable at all
times. Also, the control algorithm must be robust enough to tolerate noisy data.

B. Alveolar Oxygen Pressure

Many workers (Wald et al., 1968; Jain and Guha, 1972) have used alveolar oxygen
pressure to control automatic ventilation since it is widely accepted to be indicative of
ventilation and respiratory dynamics. The main advantage with this measurement is that
the average alveolar pressure can be used as an index of circulatory interference due to
ventilation. Increasing the alveolar pressure increases harmful side-effects. Decreased
alveolar pressure results in a reduced gas volume, and hence blood-gas exchange will be
compromised.

The practical implementation of a control scheme based on continuous monitoring of
alveolar pressure is an attractive concept, but is difficult to achieve. The main restriction
is the availability of pressure transducers which can be placed in the alveolar lung regions.
However, with the development of fibre-optic pressure transducers, continuous
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measurement of alveolar pressure may soon become attainable. An alternative approach
to overcoming this measurement problem is to estimate continuous alveolar pressure
levels indirectly through an on-line respiratory parameters identification scheme. For
example, an adaptive identification scheme can be developed which provides an
instantaneous estimate of alveolar pressure based on continuous measurements of tidal
volume or some other observable parameter. Another approach may be to implement a
non-invasive adaptive identification scheme using abdominal and chest-wall
displacements to estimate alveolar ventilation.

C. Carbon Dioxide Pressure

Carbon dioxide is the end-product of metabolism which is measured as a partial pressure
gradient PCOy from the mitochondria through the cytoplasm, the venous blood, the
alveolar gas and by way of expired air to the atmosphere. Two important respiratory
measurements of carbon dioxide tension are:

Alveolar PCOy

The alveolar PCO; rises steadily during expiration, as carbon dioxide passes into the

alveolar gas from the pulmonary capillaries. This expiratory pressure component may be
determined from the carbon dioxide concentration at the mouth.

Arterial PCO)

The PCO; of arterial blood leaving the pulmonary capillary follows similar fluctuations to
alveolar PCO;. However, regional variations exist depending on the ventilation-perfusion
ratio of the different parts of the lung. Mixed arterial PCO; is monitored by taking samples
over several seconds. Continuous monitoring is made difficult by the averaging
associated with the mixing of blood from different lung regions.

Mitamura et al. (1971) have developed a respirator which controls ventilation by
monitoring the patient’s metabolic rate from measurements of end-expiratory carbon
dioxide tension. This control scheme is useful during long-term ventilation of patients,
where the CO; output may change. The performance of the system was found to vary
depending on the mismatch in the ventilation-perfusion ratio. For example, under
constant ventilation, arterial PCOy was found to increase for an induced change in

metabolic rate. However, under similar conditions, the control system maintained the
PCO; at a constant level even though CO, output increased.
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When the ventilation-perfusion ratio is matched, alveolar levels of CO» are nearly equal
to arterial levels at the end of expiration. Hence, controlled ventilation based on the CO2
fraction of end-tidal expired gas will keep arterial levels of CO, constant. However,

where there is a mismatch in the ventilation-perfusion ratio, ventilatory regulation by this
method cannot keep PCO; constant because of the alveolar-arterial PCO3 difference.

Many factors influence the end-expiratory PCO3. The most significant effects are that:

» PCOy decreases with respiratory rate;

» at low tidal volumes, the end-tidal PCO; and mean alveolar PCO2 may differ due
to contamination of the end-tidal sample by dead-space air;

» the end-expiratory gas is not always representative of mean alveolar gas in cases
where all the alveoli do not deflate together during expiration (i.e. in patients
with chronic bronchitis, emphysema, and pulmonary fibrosis).

Radford (1955) investigated the relationship between carbon dioxide production and dead
space. The results led to a protocol for ventilating normal patients. These standards cannot
be applied to patients with respiratory insufficiency associated with serious problems.
This discrepancy may be caused by an increase in the physiological deadspace or by an
increase CO» production.

D. Respiratory Frequency

The commonest controls which are provided on high frequency ventilators include
respiratory frequency, inspiratory:expiratory ratio, and the durations of inspiration and
expiration. Mikami et al. (1966) have investigated the relationship between the
respiratory frequency and alveolar ventilation under conditions of normal dead space,
airway resistance and compliance. However, this relationship varied according to the
parameter values. Mitamura et al. (1971) used this approach to develop their optimally
controlled respirator.

Smith and Lin (1989) have proposed that the respiratory frequency be selected to coincide
with the resonant frequency of the respiratory airways. The proposed hypothesis states
that gas mixing will be enhanced and gas exchange optimised for ventilation at the
resonant frequency. Preliminary results (Kabay et al., 1989) have shown that resonance
of airways exists. The instrumentation and techniques developed to perform these
experiments was discussed in detail in Chapter 5.



7-10

Investigations are currently in progress to determine the acoustic resonance of a
population of patients (Chapter 6). The final aim is to perform a correlation analysis
between respiratory frequency and its affect on alveolar ventilation. The remainder of this
chapter is devoted to the design and simulation of a control system for implementing a
self-tuning ventilator based on the mechanical and acoustic properties of the patient.

7.3 A Model-Reference Adaptive Control System

One approach to automatic control of the jet ventilator is to use a model-reference
adaptive control (MRAC) scheme. The basic principle of an MRAC system (Fig. 7.1) is
that it expresses a formulation of both a set of plant equations for the patient-model (true
physiological system) and a set of reference equations which represent the desired
performance characteristics of the patient in terms of a reference-model for a given
command stimulus. The state variables of the MRAC system must be selected to be
indicative of respiratory dynamics since they form the basis of the control law that will
eventually drive the ventilator.

P
Fi—s = Refrerce | (80— 0
’ A
Patient E
Model
A 4
\l?/

P Adaptive

Pil ——3| Controller ¢ e(t)

Fig. 7.1 Model-reference adaptive control scheme.

Initially, the fixed-parameter reference-model can be estimated from previous
measurements of patient respiratory parameters. The model parameters can then be fine-
tuned by using an on-line system identifications scheme. The key elements of respiratory
system identification (Chapter 5) includes selection of model structure, experiment
design, parameter estimation and validation (Ljung, 1987; Soderstrom and Stoica, 1989).
This study has adopted the transfer function approach to system identification since it
significantly simplifies the task of automatic and continuous measurement of system
characteristics. The mathematical description of the reference-model is in terms of the
input pressure P; and output alveolar pressure P,.
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The patient-model is a variable parameter system which is not amenable to direct control.
The patient-model is identical in form to the reference-model, however, the parameter
values are time-variant. This assumption is a realistic representation of a true
physiological system where its characteristics change with time. The patient-model has
an input pressure P, derived from the ventilator drive pressure and output alveolar

4
pressure P, .

The error e(t) represents the difference between the outputs of the patient and reference-
model. The adaptive controller has two parameters (i.e. the adaptive gain terms K; and

K,) that are changed according to the error and other inputs. Parameter adjustment based

on the Lyapunov stability criterion guarantees that the system will remain stable and
convergent provided certain conditions are satisfied (Astrom and Wittenmark, 1989;
Narendra, 1989). The following section describes the dynamic model used to construct
the MRAC system of Sec. 7.5.

7.4 Dynamic Modelling of the Respiratory System

Due to the complexity of the respiratory system, a detailed patient-model is difficult to
achieve. The mechanical parameters concerned with ventilation are airway resistance,
lung-tissue and chest-wall resistance, lung and chest-wall compliance, inertia of lung and
chest-walls, and nonlinearities of the lungs. However, a second-order electrical RLC lung
model provides an adequate representation of respiratory system dynamics and introduces
greater complexity than the first-order RC model adopted by the majority of workers in
this subject (Drazen et al., 1984). This study requires at least a second-order
representation (Smith and Lin, 1989; Kabay et al., 1989) to take into account the acoustic
resonances of the respiratory system (Sec. 4.4). In any case, the divergence of the selected
model from the reality is exemplified by the assumption that the circuit elements are
linear, lumped, deterministic and time-invariant. Also, no consideration is given to non-
linearities due to turbulent flow, differences between inspiration and expiration,
hysteresis and long-term effects, stress adaptation effects, a nonlinear threshold of alveoli
opening, and a statistical distribution of the properties of some 300 million alveoli.

The first stage in developing the MRAC algorithm is to specify a mathematical model for
the dynamic system we are attempting to control. Both the fixed parameter reference-
model and the variable parameter patient-model are described in terms of the second order
resistance-inertance-capacitance (RLC) electrical circuit shown below (Fig. 7.2).

The analogy between the physiological system and the electrical circuit is interpreted with
pressure to voltage, flow to current, and volume to electric charge. Flow resistance is
analogous to electrical resistance, compliance to electrical capacitance, and gas inertial
effect to electrical inductance.
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The dynamics of ventilation starts when a pressure is applied to the airway forcing gas
flow into the lungs. As the lung and chest wall expand a counter-pressure is developed,
because of their elastic properties, which tends to expel the inspired gas. If this counter-
pressure equals that of the applied pressure, no more gas will enter into the lungs. If the
counter-pressure exceeds the applied pressure, gas will flow out of the lungs as expiration
commences.

A
Y
1

PiT cT Ipa

Fig. 7.2 Second order electrical analogue of the patient respiratory system.

The parameters of the electrical model include the total airway resistances R
(cmH,0 s I'1), airways and chest wall inertance L (cmH,O 1-1s2), lung and chest wall
compliances C (1cmH,01). The ventilator output pressure P; is the stimulus and the
patient alveolar pressure P, is the response of the electrical circuit. The alveolar pressure

is indicative of respiratory dynamics, and is used as a control parameter for the design of
a self-tuning ventilator.

The differential equation for the alveolar pressure in the reference-model is:
(LC)B, (1) + (RC) P, (1) +p,(t) = p; (1) (7.1)

A second order system of this form will exhibit resonance depending on the Q-factor of
the circuit. This model provides a realistic description of respiratory dynamics as it
possesses the essential characteristic that the respiratory system behaves like an acoustic
resonator.

~

. . . . |
Expressing this in state variable form with T, = T and T, = ic’
Pa = P2a (7.2)

and, P2a= Ty (=P + D) — TPz, (1.3)
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Similarly, the alveolar pressure in the patient-model can be written as:
Pa = P (7.4)
and, Pha= T, (P, +DPy) — TP, (7.5)

where p, () is the input pressure to the patient, which is set according to the adaptive
controller equation:

Pi(t) = Ky (1) pi(t)— Ky(t) p, (1) (7.6)

where K, (t) and K,(t) are the adaptive controller gains. Substituting equation (7.6) for
p,(t) in equation (7.5) we get:

Pha = T, [ Kp(O)p;(t) — (1+ Ky())p, () 1 -7y p, (7.7)

Comparing with equation (7.3), we see that the patient-model differential equation is
controlled by the adaptive gain terms.

7.5 Design of the Adaptive Control Algorithm

The adaptive controller is based on the Lyapunov redesign of the MRAC system (Parks,
1966; Phillipson, 1967). The main advantage of the method is that the asymptotic stability
and convergence is guaranteed. Hang and Parks (1973) give a brief survey of the various
design rules that can be used to implement model-following control systems. Kaufman et
al. (1984) have verified the success of MRAC for regulating the infusion rate of drug in
order to maintain desired blood pressure. However, their system is based on a first-order
model. This section will develop a second-order MRAC for use in automatic ventilation.

Following from the definition of the dynamic equations of Sec. 7.4, an error differential
equation can be defined as:

€ = Ppa—DPha (7.8)

where, € = p,, —p;, interms of the instantaneous alveolar pressure difference between

the reference- and patient-models.
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Substituting for p,, and p5, from equations (7.3) and (7.7) respectively gives:

€ = T, (=py+P) —TBa— T [Kop; () — (1+K{ (D) py(H)] +7; P
= (-1 €-T,e+ (T,- T, +K))p, + (7] —T)P,+ (T,~ T,K;)p)
Let: o= [1’2—1:2+K1(t)]
and, B= [1,— T, Ky1)] (7.9)
then we have: € = —1,6-T,e+ ap,+PBp;+ (T} -—'t:l)li'a (7.10)

Making the tentative choice of Lyapunov function V in quadratic form:

V = _;- ((ktl +kyT,) e? + 2keé+kdé2 + —,1? (a+¢(ke+ky€)p,) 2,

% (B+6 (ke +k4€) p;)? ) (7.11)

where the constants y>0, A>0, $=0, and 620. This choice of Lyapunov function uses
proportional plus derivative control on the error signal to control the dynamic response of
the error signal when high adaptive gains y and A are required for closed-loop stability. In
order for the function V in equation (7.11) to be a true Lyapunov function, the derivative
of V must be negative semi-definite. Differentiating equation (7.11) leads to:

vV = (kt, +kyT,) €€+ ké? + keé + k€ E+ % (a+ ¢£p’a)(a + q>ad—t(t-:p'a) ) +
~ (B+6ep)(B+0L (epy | (7.12)
A 1 dt 1 )
where, € = ke+ky¢€ (7.13)
The choice of a proportional plus derivative form for the error function € is significant,
since it allows the transient error fluctuations to be controlled to provide a given dynamic

response. This form of the error function complicates the form of the Lyapunov function
and care should be taken in selecting more complex error functions.
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Substituting for &, equation (7.10), into equation (7.12) and selecting the adaptive laws:

& = - Yep, — 93 (ep,)
and, B = —M—:pi—e-%(epi) (7.14)
which leads to a V described by:
V = - (k1 —k)é2 -kt e’ - 'y2-0(ep,) 2 - (T, — T, ) ep;
= a7y k) €"—kt,e" -6 (ep,) (ep) “— (T, =T ) €pa

where V is always <0 for kyt,>k, T;>T; " and |e|# 0. This condition enables V to satisfy

the requirements of a Lyapunov function, and the asymptotic stability of the error e(t) is
also ensured.

Reference
p Tz P, e(t)
1—> >
s2+ TS8+T, > (*X). >
- P-D Error
Patient Controller
T' p b N
N : ;a k+kds
s2+1 1$+T,
A 4

Pj Adaptive P |
Controller

rTrT e
YA0 0

Fig. 7.3 Second order model-reference adaptive controller.

From the definitions of o and B, equation (7.9), the adaptive controller gains are given by:

Ki() = -vep; -4 (ep))

. A 0
Ky () = -Tzepi+€é—if(£pi) (7.15)
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In differentiating equation (7.9), the rate of change of the patient-model parameters T}
and T, are assumed to be negligible in comparison with the rate of change of the adaptive

controller gains K (t) and K,(t). The block diagram of the complete system is shown in
Fig. 7.3.

7.6 Software Simulation

This section describes a simulation study of the second order MRAC system described
above. The advanced continuous simulation language (ACSL), with a fourth-order
Runge-Kutta numerical integration algorithm, was used to solve the non-linear integral
and differential equations of the MRAC system (Appendix 6). The simulation
investigates the performance of the self-tuning ventilator algorithm in supporting a
hypothetical patient-model, without involving a real patient. This approach to system
validation was adopted since ACSL offers a powerful high-level programming
environment for rapid prototyping and fine-tuning of system parameters under varying
operating conditions. Based on the results of this study, the control algorithm can be
ported with confidence onto the target system described in Chapter 5, where low-level
implementation details must be considered.

The parameters of the patient-model, described by equations (7.4-7.6), was set from
previously published data (Young, 1989). In this way, the system performance can be
tested for many groups of patients with varying physiology. The patient-model used in
this study represents an adult with normal respiratory function. The total airway
resistances, airways and chest wall inertance, and lung and chest wall compliance were
fixed at R=10 cmH,0 s I}, L=0.153 cmH,0 !s? and C=0.05 1 cmH,O, respectively.

7.6.1 Methods

The initial conditions of the control system was calculated from the assumption that the
patient- and reference-models are matched at the start of simulation. In this case, at t=0
the error e(t)=0 which implies that the input pressure to both models are identical p;(t) =
pi(t) and the adaptive gains must be set to K;=1.0 and K,=0.

The simulation was initiated with a step input pressure pulse of 8 cmH,0. The time-
varying characteristics of the patient can be simulated by programming a step change in
patient model parameters. For this study, the patient compliance C” was halved at the start
of simulation from 0.050 1 cmH,0! to 0.025 1 cmH,O’!, whilst the patient resistance (R”)
and inertance (L) remained constant. However, the simulation program and algorithm
can be run for any combination of parameter variations without discrimination.
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The simulation was started with a step-input pressure of PpS cmH20 and a step change in the patient-

model compliance C=0.025 IcmH20'*.
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Fig. 7.5 MRAC system dynamic response for conditions described in Fig. 7.4; shows the
variation in the adaptive controller gains Ki and K2 for various ¢ and () parameters.
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The MRAC system (Fig. 7.3) comprises the patient-model, reference-model, and a
proportional+derivative (P+D) error controller which feeds the adaptive controller. The
adaptive controller inputs include the reference-model input pressure pi(t), the patient
alveolar pressure pp’(t), the P+D error signal €(t), and the adaptive gain-constants
(8, ¢, Y, A) of equation (7.11).

The simulation was run with single-step and periodic square-wave pressure inputs and the
system performance monitored for various parameter settings for the adaptive controller
and P+D-error controller. The default values of all parameters used during the simulation
are set to K=5.0, K4=1.0, 0=0=0.015 and y=A=1.0, unless where otherwise stated.

The results presented in the following sections adopt a common presentation format
where MRAC state-variables are plotted against time for different parameter values. In
particular, Figs. 7.4, 7.6, 7.8 and 7.10 (a)-(e) plot the reference-to-patient alveolar
pressure error signal e(t), the alveolar pressure of the reference-model p,(t) for varying
patient-model pressure p,’(t), and the input pressure to the patient-model py(t),
respectively. Figs. 7.5, 7.7, 7.9 and 7.11 plot fluctuations in adaptive gains K; and K, for
the range of parameter values with time. Some plots have a dashed ellipse to highlight
regions of a curve which are subsequently zoomed-in on to enhance details.

7.6.2 Adaptive-Controller Parameter Variations
A. 0- and ¢-Parameters

Fig. 7.4-7.5 show the results of the simulation for O0— and ¢—parameter sweeps
(0 = ¢ =0.015, 0.030, 0.045, 0.060). Fig. 7.4b-c shows the deviation between the patient-
and reference-model alveolar pressures due to the change in patient compliance C’.
Although the peak error signal (Fig. 7.4a) is seen to decrease with increasing 0, the error
is not too sensitive to the variations in 6 and the patient alveolar pressure converges
rapidly toward the reference output for all parameter values. As expected, the patient
alveolar pressure is greater than the reference model output (Fig. 7.4c) due to the reduced
patient compliance C’. Fig. 7.4d-e shows how the input pressure to the patient drops to
compensate for this increase in patient alveolar pressure. As the adaptive gains K; and K,
stabilise about their equilibrium values (Fig. 7.5a-c), the input pressure to the patient
exponentially tends to that of the reference-model (py(t) = p;(t) = 8.0 cmH,O). The rate of
change of K, and K, is seen to increase with increasing 0, but in all cases the MRAC
response shows quick adaptation (<0.6s) and asymptotic stability.
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Fig. 7.7 MRAC system dynamic response for conditions described in Fig. 7.6; shows the
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Fig. 7.9 MRAC system dynamic response for conditions described in Fig. 7.8; shows the
variation in the adaptive controller gains Kj and K2 for various K-values.
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B. v- and A-Parameters

Fig. 7.6-7.7 show the results of the simulation for y- and A-parameter sweeps
(y=A=05, 1.0, 3.0, 5.0). Fig. 7.6b-c shows the deviation between the patient- and
reference-model alveolar pressures resulting from the step change in patient compliance
C’. The patient alveolar pressure is again seen to converge rapidly toward the reference
output for all parameter values. However, the error signal (Fig. 7.6a) shows a marked
reduction in peak error for increasing 7y - the error reduces by almost 50% across the range
v=0.5 to y=5.0. The rate of decay of the error is also seen to be more rapid with increasing
v which results in improved convergence between the model outputs.

Again the patient alveolar pressure is greater than the reference model (Fig. 7.6¢c) due to
the reduced patient compliance C’ and this is reflected in Fig. 7.6d-e where the adaptive
controller reduces the input pressure to the patient to compensate. The adaptive gains K,
and K, are adjusted as shown in Fig. 7.7a-b. Increasing 7y produces a sharper and steeper

fall in the patient input pressure 7.6e, however, it also recovers more rapidly than the case
for 6— and ¢—parameter sweeps (Sec. 7.6.2A).

7.6.3 Proportional+Derivative-Controller Gain Variations

A two-term proportional+derivative (P+D) error controller was used to improve the
dynamic characteristics and convergence of the adaptive system. The MRAC
performance and its variation with P+D gain is described below.

A. Proportional K-Parameter

Fig. 7.8-7.9 show the results of the simulation for K~parameter sweeps (K = 0, 0.5, 1.0,
2.0, 5.0, 10.0, 20.0). With K=0, the error signal is subject to pure derivative action. Fig.
7.8a shows how the over-damped error response gradually becomes more oscillatory with
increasing proportional gain (K). This is expected since an increased K will produce a
faster change in response for a given magnitude of error. Too large a K will lead to
increased oscillations and instability. The MRAC system is seen to adapt more rapidly
with increasing K (Fig. 7.8a-c). The adaptive gains K, and K, are adjusted as shown in
Fig. 7.9.

B. Derivative K ,-Parameter

Fig. 7.10-7.11 show the results of the simulation for K4—parameter sweeps (K4 =0, 0.5,
1.0, 1.5, 2.0, 2.5). With K;=0, the error signal is subject to pure proportional action. Fig.
7.10a shows how the under-damped oscillatory error response gradually gets damped
with increasing derivative gain (K,). The derivative term contributes a predictive type of
control action, where the output of the controller is modified when the error is changing
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rapidly, thus anticipating a large overshoot and making some corrective action before it
occurs. When the system is moving towards a state of zero error (Fig. 7.10a-c), then e and
¢ (t) have opposite signs; hence K4 reduces the magnitude of the overall error £(t)
(Fig. 7.3) and thus reduces the signal that is accelerating p,’(t) towards the zero error state.
When p,’(t) has overshot or undershot and is moving away e=0, then e and € (t) have the

same sign and K, augments the decelerating signal. As the system settles, € (t) tends to
zero and K, has no further influence.

7.6.4 Periodic Pressure Wave Excitation

The MRAC system was also tested for a periodic square wave pressure input (0-8 cmH,0
swing, period = 20s and an inspiratory:expiratory ratio = 1:1). The resulting error signal
between patient- and reference-models was calculated over a 200 s time interval. Fig.
7.12a-b shows how the error signal attenuates with time. The effect of the P+D error
controller gains K-K; on the rate of attenuation of the error signal can be seen in Fig.
7.12c.

The attenuation of the error signal can be adjusted to decay even more rapidly by varying
the 6-, ¢-, ¥-, and A-parameters of the adaptive controller. In any case, the characteristics
shown in Fig. 7.12 are acceptable since patients receiving anaesthesia are normally
ventilated for several hours.

7.7 Discussion

This chapter has investigated the physiological factors affecting gas exchange during
artificial ventilation and specified criteria for selecting control variables for implementing
automatically controlled ventilation. Several control variables have been considered for
this task and their relative merits summarised.

A second order model reference adaptive control (MRAC) scheme has been designed and
simulated for implementing self-tuning automatic control of high-frequency ventilation.
The feasibility of the adaptive ventilator circuit has been validated by a simulation study
investigating its performance under various conditions. The results indicate the stability
and convergence of this adaptive scheme for a time-varying patient-model - in agreement
with theoretical predictions.

The MRAC technique described in this chapter is based on the assumption that the patient
alveolar pressure can be monitored. Although this assumption is impractical at present, it
is proposed that techniques described in other parts of this thesis may be used to establish



7-20

alternative measures of ventilation which could be used to estimate the patient alveolar
pressure. For example, abdominal-wall displacements may prove to be a good estimator
of the patient alveolar pressure (Chapters 5 and 6).

The practical realisation of an MRAC scheme for automatic ventilation and monitoring
of the patient’s respiratory state seems feasible. The first stage of this scheme would
require a method for determining the respiratory dynamics of a patient so that the
reference-model parameters can be initialised. The instrumentation described in Chapter
5 is well-suited to performing on-line reference-model identification. The real-time
computational power of the instrument can also be exploited to implement a numerical
technique for computing the MRAC system equations.

Clinical use of the MRAC ventilator should significantly improve the effectiveness and
safety of artificial ventilation. Typically, the instrument would enter a learning phase
where system identification of the patient respiratory dynamics and airways resonant
frequency are performed using the techniques discussed in Chapter 5. Once the MRAC
reference-model is initialised, the ventilator can be set to operate at the resonant frequency
of the patient airways - corresponding to optimal ventilation. In this case, the input-output
variables of the patient-model in Fig. 7.3 would then be replaced by real measurements
from a true patient. The MRAC algorithm can then be implemented to perform in a
manner similar to that shown in the simulation study (Sec. 7.6).

Application of the ventilator in a clinical environment would require certain safe-guards
against excessive build-up of pressure in the patient airways. In cases where pressure
levels exceed pre-set alarm levels it may be necessary to re-evaluate the reference-model
so that it is more representative of the current patient physiology. For example, the MRAC
scheme can be used to stabilise patient ventilation for small fluctuations about an
equilibrium state. When the patient dynamics diverge significantly from this equilibrium,
the instrument can be programmed to either re-adjust the reference-model and continue
ventilation or set off an alarm to alert clinical staff of the danger.
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Chapter 8
Discussion and Conclusions

INTRODUCTION

The research work described in this thesis has been concerned with the design and
development of intelligent computer-based instrumentation that can be easily adapted for
measurement and control in specific domains. The particular area selected for application
of this instrumentation was in anaesthesia for the measurement and control of high-
frequency jet ventilation (HFJV). The analytical methods and experimental procedures
required for measurement and processing of data in this domain are also applicable to
many other areas throughout engineering and biomedicine. Based on the results obtained
from clinical studies using this instrumentation, the author has validated the hypothesis
that the human respiratory airways exhibit characteristics similar to an acoustic resonant
circuit by using a modified jet ventilator device. Simulation studies have also been
performed to investigate the feasibility of providing automatically controlled patient
ventilation.

A prototype general-purpose signal processing computer (SPC), described in Chapter 3,
encompasses many new design concepts to provide a flexible and user-friendly system.
The SPC philosophy was based on low technology devices arranged to provide a novel
interface to standard hardware under software control. The personal contribution of the
author has taken the SPC from a simulation tool to a fully functional multi-processing
computer system. The main contributions have been to develop the SPC signal acquisition
processor (SAP), host-to-SAP communications interface, signal acquisition card and
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programmable anti-aliasing filters. These units were integrated with the host processor
and dual plane memory to provide a flexible and extensible real-time instrumentation
system.

A generic application program interface (API) was also written to configure the SPC into
a general-purpose data-acquisition and signal processing system for use in different
application areas. Following preliminary clinical trials of the instrument in HFJV, several
disadvantages of the system were identified which compromised its practical use.
However, these problems are related to the bandwidth limitations of the SPC hardware
and can be overcome by using powerful, modern and cost-effective technology. These
problems do not detract from the underlying design concepts of the SPC system
architecture.

Since its initial conception, the hardware and software used to implement the SPC has
been superseded with new development tools that offer greater functionality, higher
bandwidth and faster development times - all at lower cost. Using personal computers
with commercially-available add-on cards (e.g. for data-acquisition, digital signal
processing and graphics output) and high-level software development tools, one can
rapidly prototype flexible and user-friendly real-time instrumentation for data-acquisition
and signal processing based around the SPC design.

HFJV INSTRUMENTATION

HFJV is a form of mechanical ventilatory support that differs from conventional modes
of ventilatory support (IPPV) in both its relative tidal volume and respiratory rate. Despite
its success over IPPV in many clinical applications, widespread acceptance of HFJV has
been inhibited by a lack of:

+ understanding of the underlying fluid dynamics;
« practical guidelines for clinicians on when to apply the technique; and

« criteria for adjusting ventilator settings such that alveolar gas exchange is
optimised.

One objective of this study was to develop instrumentation and measurement techniques
to improve our understanding of the underlying respiratory dynamics of patient airways
during HFJV - to determine the efficacy of this mode of ventilation.

Drawing on past experience with the SPC design, the author has developed an IBM-PC
based system for real-time measurement, modelling and control of HFJV in anaesthesia.
The system uses special hardware and real-time signal processing algorithms
implemented around a flexible generic kemel to produce a second generation SPC.
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In order to use a general-purpose personal computer as the primary interface to
specialised instrumentation, the man-machine interface (MMI) becomes an essential
component of the system since it provides an intuitive high-level medium of interaction
between user and instrument. A generic MMI was developed for this study which
encapsulates the functionality of the system into a graphics-based control-panel that
mimics the buttons and displays as seen on a traditional instrument panel. The MMI
allows the user to fully manipulate the system without worrying about the advanced
underlying architecture of the instrument.

The other component of the measurement system was the high-frequency jet ventilator.
In its initial form, the ventilator could only be used to generate binary pressure pulses with
variable amplitude, period and mark-to-space ratio. This was a limitation since the
objectives of the study was to determine the dynamics of the respiratory system in an
efficient and effective manner. For this reason, the ventilator hydraulic and electrical
circuits were modified such that band-limited white-noise pressure stimuli could be
generated. The ventilator now permits systematic identification of respiratory dynamics
with extremely high precision in a fraction of the time taken by previous workers in this
field. This is achieved with only minimal changes to existing jet ventilation equipment
and procedures. The system is intended to cope with the volume of information that needs
to be considered during HFJV and the level of complexity that this method of ventilation
entails.

The identification procedure adopted in this study requires continuous monitoring of:

» jet-ventilator drive pressure;
* patient airways pressure; and
¢ abdominal and thoracic wall displacements.

The first two variables can be easily monitored using existing pressure transducers.
However, traditional methods of measuring wall displacement are based either on a
strain-gauge transducer or an inductance plethysmograph. Both methods suffer from
severe disadvantages which greatly degrades the quality of measurements. For this
reason, a new fibre-optic displacement transducer was specifically developed to
overcome these problems.

The fibre-optic transducer provides a non-invasive method of measuring chest wall
displacements, greater versatility, relative freedom from artefact, high resolution and
linearity over a wide bandwidth. The dynamic and static performance of the system was
determined and found to be acceptable for the purposes of this study.
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CLINICAL STUDIES

Having developed the instrumentation and tools to investigate the physiological and
dynamical affects of HFJV on patient respiration, a clinical study was performed on a
small population of critically-ill patients to:

« investigate the performance of the newly developed computer-based
environment for simultaneous ventilation and identification of patient
respiratory dynamics during HFJV;

« test the hypothesis that the respiratory airways behave as an acoustic resonant
circuit which exhibits resonance over the range of frequencies covered by HFIV;

« identify any characteristic features of the respiratory system behaviour during
HFJV which may need to be considered for implementing automatically
controlled patient ventilation.

The performance of the instrumentation was found to significantly improve the speed and
accuracy with which data could be captured and analysed compared to previous
techniques. The MMI was sufficiently user-friendly for an anaesthetist with some basic
computing skills to successfully perform his normal duties and carry out the
measurements recorded in the case studies (Chapter 6).

The study clearly validated the hypothesis that the respiratory airways exhibit
characteristics similar to an acoustic resonant circuit. In all cases, except case study P04
(Sec. 6.6), a prominent resonant peak could be observed from the transfer function
magnitude spectra. Confidence in these results was reinforced by a strong coherency
spectrum throughout the frequency span of measurements.

An observation from two of the case studies worth noting is the presence of what appears
to be two unique resonant peaks which are features of the airways. The high coherency
spectrum would support this view. However, an alternative view might assume that the
second resonant peak is an artefact that is inadvertently produced by averaging. To
elaborate, if we assume that the patient has a single resonant peak whose frequency varies
with time according to the physiological and mechanical status of the respiratory airways,
then the averaging process can produce the appearance of two resonant peaks. This
characteristic has not been validated, however, the possibility that it may exist has been
noted for investigation in future studies. If it exists, a time-varying resonant peak may
have important consequences where automatically controlled ventilation is being
considered.

The results from the clinical studies are too few to be of major significance, however, they
provide a preliminary insight into the dynamic behaviour of the respiratory system of
patients undergoing HFJV. A more substantial clinical study is required to provide
conclusive confirmation of these results.



SIMULATION

During the specification and design phase of the instrumentation described in Chapter 5,
consideration was given to the long-term aim of having a computer-controlled high-
frequency jet ventilator which optimises patient alveolar ventilation according to some
objective function. With this in mind, Chapter 7 presents an investigation of the
physiological factors affecting gas exchange during artificial ventilation and specifies
criteria for selecting control variables for implementing automatically controlled
ventilation. Several control variables were considered for this task and their relative
merits summarised. The most suitable control variables were the respiratory ventilation
frequency, patient chest-wall displacement, jet-drive pressure and patient alveolar
pressure.

In Chapter 7 the concept of using a Lyapunov-based model reference adaptive control
(MRAC) scheme for implementing automatic control of high-frequency ventilation was
introduced. The MRAC is designed so that the output of the system being controlled
(the patient-model) eventually follows the output of a prespecified model (the reference-
model) that exhibits desirable characteristics. The Lyapunov redesign method guarantees
the asymptotic stability of the overall closed-loop system; so that the patient-model
eventually tracks the reference-model with zero error. This type of control scheme
appears well-suited to this particular application area. The adaptation process is initiated
as a result of a mismatch in parameters between patient- and reference-models. When
adaptation is complete, the properties of the patient-model should match the properties of
the desired reference-model within the limits of the model structure.

Based on the results of the clinical studies, a simple patient-model was designed around
a second-order lumped-parameter RLC circuit to represent the acoustic properties of a
real patient. A second order MRAC scheme was then designed to investigate the
performance of the closed-loop system in a simulation environment. The objective of the
study was to simulate the condition of a time-varying resonant peak - as hypothesised
from the clinical data - and study the stability and convergence of the adaptive ventilator
under varying conditions. Once some preliminary decisions have been made about the
initial value of certain constants, the performance of the MRAC system demonstrated
rapid adaptation and convergence of the patient-model to match the properties of the
reference-model for a step change in patient-model parameters.

The MRAC method was chosen since it has the advantage that an implicit proof of closed-
loop stability exists. In fact, the adaptive laws are chosen specifically to guarantee that the
patient will always follow the model assuming enough frequency richness in the input
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signal. Also, the MRAC algorithm is robust in the sense that it does not require a different
design for different reference inputs. However, the stability proof is not guaranteed if the
model of the system does not match the actual system.

The practical realisation of an MRAC scheme for automatic optimal control of patient
alveolar ventilation is feasible with the existing instrumentation. The first stage of this
scheme would require a method for determining the respiratory dynamics of a patient so
that the reference-model parameters can be initialised. The instrumentation described in
Chapter 5 is well-suited to performing this type of identification. The real-time
computational power of the instrument could then be exploited to implement a numerical
technique for computing the MRAC system equations.

The clinical use of an MRAC-based ventilator would require certain safe-guards against
excessive build-up of pressure in the patient airways. For instance, where the patient
dynamics diverge significantly from the reference-model it is possible that the adaptive
transients generate input pressures to the patient which may have harmful side-effects. In
this case, it may be necessary to re-evaluate the reference-model such that it is more
representative of the current physiological state of the patient thereby reducing the
adaptive transients to a safer level. Thus, the MRAC scheme can be used to stabilise
patient ventilation for small fluctuations about an equilibrium state. As the patient
dynamics diverge significantly from this equilibrium, the instrument can be programmed
to either re-adjust the reference-model and continue ventilation or set off an alarm to alert
clinical staff of the danger.

FUTURE WORK

During clinical studies no attempt was made to correlate the observed airways resonances
with alveolar ventilation. This was mainly because of the limitations imposed by existing
transducers for continuous measurement of alveolar ventilation. It is hoped that a future
study will perform these measurements to determine whether alveolar ventilation is
enhanced as result of ventilating a patient at the resonant frequency of his airways. If a
strong correlation can be established between acoustic resonance and alveolar ventilation,
then it follows that ventilation can be non-invasively measured from chest-wall
oscillations. This method of monitoring offers significant advantages over traditional,
invasive techniques that directly measure average blood gas pressures. Also, the chest-
wall dynamics are such that the delay associated with blood gas stabilisation is not
incurred.

If we assume, for now, that optimal alveolar ventilation can be achieved by ventilating a
patient at a frequency corresponding to the resonant frequency of his airways, then an
adaptive ventilator could be specified whose objective would be to ensure that the
ventilation frequency tracks the patients’ resonant frequency with time.
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The MRAC ventilator described in Chapter 7 is based on the assumption that the patient
alveolar pressure can be monitored. Although this assumption is impractical at present, it
is proposed that chest-wall oscillations may be used as an alternative measure of alveolar
ventilation and hence as a control variable of the MRAC system.

The type of processing considered throughout this study has been centred around
numerical and procedural methods. A more powerful approach is based around the use of
artificial intelligence (AI) techniques. Two particular sub-branches of Al - expert systems
ES and knowledge-based systems - are particularly suitable for application in some areas
of this study. For example, whilst the identification of respiratory dynamics is best
performed using a procedural numeric-intensive algorithm, the task of providing practical
guidelines to clinicians on when and how to apply HFJV and what initial parameters are
suited for a particular patient are best solved using the expert systems approach. The value
of the ES approach lies in its ability to perform numerical and symbolic processing. In
cases where numerical solutions are not applicable, the ES can draw upon heuristics to
provide a valid solution.

The conceptual hardware and software framework for implementing such expert systems
and support environments can be found in a recent paper (Appendix 4). This paper
outlines current research and development work (partly derived as a direct result of the
research work presented in this thesis) to implement around an IBM-PC based computer
a blackboard expert system model to enable real-time distributed knowledge-based signal
processing and control.



Appendix 1

Published Paper on the Signal Processing Computer

Hailstone, J.G., Jones, N.B., Parekh, A., Sehmi, A.S., Watson, J.D. and Kabay, S. (1986):
“Smart instrument for flexible digital signal processing”, Med. & Biol. Eng. & Comput.,
24, 301-304.



Technical note

Smart

signal

J. G. Hailstone
A. S. Sehmi

Graduate Division of Biomedical Engineering, Universi
righton, E Sussex

Palmer,

Keywords—Interactive signai processing,

measurement

Med. & Biol. Eng. & Comput., 1986, 24, 301-304

Introduction

ignificant problem with most digital signal processing
s so far introduced is the rigidity of the user inter-
ive format adopted. As a result of this an inordinate
Jut of time is required to consult the system. This
iHe signal processing instrument has been designed for
cither by nonexperts or in situations where the user is
W to pay much attention to the instrument (for
ilipe in an operating theatre). The signal processing
liputer (SPC) is a friendly menu-driven system present-
ile user with a page of options on the screen, allowing
yof analysis parameters, patient data etc. in a conve-
Imanner through depression of the appropriate soft
The relabelling of these buttons and the use of
iching menus allows the user to progress through a
d acquisition, processing and display of results with
pdor knowledge that all options have been considered
jfiowsly in the laboratory during the program writing
t Furthermore, the instrument exists as a single trans-
uble unit, containing the display with its soft keys, a
1disk drive and various data acquisition and pro-
irgcards. The small number of buttons used to control
instrument dispenses with the need for an alphanu-
ic keyboard, although this can be connected if
nlired

hstrument requirement and specification
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LAGO and JONES (1983). Consequently, the initial require-
ment placed upon the instrument was a capability to
sample up to three channels of signal input (namely flow,
pressure and ECG) at sampling frequencies of up to 2 kHz.
To provide for the electromyographic application area and
many other medical, biological and industrial applications,
the present system facilitates acquisition of up to four
multiplexed channels (8 or 12 bits) at a nominal sampling
frequency of 3-3 kHz, the maximum for a single channel
being 10 kHz. Apart from ease of use and safety in a clini-
cal environment, the instrument should be portable, inex-
pensive and produce a visual display of computed results
rather than numeric tabulation.

These requirements were derived from the current and
proposed research work at the universities of Sussex and
Leicester. Bearing in mind that other uses for the machine
are envisaged besides that already mentioned, the instru-
ment is amenable to expansion using commercial boards
configured to the standard S-100 bus. It was also specified
that programming of the machine could be done locally or
remotely in a high-level language such as Fortran or in
assembler via any CP/M compatible development facility.
The full instrument specification is listed in the Appendix.

3 Hardware organisation

The specifications outlined have been translated into the
hardware shown in Fig. 1, which portrays the front panel

Front panel oi the supntl proeessiiui computer

301



of the instrument. Its principal features arc four input
channels, for example, flow, pressure, ECG or other data,
the (loppy disk drive (FDC) for transferring programs
and/or data to and from the remote research computers in
the laboratory, a monitor and eight button keys. Fig. 2 is a
schematic diagram of the system as a whole.
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Fg 2 Signal processing computer hardware

The host processor is a standard single-card computer
incorporating a 6 MHz Z80B microprocessor, 64 kbytes of
UM and three each of serial and parallel ports and
iimars. A Matrox ALT-512 graphics board provides
156 X 256 resolution on a 54 in display monitor. An RS232
connector allows a VDU and terminal to be connected if
required for local program developments and debug facili-
tis on the machine itself. It is not proposed that this
should be used in clinical situations. The 16kbyte FDC
controls disk 1,0. The front end or slave processor board
Bmade up of 6 MHz Z80B microprocessor, 24 kbytes of
RAM and 8 kbytes of PROM three parallel ports and
three timers. This card controls signal acquisition of up to
laxr channels of input data and .vv plotter outputs for hard
opy of results. Signal acquisition is performed using a
softvare programmable analogue/digital convertor (ADC)
with automatic otTset and gain facility. This dual processor
arrangement allows for signal acquisition on the front end
jul signal processing on the host. To facilitate the direct
iramsler of acquired/processed data to/from the host
(mm'to the slave processor, the dual plane memory
iiDPM) is used. This feature provides data throughput at
muh faster rates than are obtainable through direct sian-
ilad data bus utilisation techniques such as 1/0 and direct
menory access (DMA). The dual plane memory is mapped
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into both the host’s and the front-end processor’s memory
spaces, occupying a 16kbyte block in each. This arrange-
ment allows data being acquired by the slave to be loaded
into its half of the DPM through its local bus while the
host concurrently performs data manipulation on its half
of the DPM across the S-100 bus. Thus parallel processing
can be achieved without bus contention problems. ‘Phan-
toming’ is used to switch out the pre-existed memory over-
laid in the host computer. The dual-plane memory
provides 32 kbytes of store in two 16 kbyte blocks which
may be swapped between the memory maps of the two
processors by means of one I/O instruction from the host.
The transition time is approximately 17 s, thus enabling
acquisition and processing of data requiring more than a
16 kbyte buffer space to be implemented in real time.
DMA techniques having the same memory bandwidth
would take typically 7-8 ms. Fig. 3 illustrates the idea pre-
sented above.

Programs to be run on the slave processor can be down-
loaded via disk to the host DPM memory space and then
transferred to the slave by issuing a memory plane swap
under program control.
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Fig. 3 Dual plane memory

4 Software organisation

Today instrumentation in almost every field is becoming
increasingly smart or intelligent. This is primarily because
the incorporation of a microprocessor, and its associated
software, allows more complex configuration and analysis
to be performed than in an instrument designed conven-
tionally. There is little doubt that, through the use of suit-
able software and the associated interface hardware,
instrument ergonomics can be high in terms of user friend-
liness.

The software driving the SPC can be divided into three
major modules:

(i) Host resident kernel program: this suite of macros
and dedicated subroutines provides the nucleus of
user-configurable programs to run on the SPC for the
purpose desired. The kernel provides any number of
pages in a menu. With each page is a reserved RETN
key function used to access the previous menu page
and seven programmer definable key functions, one of
which provides up to three pages of HELP informa-
tion. These are used to describe in detail the conse-
quences of the remaining key functions which might
be, for example, used to set various analysis param-
eters. This branching structure allows lor numerous
levels of depth in the tree just by specifying the macros
during the program writing stage. .\ simple three-level
structure is shown in Fig. 4.

The kernel program also handles the protocol with
the acquisition processor.

(ii) A host resident graphics utilities package provides an
adequate facility to display computed results in a
visual format. This is attractive to the examiner, e.g.
surgeon or doctor, and has the adva:itaece of heme
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able to convey trends or patterns in computed results
more readily than a list of ligures.

IThe monitoring program existing in the front end pro-
cessor provides protocol handling with the host
through which various functions may be set or slave
processor status determined. The settable functions
include the sampling frequency, ADC gain and olTset,
DPM plane swaps, plotting time base, signal acquisi-
tion initiation and termination, and input specifi-

By combining these modules as an integrated whole
during the program writing stage, most medical and bio-
logical signal acquisition and analysis packages can be
assembled with ease. This will provide a complete menu
driven system that is adequately user friendly and flexible.
Programs used to provide key functions in the kernel can
be written in a high level language for double precision
number crunching in FFTs and matrix operations. Where
speed is important, assembler programs can be used.

cation.
RETN TO os
RETN SET ACQ DISP DATA
PROVIDE 3
LEVEL 1 HELP "PAGES INFO
RETN HELP
DATA
ENTER D13PUT RAW OR fIORAL ACQUtamON SET ANALYSIS NO PONCTION NO PONCTION
PATIENT 0BTAILS PROCESSED SIONAIS CONTROL PARAMETERS
I 1 (START/WOP)
REIN TO LEVEL 1
I t . N
[Tim mrii PROVIDES
LEVEL 2 HELP HELP INFO
X SFRQ
BET SET
X SAMPLING
nOQUENCT
oooo

LEVEL 3 oaon
\ 4 Three-level host resident kernel program / 7 I \\

Siweel Cwftrel

Previtfsr

Retwrm Toi COO#"

RSy for rd R eFH A Rurclicoo
Fig. 5 Examples of video display lormals

PRESS kow for roRUiro# funollon
IPDFH iREtWIJBETP
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I"\amplc of the video display formats that can be
aehieved are shown in i'igs. S4, Il and e
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Appendix 3

Abstract of Paper on Second Order MRAC System
Submitted to 6th Int. Conf. Biomed. Eng., Singapore 1990.

Kabay, S. and Jones, N.B. (1990): “A 2nd order model reference adaptive control system for
artificial ventilation”, In: 6th International Conference on Biomedical Engineering,

(Submitted).



A 2nd Order Model Reference
Adaptive Control System for Artificial Ventilation

S. Kabay and N.B. Jones

Abstract

The prime task of artificial ventilation is to oxygenate patients incapable of performing
spontaneous breathing, by transfer of oxygen from the inspired air to the blood stream via the
alveoli, and at the same time remove carbon dioxide from venous blood and exhaust it out into
the environment. This method of ventilation is routinely used in respiratory and intensive
therapy units on patients with healthy lungs as well as in catastrophic lung disease. However,
since artificial ventilation deviates considerably from the normal physiological mechanism of
respiration, certain adverse effects can result when the method is used improperly. General
acceptance of controlled ventilation is limited by:

« the harmful effects caused by cardiovascular depression due to interference with the
venous return to the heart and of disturbances in the distribution of blood and gases
through the lungs during ventilation

« an understanding of the bio-physiological basis of the effectiveness of controlled
ventilation and the mechanisms underlying the harmful effects which may arise

« the diversity of ventilator machines and the optimal criteria used for setting ventilator
parameters and control of their performance

Only with a greater understanding of these points can optimal use be made of the precise
control parameters provided by controlled ventilation.

| The instrumentation described in a previous paperT presented the design and implementation
of a real-time system for characterising the respiratory dynamics of patients receiving high
frequency jet ventilation. This paper introduces the next phase of the instrument development
into an automatically controlled self-tuning ventilator. The most important design criterion is
that the control system remain stable at all times. Also, the control algorithm must be robust
enough to cope with the fluctuations in physiological parameters of the patient with time.
Thus, identification of the patient dynamics, by periodically updating the patient model
parameters on the basis of monitoring and analysis of state informations, becomes a
prerequisite to the solution of the optimisation problem.

This paper presents a simulation study of a model reference adaptive control system for
automatic management of ventilator parameters to optimise gas exchange in patients receiving
anaesthesia. A second order lumped-parameter patient model is used which takes into account
the parameters relevant to ventilation and at the same time can be updated from analysis based
on respiratory measurements. The self-tuning ventilation scheme can automatically adjust its
parameters in response to changes in the patient’s respiratory state (i.e., lung and chest wall
compliance, airways impedance and partial pressure of alveolar gases) whilst ensuring that the
| system remains stable at all times.

t. Kabay, S., Jones, N.B. and Smith, G. (1989): "A system for real-time measurement and control in
high frequency jet ventilation", In: JFAC-BME, Decision support for patient managemeni: measure
ment, modelling and control, 151-160.



Appendix 4

Abstract of Paper on Knowledge-Based Systems
Submitted to IEE

Sehmi, A.S., Loudon, G.L., Jones, N.B., and Kabay, S. (1990): “Knowledge-based systems
in neuroelectric signal processing and interpretation”, Submitted for publication in: JEE
Proc. Appl. of Al in Signal Processing.



Knowledge-Based Systems in Neuroelectric Signal
Processing and Interpretation

A.S. Sehmi, G.H. Loudon, N.B. Jones and S. Kabay
Department of Engineering, University of Leicester, Leicester, LE1 7RH, UK

(Invited paper submitted for publication in special issue of IEE proceedings (1990 - )
on “The Application of Artificial Intelligence Techniques to Signal Processing” )

Abstract

This paper describes expert systems for decision support in the interpretation of
brainstem auditory evoked potentials (BAEP), decomposition of interference pattern
electromyograms (EMG) and analysis of sleep electroencephalographs (EEG). The
former two systems are the work of the authors’ and the latter system due to Jansen and
Dawant (1989) is reviewed here for completeness and to help appreciate the wide
~ application of knowledge-based signal processing techniques in neuroelectric signal
analysis and interpretation. These systems are characterised by a significant amount of
coupling between numerical and symbolic processing techniques. The BAEP and EMG
expert systems incorporate rule-based inference mechanisms with a high degree of
uncertain inference using fuzzy logic. Both these systems are coded in the C language
for numerical processing and tokenisation of raw data and in Prolog for intermediate
symbolic processing stages. The EEG expert system uses an object-oriented approach to
capture high level stereotypes of spatio-temporal concepts in multi-channel EEG signals.
These stereotypes can trigger lower-level numerical procedures in an opportunistic
manner to extract contextual numerical information. This system uses a limited form of
uncertain inference and is coded in the KEE knowledge engineering environmemt and in
Lisp.

A conceptual hardware and software framework for implementing such expert
systems and related support environments will also be described briefly. Research and
development work on the feasibility of this framework is underway and is based upon
modemn digital and graphics signal processing devices and a blackboard expert system
model to enable real-time distributed knowledge-based signal processing.
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Source Code Listings For HFJV System
Described in Chapter S.
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Rle: Vportdc

Versior: 4.0

Release: 1.0

Authors: Sallh Kabey

Duse: 16 Apeil 1989

Parposs: FC-Based DSP Workstation wsing TMS320C25

KeyDrw(& WaveLabel_InfosmenuTitie,-1);

BackColor(Black);

PenColoxBlack);

BetRecy &Exkt_Pop,100,50.400230)

SetReck(&Set_Pop,80,40,420,260);

SetReck &Aversge_Pop 8040420260
SetReck(&Average_Bo1,X0_AvgeBox.YO_AvgeBox.X1_AvgeBox,Y1_AvgeBox)

Ussge: vpordd SetReck &XTA_Boa X0_XfrA.YO_X&rAX1_X&rA.Y) XAy,
Arg Description: n/a SetRoc &XHB_Box X0_XrB,YO_XHB.X1_X&B.Y1_XtrBx
Reteme: * Maximum Happiness 111 *
Import List ve SetRecx(&Ladel_Pop.20,40 420,270,
SetRec &LabelPt_Box.95,113405,128);
SetRecy &LabelP2_Box.93,141.405,136);
SetRect(&LabelP3_B01.93,169.408,184);
Copyright (C) Salih Kebay, The ’ e . SetRecx&LabelP4_Bor.93,197405212%
Lalcsser LE1 TRH. Aprll 1989. Alf rights ressrved.
No pert of this progr y be rop p orutllised In sny SetReci(&Archive_Pop X0_ArchPop,Y0_AschPop X1_ArchPop.Y |_ArchPop)
form or by any slectronic, mechanical of other means, now known or SetRoct(&patSuname_Box X0_patSer,YO_patSur X{_pstSur,Y |_patSur);
hereafier | I gp pying or g. of In any SetRacy(&patFors_Box.X0_patFor.YO_patForX1_patFor,Y1_patFor)
Information siorage or retrieval sysem, withowt psrmission in wriling SetReck&patSex_Box XO_patSex,YO_pstSex.X1_pstSerY|_patSex)
froen the asthor. SetReck &patBirth_Box X0_petBir.YO_patBir.X1_pstBir.Y1_petBiry
SetReck &patSte_Bo1.X0_petSs,YO_petta X 1_pacSes.Y 1_patsta);
/ _Bo2.X0_petiob,Y0_petich.X]_patiob,Y1_patiob);
SetRect(&petDisk_Box X0_patDisk.YO_patDisk.X|_patDisk,Y1_paDiskx
Minclede “c\cS\vporth™
SetRacy &Flot_Wave 5025 430275%
/ / R Axes_Wave 43.20453,290);
SutRack &tRA320433280)
main(erpe.argv) PliRecy&tR.1); /* Clear the window ¢/
it argc; PenMode(invertx /* Outline the window ¢/
char Sargv(k; PramsRec&1RX
{
wnelgned int dmer; BackColor(Black);
It domsarmillnz g SetRec &SePane|_Weve 435282 455,335%
char Inssxt{80}: SotReck & VPansl_Wave.3.20 44,339,
image *paimags; PiiRecy&SelPanel_Wave.0);

mwct seral | scrR24R;

et VPmnel_Wave SelPanel_Wave;

mct Wavelabel_Info SpanKey_indo Sums_info;

mct Exlt_PopSet_Pop.Aversge_Pop Label_Pop. Archive_Pop:
»ct X8A_Bo1 X&B_Boz.Avenngs_Box;

ct Spaninc_Key SpanDec_Key;

sedc rect Start_Kay Hait_Key, Tims_Key Spectra_Kay;

mtc rect Mod_Key Pram_Key,Coh_Ksy Equ_Kay Halp_Ksy;
s rect Labsl_Key.Archive_Key.Avge_Key;

mutc rect Set_Key Jot_Koy Rait_Ksy;

smic rect *menKey[J=
{&Tims_Key.ASpectra_Key AMod_Key APrass_Key £Coh_Key AHak_Koy &Surt_Ksey);

mutaPort Wave_rcd;

Time_Axs=Tres;
Spectra_Axs=TranF_AxssCoh_Axs=Deits_AxsaFaiss;

GrQuery(argcargx
CueS3Cand=EOA6402330; /128K BOA 16-colowrsy
Orufix(-OrsBsCard)

BackColon(Black)
PenCotox(GreyX:
ScresnRecy &scmR 1)
SuDispiay(OratPy0)
RressRacy &scrnR | X
TIRec&kscrmR1.3)
CutPory &inkt_Prtx

Wave_Premik Weve_rod;
InitPory & Wave_rcdx

SetPory Wave_Prix

SetLocal(x

SwOrigin(OrgX_Wave OrgY_Wave X
PorcRas(XLim_Wsve,YLim_Wave)
MovePortTo X Sst_Weve.Y3st_Wave)
BeckColor(Bles X

PanColost LCsyx

ScresnReck &scrmR2)

BrassRecy &scraR2)

MiMReck &scrak2AX

PDvew the labsl display ares®y

BactColonBisex

enColowL Whitex
SetRock&WaveLabel_info 3 2439,19%
PIRecy & WeveLabe!_lid 0%

FiRecy&VPansl_Wave 0}

PenColox(Red)
PrameRec(&VPansl_Wave)
PrameRec(&Axes_Wave)
TickAzea(&A100_Wave)

SetRecy &3panDec_Key 346.310.373.330%
SetRec &SpanKsey_Info.376,310416.330);

SetReci(&Spaninc_Key419,310,446,330);

SetRecy(&Trace_Key X0_TraceKsy,YO_TmceKey X1_TmesKey.Y1_TrmosKoyx
SetRocy &Mark_Key. X0, YO_| X1 Y]

BackColor(LBlwe);

PenColoxL White);
KeyDrw(&SpenDec_Key,SpanDec_Tag.- 1%
KeyDrw(&Spaninc_KeySpaninc_Tag- 1}
KsyDrw(&SpanKsy_inb SperiKey_Tog.0%
KoyDvyw(&Trace_Key.Trace_Tag.1x
KeyDrw(&Mark_Key.Mark_Tag.3)

/* Draw in the Active Port Indicator Panel %/
o actPoriad;actPors0; sctPon—)

PortSek s
actPorw0;
PenColonRad)
PrasmeRect &SelPanel_Wave)
SetReck &5tart_Key X0_SvtKsy.YO_SuriKey X1_SwiKey.Y1_StnKeyx
SecRacy &Halt_Key X0_HaitKsy,Y0_Haltkey.X1_HahKey.Y1_HaitKeyx
SotRecy & Tims_Key X0_ThmsKey.YO_TimeKay X1_TimsKey.Y I_TimeKeyx
SetReck &Spectra_Ksy X0_SpectKey YO_SpectKey X1_SpectKey.Y1_SpectKey X
SetReck &TranF_Key X0_TranFKay,YO_TranFKey.X|_TranFKey.Y1_TwnFKeyx
SetRec &Mod_Ksy X0_ModKsy.Y0_ModKey X1_ModKey.Y | _ModKeyX
SetRock &Phass_Key X0_P Yo_| y X1 y.Y1_PressKeyx
SetRacy &Coh_Key.X0_CohKey,YO_CohKey X!_Cohiey.Y1_Cohieyx
SRocH &Equ_Key X0_EquKey.Y0_EquKey X1 RquKey.Y1_EquKoyx
SetRack &Help_Koy XO_HelpKey.Y0_HelpKey X1_HelpKey.Y1_HelpKeyx
SetRock &Lsbel_Key XO_LabeiKey,YO_LabeiXey X1 _LabelKey.Y|_LabeiKeyX
SetReck &Archive_Key X0_ArchKey,YO_ArchKey X1 _ArchiKey.Y|_ArchKey)
SetRecu&Avge_Key XO_AvgeKey,YO_AvgaKeyX!_AvgsKey.Y! AvgeKeyx
SetReck &Crid_Key.X0_OridKey.Y0_OridKsy X|_OridKey.Y1_GridKeyx
SetRock &3et_Ksy X0_SetKey.Y0_SetKey X 1_SetKey.Y]_SetKeyX
SutRacu &lot_Keoy X0_jetKey.Y0_JotKey X1 _jotKey.Y 1 JotKoy X
SetRacy £218_Key X0_zitKey.Y0_BaitKey X! _NxiKey.Y!_ExitKeyx

SetPory Init_Prx,

BackCelor(Blus X

PenCotox LOwY X

SetRecy ASwtes_inf X0_Suns Y0 _Sume X! _SuwaY]_Swms)
PiRosndRecy &Netes_inb 53.0%

PramaRouendRack &Statss_inb S8
MoveTo(X0_Sutes+3,YO_Sates+3I2x
LineTo(X1_Swies-3.Y0_Statws+ 32
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MoveTo(X0_Sutus+S,Y0_Satus+ 78X
LineTo(X1_States-3,YO_Status+ 78X

BackColor(LBiwe);

PenColon(L.Whitex
KeyDrw(AStrt_KeySuart_Teg0%
KeyDrw(&Halt_Key Halt_Tog2x
KoyDrw(&Tims_Key.Tims_Tag.0);
KeyDrw(&Spectm_Key Specira_Tog,1);
KeoyDre(&TranF_Key, TranPA_Tag.0)
KeyDrw(&Mod_Key.Mod_Tag.0);
KeyDrw(&Ptmse_Key Phass_Tag.0);
KeyDrw(&Coh_Ksy Coh_Tag.0);
KeyDrw(&Equ_Key Equ_Tag.0x
KeyDrw(&Set_Key.Set_Tag.3%
KeyDrw(&Help_Key Help_Tag.0)
KeyDrw(&Archive_Key Archive_TagA)
KeyDrw(&Label_Key.Label_Tag2x
KeyDrw(&Avge_Ksy.Avge_Tag0%
KeyDrw(&GCrd_Key Crid_Tag0)
KeyDrw(&Jot_Key Jot_Tug 0%
BackColor(Red),
KeyDrw(&Rsit Koy Muit_Tag-1)
SetPor(Wave_Prtx

EveraQuone(Tree)

Avgelnfo(y

corbasaSelectBoard(BaC23)
Hold(x

ResdSutRog(x
LoadObjectFie(“prampo”X

DuwDetaiis(;

wprine{(wng2."% 34 Hz" SPreq(s]X
MoveTo(380,300),

BackColor(Black)

PenColos LRed)

DwmwSiring(meg2)
Srmera(OXIT-(3125000.0APScal{ s SPmo( s ])));
oot

PutMem16("¢" TIMER sbmarx

PotMem16("¢' PSCALPScal{af} 1%

PutMerm16(°¢" XPIPA gortDefl0} sigx
PatMemi6("d' XFOPA portDed] 1].sigX
PetMem16("¢" XFIPB per@e {2} sig)

PutMem{6("¢' XFOPB portDefd) sigx

done=Paise;

o

W(Key Pales AEv) JTrwe)) {
(B ASChan0)MA(RvM] ScanCodeneF1 ) |

/* Rakt*SecPor(lnit_Prty
InvertRowndRecy ARzi_KsyS8X
SetPori( Wavs_Prtx
OpenWindww(&pslmage AZ2k_Pop Ainit_PopTag YesNo RedX
MoveTo(103,100%
DrawSwing(L1_Rxitx
MoveTo(108,119%

MoveTo(103,173)
DrawSwing(Rah_AskX

erriduTres;

oo
M(KeyEvers(Paion AEvnt] juTrue)) {
swich(Rve | ASCIY 7} (
cam 'y

t
done=Tres;
arninPales;
L

kase('s’ Stars(&TranF_Key,menKey))
PHeip® cam h:

SetPory(Init_Prt);

InvertRowndRec &Heip_Ksy 88X
Delay1(:

InvertRoendRecy &Help_Key 88X
SetPor(Wave_Prix

break;

PArchive®/  cam I

KeyOtfaksyOn:keyOn=HLT;

KeySuxmenKey);

Archive(&Archive_Key AArchive_Pop.archl sbsl MAXARCHLABELS)

SetPory(nit_Prt);

BeckColor(LBlws):

PenColoXL White)

(A#Sw==XFERA)? KeyDrw(&TranF_Key.TranPA_Tsg.0):
KeyDrw(&:TranF_Key TranFB_Tsg.0):

SetPory Wave_Prix

(iyOnm=HLT) ? (koyOrmkayOtf) : NULL;

KeySuy(menKsy)

break;

/* Label */  knae(D" Label(&Lsbel_Key ALabel_Pop portLabel MAXPORTLABELS))
/P Average */  kam(’s’ Average(&Avernge_Pop.kAvgs_KeykAverags_Box))
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P Teace o knee('r' Trace(mwnKsy))

P Jet Drive ¥/ cams *)":

SetPorytnit_Prix
InvertRowndRecy &Jet_Koy 28X
Dutayl(x

InvertRowndRecy &let_Key 28X
SetPory Wave_Prix

Sreak;

PTimee camT:

XOnalalse;

BeyOfimeig S keyOnesl gStanTIME;
KeySuymenKey)

WhichPlowx

broak;

> Pwr Spec®/ cam 'wh
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KeySmmenKey),

WhichPlox(x
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P XSePn® cam'x":
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KsySuymenKeyXx
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BackCelor(LBlws)
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XrStemXFHRB;
KeyDret&TranF_Key.TranlB_Tug.0x
1
ol |
S=XFERA;
KeyDro(aTrenP Koy.TranFA_Tag.0X
|
InverRoundRect ATmnF_Key A2 X
Deloy (%
InvertRoendRecy ATonP_Key 25X
SetPert Wove_Prix

eyOk AG;




VPORT4.C

PPeny anpt

XtrOn=Trees;

keyOfts PHAS;
KeySuymenKey);
‘WhichPlox(x
breaks

/* Coharence ®/ cam 'c™:

HON=Tres;
RayOffaslg tx; iayOrmal gSta=COH;
KeySuymeaKey)

WhichPlowx

reak;

/* Bauaiios ®/ came '¢":

SetPori(init_Prt)
IvertRoundRec &Equ_Ksy 33,
Delayi(x

InvertRoundRacy &Equ_Key 38%
SuPor(Wave_Prix

reak;

/ Setup ®/  kase('v’ SetUp(&Set_Pop ASet_Kay AXIrA_Bor AXHB_Box))
PPeg® cam'f:

BackColor(Meck)
PenColoxLied),
InvertRoundRecx &Spenkey_info 8.8
orri=Tres;
o
M(KeyRvera(Paies ABvnt] JeeTres)) |
owlch(Bnti.ScanCods) {
P DecrPreq® caml Am

InvertRoandRecy &SpanDec_Key 3.8%
o=t}

-
K SProq o]}

aprinaliereg2."%34 Hz * SPreq(a8]X
dm

aprinimeg2.” %3¢ KHz"SProg{s8}/1000
MoveTo(380,300%
DmwString(meg2)
InvertRowndRect &SpanDec_Key 22X
Sreak;

P incr Freq ®/ cassR_AM

InvertRowndRecy & Spaninc_Key S SX
LG

s}
(STreqls0])

prindimag2.”%3d Hz " SPreq(s0]x
e

sprinalimag2.” %3¢ KHz" SPreq[sfi}/1000),
MoveTo(380,300%
Do wString(meg2).
InvertRoundRect &Spaninc_Key S Sx
el

dofauit:

H(EMLASCT Yo'l
emainPatse;
reak;

) > awiech o
1 ad &2
} while(emslemaTrus)

0] SPrqlsE]))
L

PutMem16(*¢" TIMER timer);, /* Thmer vatus */
PwtMami6(*d’ PSCALPScal{si}- 1)
InvertRoundRecy &SpanKey_info 88X

brask;

) PSwiteh/

switeh(Evnt].ScanCode) {
cam R_AM:

PortS{actPort) statesaFaise;
PortSek(x

(actPort) ? actPorsi+ : (sctForsO);
PortS{acPort) statusaTres;
PortSek();

‘WhichPloa(x

break;

cam L_Arr:

PortS{actPort] statusaFalse;
PortSek()

(sctPort0) ? acPort- : (sctForesd);
PortS{acPort] statuesTres;
PortSel()

‘WhichPloa(x

break;

cams U_AM:

ZoomPloxX
WhichPlou(x
break;

cam D_Am:

DeZoomPlow X
WhichPlowx
broak;

) Powiche/
) PEis Evit 1 ASCDam0%/

) PEm KeyEvere®/
} whilstdonswmPaissx
Swopl vent(x
Delay)(x
CearTaxx
SwDimplay(TaxtPyo)
bQuary Brror(:
el "Query Error=ted/d \ehe” ) > 7) & A 27,

) P Rnd of Main &/



CAPTURE.C

) XOStuXFERA;
KeyDrw(Key, TranFA_Tag 0%
PFile: Captare.c )
Verson: 4.0 InvertRoundRec(Key 5.8)
Release: 1.1 Delayl(%
Asuthor: Salih Kabey InvertRoundRect Koy 28);
Dets;  3ed July 1989 SetPory Wave_Prtx
Purposs: PC-Based DSP Workstation using TM$320C25 DeawDetalts( )
Umgs: vporst break;
Arg Description: va
Reterns * Mazimum Happinsss 11! = /* Moduies ®/ case 'm';
Import List /s
xfOn=Tree;
keyOffasig Stz ksyOn=elgSisMAG;
KeySuxmenKey)
Copyright (C) Sallh Ksbey, The y. Dep ¢! DwwDetalle(x
Laicester LE] TRH. April 1989. Al rights ressrved. reak;
No partof hisprog y be rep P or wtillsed in any
form or by any nical or other now known or P Phant/ cam'pt
hareafier I g ph pying or ing, or in any
information storage or retrieval system, withowt permission in wridng AHOn=Tres;
from the suthor. ksyOffusigStr; ksyOn=algStomPHAS;
KeySwymenKsy):
4 DwwDetalle(x
break;
@inclede "S\cRvporth”
i /® Cohererce */ cass "c";
!
| ¢ Swrk() x00n=Tree;
. keyOtfusigStx;keyOnasl g StauCOH;
* Purposs: KeySuxmenKsy)
' * Parameters: DrwDetalia();
* Retwrns break;
* Action
* ) /° worach */
void switch(Evrt1.ScanCode) {

Serrect *Key, rect **menKey) {

axtem readin( Jinkc2S(X
ot *R.°S;

EoyOneS TRTXeyOR=HLT,
KeySwamenKey
£oyOrmal g StEk eyOTS-OFP,
KeySuymenKey)

DmwDetalla(x

muxPlos=Tree;
Halt_PigaPaise;
Ine2S(x
o
madingy
Poxx
I(KoyE vert(Falos ABvt] jumTrwe)) (
owich(Evm1 ASCIN" *) |

/> Halts/  kaes('T Halt_Fig=Tres)
PTasdy e

IOn=laies;

keyOffusigSts; hsyOnmel gSta=TIME:
KeySmymsnKey)

DrewDainits(x

reak;

P2 Pwr Spec % cam ‘w:

XDOwaFain;

oyOffsigRt; bsyOwsalgStaP3D;
KeySutmenkeyx

DemwDemiia(x

ek

P XDePne/ cam 'z

MEOnPaim) |
2HOnaTres;
20yOfiagig Rtz bayOnmel g 3ta=MAC:
KeySuumenKoyx

|

SotPorqloh_Prx

BeckColor(Lies)

PoaColo L Wiiw X

' ME o= XFERA) |

i EYSw=XFERD;
KeyDrw(Xsy,TwalB_Tag.0x

}

ole {

cam R_Arr:

PortS{sctPort] states=False;
PorcSel(x

(actPort) ? actPork-+ : (sctPore=0);
PortS{sctPort) matusaTroe:
PortSek);

reak;

cooe L_Am:

PortS{sctPort]. stateenF aiss;
PortSek( )

(actPort0) ? ac@Port— : (actPorm3)
PortS{actPort).status=Tree;
PortSel(x

Sreak;

kaen(U_Asr Zoowiiox())
kasa(D_Arv DeZoomPiot())

) Pawhche/
) 7 %0 check Hak key %
} while(Hak_F| guniFaize

£yOnmtLT:keyOfSTRT;
KeySuymenKeyX

s PloteFalse;
WhichPlox(X

svgeRasTres;

Hold(x

D0l -+)

NPt 2%)m APedof+2%+1)m N gaini )= Nphoas = Ncohii)= 0.0;
avgeRasmPalon;
avgePrmm=0;

) PinitAvg®/



CAPTURE.C

/ EvalPhase(vold) {
* EvalTime()
. ntije
* Purposs:
* Parameters: Tor(j=BFPHA £wBFPHB Ju0;jHAjsuivheadrbe-e)-{
* Retarns:
® Action (avgeStsumFaise) ? *(phase+)=0.0 : NULL;
”y (avgeStaanFaise) ? Nphas+H+N2)=0.0 : NULL;
Nphas-H +apha2Bi));
vold *(phase++N2H=pha2finkX
BvalTima(veld) | )
Int b0 ); } /*EvalPhase®/
SN =TIMBFJOAJ+a2 b+) ’
(denivt4d prad c2ina(f); : * ZoomPlot()
.
) /PEvalTime®/ * Purposs:
* Parameters:
L * Retymnx
* RvalPSDO ® Action:
. *
* Purpoms:
* Pammsterc: vold
* Ratuns ZoomPloxvold) {
® Action
o swich(sigSts) {
vold cass MAQ:
EvalPSDX(vold) IRxtrCalléx AXXFRSCALES-1)
xfCalldzs+;
snaigrad int lpAJpBopA.cpB; break;
InthJxamx
float Gx1.0yy.Oxy Hax Hyy Hay 04} case PSD:
IpsdCalléxAXPSDSCALES-1)
pAsporDef{0}.ug; spAaportDefl |}y pedCallda++;
ipBaporiDef[2} sy; opBaportDef3}ag: braak;
DN(JuPWRBF Jul; (PWRBR4NN) Hesd J4-+) { cass TIME:
N tmeCalldz AXTIMESCALES-1)
foa(bml:kk++) | SmeCalldx++;
mmk*NI; ok *NN; reak;
O (633 36 PR SAH-A N+ pwr2 N} +0+2)° 1 .00-6;
R ovgeStamnPaise) } Pawiche/
S(podbt+i+mm0.0; DrawDetalls(x
Npodbfsiim)+aOfk}
) )
CuxnQfipA} Gyy=OfopA} ’
Hux=Q(lpB}, Hyy=GlopB}: * DeZoomPlo)
.
“(magH)=Cxz*Cyy; * Purpoms:
Nmag++N2 =tz *Hyy; * Parammeters:
* Retsms
) * Action:
o
SN (J=BFMOA k=BPMUB Jo0:JHA $eud, et bee) {
vold
ORy=(633365pwr2fnj)+pwr2Ou(42))*4096.00- 12; DeZoomPlox(vold) {
Hxya(633369pwr2 Ik }Hpwr2n(k+2))*4096 Os- 11;
rwhch(sigSts) (
N avgeStaunFulse)
NgainH )= NguinH+N2)m Nco = Scohii+N2)= 0.0; caos MAC:
W xACalldx0)
Nguini)ralay; NgainseN ety XBCalldz—;
break;
NoohHHa( magH)mm0) ?0.0 : GxyA Nmag)x
N (cobH+N2)+e( Y mug++N2)mm0)?0.0: HayA Ymage+N2)K cams PSD:
WpedCaildx0)
avgeStmanTree) { pedCailda~;
(*tcohii mvgePrm) T %t cobH Jma vgelfrm : NULL; L
( Ncwhti+N2 mvgePrm) ? %(cohei+ N2 vgePrm : NULL:
} case TIME:
o ( MeimeCalldr0)
{ Neohi)1 .0} ? Ncohsi)s! 0: NULL: SmeCallds—;
( Ncohti+N2)1 0) ? Ncohsl+N2y=1.0: NULL; bresk;
}
) ) Pywiche/
DwwDetmllx(),
) PRvelPED~/ 1
* BvalPham() * pwr2se)
. .
* Porpess: ¢ Purpom:
* Pemmuters: * Pommetrs
* Reswrns * Revernc
® Actiex * Action
o o
void Bom



pwr2tine )

remm(( Y(butler+))+256.0% Nbufer++1))X
!

flost
phazsiint§) (

floatel;

clm( S(butfor+l)4236.0% *(butior+h+1)X
Rc132767)

c1-=63536;
mwm(c 1/152.0388889);

CAPTURE.C

* Pammsters

sde2inyine ) {

wnaigned char lod1 h2;
int adcwrd;

fowbuthfi):
hiwhiZubufforfl+1];
low(lo>4)0x0:
il La(hi 1 <4 )OXID;
hi2m(hiD >4 )X020f;
adcwrds(lolh 1)+2356*(hi2 X
R adcwrdu2048)
adcwrd-w4096;
remem(sdcwrd);

) Peadeaines/



PLOTS.C

)

Pl Potac

Vendor 4.0

Ralesse: 1.0

Awthors: Salih Kabay

Date: 1t July 1989

Purposs: PC-Based DSP Workstation wsing TM3320C25
Umge: vporsé

Arg Description: nvs

Raterns: " Maximum Happinsse ! *

Import List v/a

Copyright (C) Sallh Kabay, The | y f

Lalcaster LEI TRH. April 1989, AJl rights ressrved.

No part of this program may be reprinted, reprodeced or stillssd in any
form or by any or other now known or
hereafier " pying or orinany
Information siorage or retrieval syssem, withowt permission in wridng
from the sthor.

Sinclede "e\cSiwporth™

® WhichPloX()

* Purposs:
* Pammeters:

* Action

WhichPloxvoid) (
ewhch(sigSt) {

ass(TIMEPHTIma())
kaex(PSD PRPSDX))
aes(MAG.FitMag0)
Eaea(PHAS PhPhass())
K COH.PICoh())

DrawDetalle( )
PlotSig();

!

* Piox)
.

® Purposs:  To plot a signal into s window.
* Parsmsters (R): dofines tw window ares.
® Rewms  Nors.

* Action

o

vold
Plow(void) {

WavgeRstunTres )
nRAvg(x

WavgeRse=Tree)
avgePrmi-y

BwelMima(x  /* Caiculsts Tirme Wa veforms b
BvfPSIXX  / Cakelste PSD, Xt Pn Mag & Cohesercy */
BvalPtmes()  /* Caicuiste X& Pn Phase ~

swhchisigSu) |

ea(TIMEPTirm()) /* Thrw sigral %/
ERePSDPRPSIN)) /> Power Specrs &
Eae(MAGPitMag()) /> Xt Pn Magnivade
am(PHALPRPhasx()) / XS PnPhose &
kaes(COHPHCoh)  / Xir P Cobwreacy &

} Powischs/

Avgalnta X

PetSig(x

WavgeFrmumavge Tut)
Halt_Mg=Trus;

) PPPiore/

* AitTime()
.

* Purposs:

* Parameters:
* Returnx:

* Actior

*/

void
PHTIme(vold) (

mgismrint |;
foatel;

€ 1m(123.0%3.0)(meCal{timeCalldx ]*2048.0%
r(ie0;l i4+)
plotht+)=ClpPIoX 130-( *UmbLs)yel X

) PPirTime®/

/

* PPSDX()
.

PRPSD(void) {

regismrintl;
flostcl;

€1=249.0Ap=dCal(psiCalidx)x
(avgeStemmTrue) 7 (c1/mavgePrm) : NULL;

ou(in0 H-+)
(plotht+ mClpPION273.0-( padi+)re )

} /*PuPSDe/

!

* PitMag()
.

* Purposs:
* Pammeters:
¢ Retwrne
¢ Action
o

void
PrMag(vold) (

wnaigned in ipAJpB;
mgiowr ine l=d;
foatclc2;

ipAsporDef0).dg:
IpBaponDef(2) sig:

whils(i 2) (
clm SgainH); 2= Ngainti+N2X
(avgaStanuTrus) 7 (c1*mavgaFrmm) : NULL:

S(magH = NPt HpASNZIm0) 7 0 : syrkc | W N(podoird HipASN2)X

(avgaStem=Tree) 7 (c2%arvgaPrm) : NULL;

NAmagH+N2 . N poddfei+ipBON2pum0) 70 : sqri(c2)A NpadbfeloipB*N1)x
(o]

b0 ¢12249.0xCai{x #Callta |
whlle( 2) |
A plothf-+l mClpPlor 273.04 Nrreg))oc i)

Pl N mCHPPIOA T73.0-( NrrmgedaNT o 1%

e
J

) PPIMeg®/

* PtPrae)

* Perpom:
* Pammeters:

* Actiox



PLOTS.C

vold
vold PlotSig(vold)
PitPhase(vold) (
register int i x=30;
mgismrintl; int sampleCrte1;
fostel;
PenMode(Ovriay);
¢1w124.0/180.0;
(avgeSts==True) 7 (cl/=avgeFrm) : NULL; it TrkBK);
Dor(in0;l ;1)
S(plothf+)m150.0 NphaseH)y*c1; MoveTo(x( *(plotbfH)));
BackColor(Black);
) /*PPrase?/ PenColonGrn);
ErassRacy&Plot_Wave);
” i )
* PhCotx) mmpleCne=2;  /*Dacimate plot during data acquisiion®/
. HeenmpleCnt;
* Purposs: while(x%e) (
* Pammsters: LineTo(x{ S(plothf+)));
* Retene T+amampleCnt; | +msampleCnt;
* Action } /* white inwe %/
*/ PenModa(invert)
vold } PPISig®/
PuCoh(vold) (
/
ngiserint i; * CipPiot)
float ¢ 1=249.0.c2; .
* Purpose:
(avgeSteunTree) ? (cl/mavgeFrm) : NULL; * Parameters:
Soalal;i H4-+) * Retuns
NplothF)=273.04 NcobH))*cl; * Action:
o
) PPieCohe/
fost
l, ClipFloxfiost 3) (
* Pusig)
. [ ¢
* Purposs: x=25.0;
* Plameters: N2275.0)
* Retumns x=275.0;
* Actiorc s
*



MENUS.C

I,

Fie: Menssc

Verson: 4.0

Release: 1.0

Authors: Salih Ksbay

Dats: It July 1989

Purposs: FC-Based DSP Workmation wsing TM3$320C23
Ussge: vporsd

Asg Description: va

Reternx * Mazinmm Happiness 11! ©

Import List 1va

Copyright (C) Sallh Kabey, The » 1Eng
Lelcsster LET TRH. Aprll 1989. AT righis reserved.

No pel P be P orutliised In any
form or by any ok l ical or other now known or
ereafier Invermsd. [ pying ot ng. or in any
information storegs or retrieval system, withowt pennission In writing
from the ssthor.

Sinclade"ceRvporth™

"WPO

* Purposs:

* Pammeters
* Rewmms:

* Action

o

vold
SetUp(rect *Fopup, rect *Key. rect *Bo1A, rect *BoxD) (

int eorsl sutal g port;
wnsigned int lpAJpBopA.cpB;
mage *prkrags;

OpenWindow(&psimage.Popup.Set_PopTag.OKAY Red)

PenColox(LCreyX
MoveTo(105,75%
DmwSting(L1_Setx
MoveTo(103,30%
Drwitring(L2_Set);
MoveTo(108,108)
Dwwiwing(L3_Setx

BackCelon(Black)
PenColo(LWhin)

MoveTo(Boa A-Xamin-23 BoaA- Ymins 15)
LinsTo(BoxA-Xmaz+23 BozA-Ymin+ ! 5
MIReckBonA OX

PrassRect(BonA)X

MoveTo(BeaB-Xmin-23 BoxB- Ymins 15%
UnsTe(BoaB-Xoma+23 BoxB- Yrdo+13)
MiRacyBoaBO),

PrameRacBoaB)

PeaColow(LOwy X
MoveTo(Boa A-Xmint 12.Bo3xA- Ymin+ 18
DuwString(X2A_Tagk
MoveTe(BoxB-Xmint 12.80xB- Ymine 18X
Do wiwing X#B_Tagx

PA=perDe{U)slg: opA=portDet{ I).sig
$B=ponDef(2) dg: oplieportDef(3}dg:

BachCoion(Bleex

SuponC:per AXRORT 2011 |
MoveToportDe {pon).s.perDetlpent).y

sig N.gx

IN(KsyEvens(Patss AEvnt] wesTrws)) {
swich(Evnt].ScanCode) (
cam SPACE:
(
BackColor(Red);
(nxtsig AXFORT) ? (nxtsig++) : (nataig=0)%

def{pon].x.ponDetfport).y

DrwSuing(portDef[nxtaightag)
porDeflpor.dgmemtag:
Avgelndo(y
break;
)
cass RETN:
{
BackColor(BleeX
MoveTo(p port].ryp 303
D wString(portDefinstaig)tag X
(POtAXPORT) ? (port4-+) : (porsO)
BackColor(Red);
ratal gmportDeflport).dy:
MoveTo(p 1p AP fp £23
Dwew3tring(portDeinxtaig) g
break;
)

) PSwirche/

switch(Ewnt1.ASCIII" °) {
camm ‘o'
t
ernisPale;
PutMem16("¢’ XFIPA portDef[0) slg):
PotMem16("d’ XFOPA portDef{ 11.sig X
PutMem16("¢’ XFIPB portDef{2).slg)
PutMem16( "¢’ XFOPB portDef[3).slg)
break;
)
cam 'c
t
eral=Pales;

porDefIO) s gipA; portDef{ 1] sgmopA;
portDutE2} sl gedp; portDet[3)algeop;
Avgulnfo(x
break;
]

} POwiche/
| Mad 2
) whila(emrsi==Tres) /Do While®/

Close Window(psime ga.Popupx
SetPoru(nit_Prx
InverthoandRect Key A 8%
SatPory Wave_Prix

’
* Averags()
.

* Purposs:
* Pammeters
* Retorns:
* Actiorc
o

void
Averaga(rect *Popup, rect *Key, rect ®Boz) {

ntomd;
mage ‘paimags;

SetPory(init_Prtx,
IrvertRosndRect Koy 3.8%
SotPory Wave_Prix

OpenWindow( &palrmage.Popup.Avgs_PopTag. OKAY Redx

PenColo®(LOey X
MoveTo9S 85X
DmwSiwing(L1_Avge)
MoveTe(93.100x
DumwSwing(12_Avgex
MoveTor93.115x
DmwSwing(L3_Avgex
MuveTo(93. 140X
DrmwSwing(L4_Avgex
MoveTo(93.135x
DmwSwing(LS_Avgex

BackCalor(Redy,
FenColon(L Whis)
PiRecyBor.0X
PramaRecq(Boa)



MENUS.C

eminTree;
avgsBakuavgeTot;
AvgePros(x

o
(KeyEvens(Faise AEvnt! JumTrus)) {
switch(Evnt]. ScanCode) (
case SPACE:
(
GvpeTotl24) 2 (ayseTot®a2) (avseTot=1x
AvgaProa(x
break;
)
) PIwich®/
switch(Ewat 1 ASCHI* °) {
cans ‘o":
{
ermi=Palss;
avgeSts = (avgaTotim]) ? Tres : Falss;
svgeRrm= (evgeTotlml) 7 1: 0;
Greak:
)
cage c";
{
errsi=Fales;
avgeTosmavgeBak;
AvgaPmaQ:
reak;
)
) P Switch®/
[ Rae ol
} while(esrsi=mTrve); Do While®/

Clows Windo w(psima gs.Popep X
SetPory(Init_Prt);

InvertRoendRecyKey 2 3%
SetPory(Weve_Prix

!

* AvgeProa(vold)
L]

* Purposs:
* Pasowters:
* Retwrs:
* Actior
o

vold
AvgeProa(voié) (

sxtem int avgeTot

extern char meg2{};

SetPory(Init_Prt);

BackCelor(Blwe )

PenColon(LCyan);
MoveTo(X0_Ststus+3,YO_Surus+12)
DrawString("Avenaging”x
MoveTo(X0_Status+3.YO_Statesi44x
DrawString("Xfer Panc™x
MoveTo(X0_States+10,Y0_Stawms+58);
DrawString("A: ™%
MoveTo(X0_Status+10,YO_Swmtas+71)
DmwSuing("B:"x

PenColor(LCrey)

W(svgeTottx=l) (
sprintimeg2.” %4d/%-4d" avgsFrmavgs Tot);
MoveTo(X0_Status+S,YO_Status+26)
DeawString(mag2);

)

ol (

MoveTo(X0_Status+3.YO_Seatus+26 )

DrwSuing" Off ™%
)

MoveTo(X0_Status+30,YO0_Sutes+38)

srcpy(meg2 pontDef{portDef{ 1).sig)tag)
srcaymeg2,”/);

Dra wString(srcex meg2 pontDef[porDe{0).sig).tag));
MoveTo(X0_Status+30,Y0_Swums+71)

arcpy(meg2 ponDeflportDef] 3] sig)tagX
swca(meg2,”/ %

Dm portDx (2 12].sigltag):
PenColo(LWhite);

MoveTo(X0_Ststws+10,Y0_Smtes+92);
Dmwtring("1989 (€Y%

BeckColor(Black)
SetPor(Wave_Prtx

} PAvgelntos/

’
* Label()

.

* Perposs:

* Pammwters:
* Returns:

* Action

o

vold
Labsktect *Key. rect *Fop, peliDTYV Iabel, int maxlabels) {

axtern char mag2{}:
image *paimage;
WavgeTotlal) (
MoveTo(230,192x SwiPorwinlt_prix
DwwSwing" "X InvertRoundRecKKey 25%
SatPory W
sprind(mag,”%44" avgeTetx wve_Prix
MoveTe34.192)%
wSring( apdragePopls
De ogdx Opaa Windowy( bel_PopTeg OKAY Radx
)
ot ( PenColo(LOmyX,
MoveTo230,192) MoveTe(90.73%
DmwSring™ “x DwwString(L|_Label)x
MoveTo237,192% MoveTo(90.90)
DwwString("Ofr ), Dwwitring(L2_Labelx
)
Avpalndo(x BackColor(Bisckx
} /P AvgePre/ PIRowndRecy &LavelP1_Box 2.8.0%
PiMRoundRacy &LabeiP2_Bo13 50K
ls &LabeiP3_Bor2 30X
* Avgsint(vold) PiIMoundRack ALabeiPd_Bos 3.8.0)
.
* Purposs: BditScmen mailabelesbal X
* Pemnueers:
* Rewrns: Closs Windo wipsima ge Pop X
* Actlex PenModel nvertx
L
SutPort it _pny.
void IvertRoundRect Koy 28X
Avgelate(veld) ( SetPory Wave_Prx,
xtern lnt svgePrmavgeTor ) /oLabel®/
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)

Mis:  Archivec
Verdon: 4.0
Relesse: 1.0
Awthors: Sallh Kabay
Dt 1st July 1989

(
erri=Fates;
break;

!

kaze( " Load PAT(&hiLight.{sbel smax Labels))

kase(’s’ Ersss Flia(&hiLight))

Purposs: PC-Based DSP Workstation wsing TM$320C28 koo 's" Suve(&hiLight))
Umps: vpor
Arg Description: n/a cage 'd’:
Reterns: ~ Maximem Happiness 11! © (
Import List: wa break;
)
) Pawiche/
Copyright (C) Salih Kabay, The y. Dep switch(Evnt1.ScanCode) (
Lelcoster LE1 TRH. Aprll 1989. Afl righte
Nopertof [ o rep or wtllised in any kase(D_Arr NxtFllaDown(&hiLight))
form or by any sloctronic, mechsnical or other means. now known or kam(U_Asrr,NxtPisUp(&hiLight))
horeafier L pying or orinany Kkase(L_Arr.N2FlleLott(&NLight))
Iinformation storege or retrieval system, withowt psrmiseion In writing kase(R_Arr.NxtFlleRighs(&hiLight))
from the sethor.
) Pawitche/
)
} whils(srrsl=sTrus);
Minciede "cAcS\vporth™
Closs Window(pakmmge.Pop);
* Archive() ‘WhichPlox(x
-
* Purpose: SetPory(Init_Prty;
* Pammeters IvertRowndRecyKsy 28);
* Retwms: SetPor( Wave_Prt)
® Action:
* } /* Archives/
vold /
Archive(rect *Key, rect *Pop, psEDTYV lebel. int mazlabels) ( ® QueryEraes()
-
int arrsi=Tres fljald; * Purposs:
char editf; * Pammsters
mage *primage; * Reterns
sHILIGHT hiLight * Actiorr
o
NLight @irSrvehilight 3léwbilight.yléuo;
void
SetPor(Init_Prtx QueryErasu(int I4) (
InvertRoundReck Koy 2.8
SetPor(Wave_Prtx Int omrsl=Trus;
char wmpstr{40);
OpenWindow(&paimage.Pop Archive_PopTag ANCHIVE.Red X FILE *srrswear;
PenColon(LOsmy) arrstreametrecpen( “erriog $$3°,"w " sederrx
MoveTo(X0_petSur+20,Y0_patSur-4), BeckColor(LBlue);
DwwString(Serams_Tag) PenColo( Whine}
MoveTo(X1_pstDisk-130,Y0_paDisk-4)
MoveTo(XO_petFer+12,Y0_patFor-4) Dwmw3ting("Confirm? (y/n)")%
DmwString(Forenams_Tag) o

MoveTo(X0_patBir+3,YO_patBir-4);
DwwSiring(Birth_Tag)k
MoveTo(X0_pstS®+12.YO_patSts-4X
DeswString(Swwe_Tag)
MoveTo(X0_patich+4,YO_patiob-4)
DwwString(Job_Tagx
MoveTu(X0_patSex+16.YO_patSea-4X
Dwwring(8ex_Tagx
MoveTo(X0_patSw+20,Y0_patDisk -4
Dwwitring(Disk_Tagx

PrisaCurDir( XO_petSer+110.YO_patDisk—4X

BackColor(Blackx

MIRosndRecy &patSurrere_Bo1 280X
iRoundReck &petFore_BoxS 20K
MiRosndRack &patSex_Box 280X
WiRevadReck &patBinh_Boi22.0%
PIRoendRocy &petSu_Bor32.0)
TiResndReck &pstioh_BoaL8.0)
FiResadRock &putDisk_Beoz 220X

SiLight max Mitemibe BdDir( X
LinDtet &t Lightx:
Wilighu &biLighy

PenCrioa(LOnyX
-
M KeyRver(Fainn Alvt | jueTrwe)
wwhch(Rvat] ASCIN" ) {
came ‘0"
cnee ¢’

Koy veri(False AEvntl JumTrwe) {
oswhch(Evm 1. ASCID' °) (
cam 'y
(
MoveTo(X1_patDisk-130,Y0_pe®Disk-4),
DnwSuing" -Rmmd. “x

prinunpetr.“eraee %3 sout” ArPu{id}name)

syme(unpsr);

aprintmpetr,"erses %8 a.0ut" A(TXT[I).rame X

symam(yrpw )
BeckColor(Blue

MoveTo(X|_patDisk- 130.Y0_peDisk-4)

DrwString(™ “x
erminPaies;

renk;

)

cass 0’

{

MoveTo(X1_patDisk-130,Y0_pe®Disk-4X

MoveTe(X1_putDisk- 130,Y0_patDisk-4X

DewSwing “x
orraluie;
Sreak;
}
)
)
Jwhilstorrd )y
floserrmream)
vysters("eram arviog $33 s.owt”)
sysomn(“orazs a.owt")
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BackColor(Black) *
PenColon(LGey X
) vold
UpdataDir(int ) (
!
* LUnDix) swcpy(dirPat{]).nams pat_file.name)
. ditPat{]).slzsmpat_Sle.size;
* Purposs:
* Pammeters: Arepy(A/TXT]]).neme.txt_file.name )
* Returns: @TXTY]) slzomtxt_filc.olns;
* Actior
o H
void )
LisDin(psHILIGHT hilighe) ( ¢ PrimaCurDir()
.
char fname|[15).ampthamel 15] * Purpose:
int | ju0; * Putsrneterr
* Reterns
PenColonLGrey); * Action:
Sort=hiLigh-ArSurbiLicts ouaPligla o
swcpy(emphume.firPa(i).name);
L N void
prinal{ thama,” %-35" arpthare PrinaCurDir(m x, int y) (
MoveTo(xDir{f}y Divf/D:
DmwString(tharme); extern char cerrertDir);
ol
getewd(cumentDir MAXDIRNAME);
) MoveTo(x.yX
(hiLight-rmaxFile-hilight-dirStart)) { Dmnwitring( cerrantDir);
while()) {
MoveTo(xDir{fl.yDir{JIx )
DmwSting(" %
| ad !/
} * ErasePlle()
' -
* Purposs:
} * Pammsters:
* Retorns:
I, ® Action
* Hilighw) &
.
* Purpoms: void
* Pemmuters: ErassFlie(psHILIOHT hilight) {
® Raterns
* Actiorx int fileld;
O/
Sleldu3I*hilight-yid+hiLight-xlé+hiLighn-dirSert;
vold QueryEnm(flald);
HiLigha(paHILIGHT hiLight) ( HiLigha(NLighty;
hLight-dirStartmhiLight-18dabilight- yldu0;
~ hiLight-maxFllsaBulldDr;
[ 1 LimDis(NLight);
Hilighahilighty
F3%(hilighe-yld)+(hilighs-2id X
SutRacy &ARDIAJ}-3 D]} 1 1. xDH{J}+73.yDir{[}+ 3% )
InvertRowndRecy ARSS)
) /
* Save()
I, .
* DulidDir() * Purposs:
. * Pammeters:
* Purpos: * Reterns
* Pammeters: ® Action:
* Retwrs o
® Actior
o void
Save(psHILIGHT NLight)
L]
BalidDir(veid) ( intimezlinex
tect archSsve_Fop;
1t ol jeul; mage ‘psQryimg:
_Goe_SndSraBHPAT,_A_NORMAL Apat_filex (%) _Pop.X0 p.YO P\
dos_Sadirs(BHTXT_A_NORMAL.AT_flek X1_ArchSevePop.Y|_ArchSsvePop)
UpdataDir(ly; jo+; Stk _Boa.X0_ op+128.Y0, wp+120\
white(_dos_Sndnaxi &pat_Sie ju=0) { XO0_A op+218.Y0_ 'op+ 140X
os_Sndnexy&txt_flex
UpdasaDir(fx j+; OpenWindow &psQrylmg.AarchSave_PoparchSave_PopTag.OKAY Blesk
'
stom(- 1% PenCoton LOwy x
MoveTo(X0_ArchSavePop+3.YO_ArchSsvePopedS
} DwwSuingL!_srchSevePopx
MoveTe(X0_A op+3.Y0 op+60X
7 L2 el
* UpdsauDir() MoveTo(X0 'op+3.YO, op+90X
. Dwwitring(L3_archSevePop)
* Pospom: BackColonBlacky:
* Pummsters MiRosndRecu &archSave_Bor38.0x
® Rators:
® Action
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ase(AO SeveToDisk(hiLight))
} PPrwichs/ l;
* SaveTXT)
Closs Window(psQry king AarchSave_PopX *
PenMode(inverty * Purpose:
HILigha(hiLighty; * Parameters:
NLight-maxFlle=BulidDir(; * Reterns:
LimDirchiLight); * Actlon:
HILighaKLight); o
)} /*Seve/ void
SaveTXT(vold)(
* SaveTaDisk() char TXTname[15];
. intl;
® Perposs: FILE *TXTotream;
* Pammeters:
® Retwros: wrcpy(TXTthame.fileName{0).aline);
® Action: srca  TXTname X tn);
o TXTaream=fopen(TXTiams, w4+ %
vold (X0, op-+230.Y0, op+133)
SaveToDisk(psHILIGHT bilight) { BackColor(Bles),
DrawString(" 0 %"
VerifyPlishiLight); SaveThne(TXTatream);
SeveTXT(x MoveTo(X0_A 'op+230,Y0. p+133)
SavePAT(X DmwString(” 25 %7
SevePSD(TXTsweamy
) MoveTo(X0_ArchSavePop+230,YO_ArchSevePop+i33);
DrwString(” 30 %"}
/ SaveXS(TXTutream);
¢ VerityPie() MoveTo(X0 'op+230, p+133)
. DaawString(” 62 %™
¢ Purposs: SavePhas(TXTstream)
* Pemmeters (X0, $+230,Y0_ p+133%
¢ Retorns: DrawString(" 75 %°);
* Actlor SeveCoh(TXTstreamy);
o MoveTo(XO0, 'op+230,Y0_/ p+133)
DmwString(” 87 %"
vold SsveCov(TXTatmamy;
VerifyPlia(peHILIGHT hiLigit) { MoveTo(X0_AschSavePop+230,YO_ArchSevePop+133x
DrawString("100 %°x
char frarre[15) BackColor(Black)
-t
Kloss(TXTwream)
Sou(=0:plLIshe-maglENL R {
swcpy(thams drPal(l}.name ) ]
oy » o'
. i 1| l;
BackColor(Blus X * SavweTime()
PenColoL White); .
MoveTo(X0_ArchSevePop-+30,Y0_ArchSsvePop-+135)% * Purposs:
DwwSwing("WARNING: Mie atready sxistst™): * Pammsters
guach(y; * Retum
) * Actiorr
) L
)
void
L Save TIma(FILE *stream) (
* SavePAT)
. L1
® Purposx:
* Pememsters: Prir{sweam,“Thme_P1%"X
® Retwrs Sor(les0; 14+
* Actiox Sprintl sres m, "R NEmbEH)X
o fprinNsream v Tere_PTe"X
DulaS12:4:H+)
vold print mresm. S N embfel));
SevePAT(vold) { Prinmweam. \nTime_PF¢"X
Sor(t=10243;H-+)
char PATEnams{15} Printi mreem.“SNdN " N Wmbl+l));
-l rint sream. W Time_Pee"X
PILE *PATwareany Dxb=15363:14)
Printf sream "% N Smblel )y
Srcpy(PATiame fils Name{U).sttme Pt mream. 0"k
SrosPA Tthans patXn)
PATores metopen(PATams, w4 X ]
Soa(imiki-+) ’
Pl PATIram, "Séa" archLabelT]aline * SewPSDX)
[ TN * Perposs:
PAAPATovesm. "¢ B¢ %o '\n" portDudl).sig PortH{T).smans, * Pammeters
portiabeiff) stine ) * Revrss
PR PATIVAM. %4 %d B4 B¢ "2l svgeRatavge PrmavgeTor: ® Actien
PANKPATIem, "Nd d %4 " SimaCalié1 pedCailr x¥Callér ) o
P PATs e m. Nt %4 %4 °2vgeSu.sigtz 1832.200N)
SAMKPATHOm."%¢ %d %" IEORISYORIM yOR), vold
felos(PATsream) SevePSD(FILE *stream) (
! i
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Srineksweam, PSD_PIN")
S(l=0;LH4-+)
PrintKsveam, " %gX" N peddtH));
fintksreem. \nPSD_P2¢"X
So(=812:1;14-+)
Prinfsream. %g\t" NpaddfH)y
pinRsream.\nPSD_PN"X
So(lm 1024 1;14-+)
PrntRmream. %y NpadbfH))
frintAsream,\nPSD_P4")
S(lm15363;14++)
prineksream. %gk", pador+))
fpint(sream, n"x

ik mresm, " Mag AN"%
Sor(ll;H4-+)
prinKmream. Rg" N gaint)y;
Printfrsam. Mg BN")
or(l=S12;1:H+)
Prinesream. %ge" N gaint)y;
Pprintkaream. "X

i;

Printsweem, Pham_AY"X
ool Li++)

PR sream, " %g'" S(phase +)X
PrintXsream,"nPhass_BN")
or=3 131 H-+)

Pt mresm, "%g't” phase-)x
fprinkmresm. \a"x

* SavaColy()

* Perpos:

* Pammaters

prineR srmem."Cub_AN")
SoaChl4)

poiveh swresm, “Rgu" Ncahi )}
et sweam. “aCoh_BN"X
S 1 2:H+)

Ppoinf sweam. “Rg's " Yook )X
fpoinek sweam,"a")x

* SaveCow)

-
* Parpoms:
* Pammeters:
* Retwrns

® Action

*

vold
SaveCov(FILE *sream)

ml;

fprintfstream, XCov_AN")
Sor(mO;kl4-+)
Printisream." %y} NmagH))
Sriresweam.“nXCov_B\");
D=3 125H+)
fprinfmream."%g'e” AmagH));
prinweam\n"X

!
* LoadPATO
.

* Purpos:
* Pamameters
* Retwns:

® Actiorc

o

vold
Losd PAT(psHILIGHT hiLight, paEDTYV labsl, int mazLabels) (

cher nxtc JineBe{200),PATthame({15];
It iJon.fiteld;

wealgrad it tmer;

FILE *PATstrearn;

flleld=I*hiLight-yié+hili ght-x1é-+hiLighn-dirStart;
srcpy(PATIhams MirPa(fieid]nanw)
PATswvam=fopen(PATname.,"r"),

Tor(iaOski4+)
Scand(PATswream."%4” limaBuf)
gotc(PAT: n') {
NErmBuf + (len=atrten(lineBul)) Jurmic;
*(EneBufien+1)="0%

}
srcpy(archiLabel{T}aline ineBufy;
}

0;

whited) {
Scand{PATsresm. %" AponDu[i}sg):
Scand{PATstream,"%d " APortS{T).states);

ScanAPATsvwam. %1 JineBefx

‘whills({(nn tcagete(PATsream))i="n") {
e Buf + (len=strien(inaBuf)) Jurmic;
(RraBuftion+ 1)="0

)

swepy(portLabel(l].aline JineBufX

L]

)

Scand{PAT sream, %4 %4%4 4" Asl Aav geRnt Aavge Frmiavge Tot)
Seard(PATream."Rd 89%4 " AtmeCalld 1 ApsiCalldz A #Calida)x
Scank PA Taream. “5d %4%d " Aav geSu.b sl gStsAxfrStex
ScantPATsreem. %d %d %4~ AxtrOn&ks yOnaks yOtfx

/° Update patent dsts */
SetUpScreen(0 muilabeisisbelx

* Upédase Averags Info */
Avgalrfo(x

1° Updass TMS 1O rmap */
PutMerni6( ‘¢’ XFIPA portDefO} gk
Putharmi6l¢° XFOPA portDef] 1].sig X
Patherni (¢’ XPIPRporOn (2] sig):
Puthdem14('¢" XFOPS portDe{3) sigx

£ Updsw Sampling frequency */
MoveTo(380.300)
PenColen LRsdX
sprindt mag2." %34 Hz" SPreq{s0]X
DwwSwing/ meg2x
Smere(Oxf¥-(3128000.04PSca{sf)]* SPaq{ s ]))x
Armere+;
‘PutMem16('¢’ TIMER timer);
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PutMem16(°¢° PSCALPScalafi} 1) focanf{ sream.” %" JineBufX
rmmplel;mmple; mmple++)
fclose(PATswream) facan{sream,"%g” (padbfisample+offset));
LoadTXT(hLight): offtiammmple;
)
) )
* LoadTXTO * LosdX870
* »
* Purposs: * Purpoms:
* Passsters: * Parameters:
* Reterns * Retwrrs:
* Actorc * Actionc
o o
vold vold
Load TXTpsHILKTHT hiLight) Load XSr(PILE ®*streaem) |
char LineBuf{200}. TXTtname[15); char [ineBuf[200);
ot Bleld; int portn.sample,offsste;
FILE *TXTwtresem;
r(portne0;portrs portn-+) (
SleléaI"hilight-yld+hilight-xid+hiLi ght-dirStart; Scank sream."%e" JineBuf)
wrepy(TXThhams ArTXT{Sleld).nams X Sor(mample=0;semple;sample++)
TXTswreamefopen(TXTtname."r"; facard(srvem,"%og" (gain+aample+otiset));
Oftseteanmple;
PenColow(L White); 4
BackColor(LBiwe) )
MoveTo(X1_patDisk-40,YO_patDisk-4) Y,
DwwSting("Walt"); * LoadPhase()
.
LoadThnw(TXTutream); * Perposs:
LoadPSD(TXT sream) * Pammeters:
Losd X TXTuwrsem); * Returne:
LoadPhaes(TXTstam): © Actiorc
LosdCob(TXTatseam); o
LeadCon(TXTatreamy;
vold
MoveTo(X1_patDik-40,YO_pstDisk-4); LosdPhass(FILE *stream) (
Dw wString( Dena");
Dulayk(y; cher HraBafT200)
BackColor(Blus X It pormsample.offssted;
MoveTo(X 1_patDisk-40,Y0_patDisk-4);
DuwSving" °x Toxportrml; postrcportn-+) |
BeckCotor(Black); Scank sream, %s" lineBuf)
Sox(mmplesD;mmple; sample-++)
Elom(TXTareamy Srcanisream."fog " (phase-+mmple+offast));
offettmsnmple;
! ]
}
l;
* LoadTime() T,
* * LesdCoh()
* Porpos: .
* Pammeters: * Purposs:
* Returns * Pammsters:
* Acter: * Retuns:
Y * Action:
.’
vold
Load Tima(FILE *sream) ( void
LoadCoh(FILE ®stream) {
chor RreBuf[200}
it pornsumple offsstas; char HreBuf{200):
Int porinsample. offseta0;
So(portnm0; portr portni-+) {
Scandlsrvam."%¢" JineDufX fom ported; portrporm-+) |
S(mmplelmnmple; mmple+-+) facand sream,"%e” fineBatX
Scand sream, "% " (b freamplesomt)) DA semplod;mmple; samples+)

Do portrml; pustrs porini-+) {

Scard sream."%og " (coh-+mmple+ofiet)x

char linaBuf{200};
Int pormn.sample offsste0;
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fox(portne=0; portrg portni-+ )
facanil sream,"%s" JineBuf)
Sox(sunple=0;mmpis; mmple++)
ocand(stresin,"%g " (mag+mmpie-toffsmt));

NatFile Down(peHILIGHT hiLight) (

Hilighahilighe),
IR(hiLighs-yle)ka((3 Y(hiLight- ylé+1)+hilighs-1id+hilighe-dirSeart)
hilist-musEila)
biLight-yldtel;
s
((NLight-maxPile-hiLight-dirStart je12)2(h L ght-dir Start 433 NULL;
ListDis(hiLighty
HILighNLIght;

/

* NathleUp()

* Purposs:
* Pammeters
* Returns:
® Actlonc
.’

void
NxtFileUp(peHILIGHT MiLight) {

HILigha(hiligha):
HhiLight-yido)

hilight-yld-=l;
L]

(hilight-dirStars=3) 7 (hiLight-disSmrt-=3) : NULL;
LinDir(hiLightx
HiLigha(hiLight)

)

® NxtFileLefX)
.

* Putposs:
* Panmwters:
* Retarns

® Actiorc
*/

vold
NxtFlisLefpsHILIOHT hilight) (

MILighahiLighty;
1hiLight-1140)
bilight-sld-=l;
LisDir(hLighty
HiLigha(hilight),

!
* NxtFllsRigha()
.

* Purposs:

* Pammeters

* Retene

® Actiorc

*

vold
Nt Righa(peHILIGHT hiLight) {

HiLigha(hiLighey:

I(hilighe- 2 b ) (3 *RiLight-y Lé-+(hiLi giw-x1é+ 1 }+hiLi ghw-dirSeart)
WLight-xlé+al;

LisDir(hLighty

HILigha(hLighty
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/

Als: Editorc

Verslon: 4.0

Reteass: 1.0

Amthorx: Salth Ksbay

Dete:  1: Juty 1989

Purpose: PC-Based DSP Workstation ssing TM3320C25
Ussge: vporst

Arg Description: nve

Retwrns: * Maximem Happiness 111 =

Import List wa

Copyright (C) Salih Kabay, Ttm | Dep

Laicester LE1 TRH. Aprit 1989. All rights ressrved.

No pertof thisp e or stiiiesd in any

form or by any slsctronic, mechenical or other means, now known or
horeafier inventsd, incleding photocopying or recording. of In any
information Morags or retrieval systemn, without penmission in writing

fromn the sethor.

Minciude "c\cNwporth”

/
* BditScrean()
»

* Purposs:

* Pammeters:
* Retens:

* Action

*

char
BdieScreen(int mailabeis, paEDTYV Label) (

It orrsteTres pNem=s;

SetUnS: Labets label

PenColonLCysn)

o (
IX(KsyEvera(Patss ABvntl J=Tree)) (
switch(Evnt1.ScanCods)
cose RETN:
case D_Am:

3 slineX

XorTxsCursor(pNemlabefx

PenColo LOvy X
TuDispisy(pNuminbel
(pNumazlabele- 1) 7 (pNurmi-+) : (PNumeO)
PenColosLCyan)
i, SneX

aline)

case U_Am:

:' '_' r aline )
XorTxtCursor(pNumuiabel},
PenColow(LOweyX:

TtDtsplay(pNomJatal
(PNem0) ? (pNwm—) : (pNummema1Labels- 1%
PenColoLCyan)

case HOME:
label[pNum).newPoss=0;
MovCursonpNum,label);
breat;

case END:
Inbei{pNem].newPossiabei[pNum]ler;
MovCursor(pNumJabel);
break;

kasa(DEL.DeiChar(pNem.label))

cass ESCP:
TxtClear(pNum.isbel);

P . P

break;

aline);

cass BKDEL:

#(1abel{pNern).nswPos0) (
(lsbel[pNem}.newPos)-;
MovCursonpNamJabel);
DelCher(pNemsbel);

)

roak;

detanit
R(Evrt] ASCIm32 Mi(Evrt 1. ASCTI 126))
AddChar(Evnt | ASCTIpNumJabelx
broak;
| P Switche/

switch(Bwnt1.ASCTI) (
cass ZERO:

W(Evra! . ScanCodemmAlIC) {
rst=Paise;
alirs.mveline}

)
switch(Evni1.ScanCode) (

cam AlO:
cam ARD:
cam ARR:
cam Altl:
cams AlS:

strei=Palse;
resk;

) Pewich®/
break;

} PSwirche/

| L

) while(orsiesTrus). Do While*/

mum(Ewmt] ScanCode)

) /"BduScrean®/

!
* SetlUpScresn()
.

* Purposs:

* Pemmeters

* Retarns

® Action:

o

void
SetUpScresn(int pNem, int maz Labels, pf DTV label) {

4 ? » t
(pNumas0) ? PenColos(LCysn) : PenColon( LOWY X

itp Nem)atine ).

Ll g
T 28me X

TuClesrpNurmishelx;
srcpy(label(pNem).sline mvelinex
WpNumi=d)
XorTesCursor(pNumJsbelX
TxtDisplay(pNemJsbel X
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24 dr, Jaline ) te(labei{pNum].curPosgbolloNamLien) {
XorTxtCursor(pNem.abel);
) #SetUpScresn®/ 1Pos+aBe(label[pNum].carFosx
MoveTo(xPos,yFos),
/ Dnw p aline p curPos\
* TxiClear() lnbel[pNum).len-label[pNem).curPos)
. DrawString(” %
* Purpom: XorTxCursor(pNamJabel);
* Pamamsters: )
* Returns:
* Actom } #TxtDisplay*/
*/
void * AddChar()
TxtClear(int pNum. psEDTY label) { .
* Purposs:
-l * Pammeters:
* Retarnz:
for(l=; i bal [pNem). maxien:i++) * Action
“(lebel{pNum].aline-+)="0"; o
PenMode(zREPz)
PifRoundReci(lsbel[pNem].R28.0X vold
tabed J.wwPossl;
X#hl';:n—(yﬂmu-hlx AddChar(chue ch, int pNum, peEDTV Iabel) (
MovCersox(pNumJlabel ches
) PTaiCloare/ i
If{lsbel(pNurn].lens bel[pNum].mazien-1) {
I,
MovCarsong 0;
: ‘while(isbel[pNum}.cerPos) {
* Perpon Nmeg2H)= Y(iabepNem}afine-H)
* Pammeters: ) faas
* Retams:
* Actiorc Nmeg2H)mch;
o B+
while(labei[pNum]Jen+1) {
vold *(mag2+)= *labepNum)aline +-1)
MovCursor(int pNum, psEDTYV label) { , L]
Possdsbal[pNam). Nmeg2Hm\0"
b > Pos; srcpy(iabel{pNum).siine.meg2
S aline)y
(mewPos) 7 (newPos=0) : NULL; R
P )7 (new] -)-\1'—-—~ ooy NULLS TatDispiay(pNum.isbel);
o p ¢ : [pNum]newPo I» Post1;
tabel{pNum).carPossnew Pos; MovCanowpNum.abely
XorTxtCursor(pNum.label); !
) /#MovCarmrey )} /PAddChare/
!
L
* XorTaiCursor() * DeiCherty
.
.
* Purpoms:
: :-M * Pammweers:
* Reterne * Raturna:
* Actiort * Action:
o y
vold void
XowTxCorson(ist pem, psEDTV label) { DaiChartins pem, palDTV label) {
it 2Poo=iabs[pNum)R-Xmin+3,yPossiabel[pNem].R- Ymin+19; axtern cher mag2(}:
i
uPos=g*(label[pNum).corPosk
PenMode(zXORZX X (label{pNum].carPossO)dd \
MoveTo(x PowyPos) [pNwm) p Jon)) {
LineTo(xPos+S,yPos): =0,
whils(iabel[pNum).cerPos) {
) ™ XorTaCersore/ «mag2+ = AlsbepNom)sBne X
et
! }
* TxOigplay0 while(label[pNam].len) {
. (25
* Purpons “magl - | = NiabefpNum]ane+ix
* Pemmeters ]
* Rewuras Neag2ed-1)=0";
® Acox swcpy(ie bal{pNum) aline mag2 X
y p aline)
vond TxtDisplay(pNermisbel
TruDispley (Wt pNom. pslDTV jabel) ( 1
ot x Poomisbe{pNurm] R-Xonins+3,yPo (PN R-Ymine 12; | ADelChare/
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. sprintf(hiVal,” 1.0%%
sprintiloVal,” 0 ),
Pis: Omfixc sprinti(title.” Coh™);
Verslon: 4.0 xfrSte=mXFERA)
Release: 1.0 sprintfenits,” "A™)
Authore: Salih Ksbey olse
Dwe: it July 1989 sprintf{enits,” “B")
Purposs: PC-Based DSP Workstation esing TMS320C28 break;
Umpgs: vporst }
Arg Description: va
Raterns: * Maximem Happiness 111 © BackColor(Black);
Import List va PenColon(LRed):
MoveTo(X_AxisHLY_AxisHI),
(" "X
MoveTo(X_AxisHLY_AxisHl)
Copyright (C) Sulih Kabay, The y. Dep DrawString(hiValx
Lalcester LEL TRH. April 1989. Al sights ressrved. MoveTo(X_AxisTite,Y_AxisThis)y
No partof thisprogr y be repricaed, rep or etilised Inany  DewString(te);
form or by any electronic, mechenical or other means, now known or MoveTo(X_AxisUnitnY_AxisUnity
hereafier pylng or ng. ot Inany DrawString(enits);
Information sorage of retrieval symem, withowt pemmission in wridng MoveTo(X_AxitloY_Axisio)
from the sethor. DrmwSuing(" "X
MoveTo(X_Axialo.Y_Axisloy
DenwString(loValx
Mnclede "c\cNvporth” )
! /
* DrawDewils0 * KeyDrw(K.Ln)
. .
* Purposs: * Purpose:  Draws a frame and flood fills it with the backgroend
* Pummeters: . colour and adds the isbe! string. The sslection cahracter
* Reternc . i3 wnderxcored.
® Action * Pammeters The recmngie K, label string L and snderacoms char n.
* * Retane  Noms.
® Actiorr  Dufines key labels for dispiay on the actve bis-smmp.
vold *
DrawDenilis(vold) (

char hiVai[S]JoVal[¥] Ste{SLunita{8]. *onttPr;
int fimit

rwichisigSta) |

case TIMR:
XtmeCal{tinwCalldx)=1.0) (

prindTh Val.” % 1.0 simeCal{imeCalldn])
sprineflioVal,” -%1.07" timeCal [imeCalléa]):
)
olm (
Sprioaf(biVel," % 1.17" trmeCal[imeCallda])
aprioal(loVal,"-%1. 11" smeCal [t meCalldx]X

)

apeinatie, Tioe"x
sprinunits,” (V)%
rvak;

cass PSD:
MpedCallpedCalldx}mt)
sprinak(hiVal," % 1.0 padCal[psdCalldn])
on
SpringN Vel "% 1.21" padCai[padCalld1)x
sprineloVel.” 0 ")
sprinefitie.” FSD");
wprinunita,” (V)%
L

came MAC:
M CalatrCaiMa)ml)
sprinh Val,” % 1.0 afCal[xtiCallds]x
L)
prin(N Vel "% 21 2 8Cal{xACalldx]X
sprinlioVal.” © “x
sprisiile,” MAC™X
MafrRe==XFERA)
priniumit,” "A~X
adm
sprinatwaits,” BX
L

com PHAS

apriallh Vel "+ §907%
prvamioVal.". 1307
aprinalivnle. Phas™x
I Re=mXFERA)

iR et "A™X
am

aprinwnin.” B
renks

cass COH:

void
KsyDrw(rect °K, chwr *L. intn) (

RAlRosndRecy K5 8.0X

Ro=0) (
MoveTo(K-Xmnin+6+v*8 K-Ymint13)
DrawSring("_"%

)

MoveTo(K-Xmin+6.K-Ymins 13);
DrawString(Ly,

)/~ End of KeyDew %

!

¢ KeySw
.

* Perposs:
* Pammsters:
* Retune
® Actor
o

void
Koy Stat(rect **menkKsy) {

L1134

SetPoryInit_Prix

iayOMwOFP) {
SetReck &R.menKey{keyOtf) Xmin+ T3 manKey{keyOff)- Ymine 2.
enKey(keyOtf} Xemax-3 menKey [keyOff) Y maz-2X
BeckColor(LBlue);
PiRRacy &AROX

)

M eyOni=OFF) {
SetReck &S menKey{ks yOn)- Xevin+73 menk e y{keyOn} Y min+2\
mwnkeyfkeyOn} Xmaz-3menKey{ksyOn}- Y mas-2x
BackCalon(LPurp)
PiReck &3.0%

}

BeckCotor(Blackk

SetPory Weve_Prix

) P RaySur/

* PonSel)

.

® Purposs:  To display the curment swtes of the selected st port en
. Wavs_Port dspiay parsi.

® Pasmmuters: P - port frams, port inbal, port beckground pattern and
. the pert frame Hmits.

* Retwrnc Noms.



GRAFIX.C

* Actiorz  The pen settings ere set on oniry. and sctive ports displayed

. with a blus background and tnactive ports are shaded. * Purpose:  To place & highlight over the displayed signel
o .
* Pa (x) tn the hor. P & (y)ths
woid . as stored in an armay.
PortSek(vold) { ® Retwnez  Nons.
® Actionr A highlight s piaced jus offiet to the displayed signal.
i *
na P,
void
Imactort; TrekSig(int x. inty) (
SetReck( &P Port3(1}:x0.FPort3(i} yO,PortS{ILx 1 PoreSPLy 1)
PenColow(L Whin), int } offseam0;
(Port3(1] states==True ) ? BackColor(Grey) : BackColor(Blws); foat X,Y Xm,YmdX .Y Fr
FiRosndReck &P S 5.0%
MoveTo(PortS(T} 10+ 12, PortS[1).y0+12); Fom2.36*SPreq{st];
DrawSuing(Port3().eg); /*Draw the Port label®/ XX _Mrk-30;
BackColor(Blackk
swichislgSts) {
) /°End of PortSel®/ case TIME:
Y= (tmbf+x+1+N2%ctPorty*S.0/2048.0;
”~ Yo *(timbf+(Int)Xm+-N2%actPort *S.0/2048.0;
* GridDrw(R) XmaFx; dXu(x-Xm)Pr,
. break;
* Purposs:  To draw & grid over the wavetorm piotting window.
L4 cam PSD:
* Pammeters: The reciangie R, defining the window ares. Y= *(padbf+14+N2%ctPort)
®* Retune  Noms. Yrmm *(padbf+(Int)Xm+N2%ac PortX.
* Actiorr  The grid points are squispaced and drawn in red. Xex *PW1024; €Xm(2-XmPPWI024;
o broak;
vold cam MAG:
OridDrw(rect *R) xSt XFERB)
offset=N2;
1 mep vy Yo S(mag+14ofiieny;

Yo *(mag+(Int)Xm+offsety
hevepe(R-Xmaz-R-Xmin- 10¥10; X=x*PW1024; €X=(2-Xmy*Pu/1024;
vetep=(R-Yronz-R- Yonin-10)/10; reak;

BackColor(Black)
PenCotow(LRed); case PHAS:
Soa(jm: fj++) | MxfrStounXFERE)
ou(lal;tH+) offsssmN2;
SetPluek(R- Xt H*hatnp+5 R-Y main +{ov sop-+S); Yo S(phass+rsofisty;
) Yoo *(phase+(int)Xm+offsst)
Xux *Fa/1024; €Xax(3-Xm)*Pu/1024;
} °End of GridDrw ¢/ break;
! cass COH:
* TickAzea(R) R xfrSte==XFERB)
. offms=N2;
® Purposs:  To saiculate and draw 10 aquidissnt tick merks sreund & Y= *(cohtasoffast
. tectngis R, with offssts of 3-pizels from either boundary Yme= “(cohi{(int)Xm+oftset)
. and 8 tick length of 4-plaels. Xux *Py/1024; dXn(2-XmPPw1024;
. The recngle R, ng % Mot Window RECT strecters. roak;
® Retanx  Nows. }
* Action:  The ticks will be drawn with the pen settings en ectry.
o B avgeem=Trw) {
Y/mtv goFrive
old YrjeavgePar
TickAzea(rect *R) { )
int | hutep, vatep Skt Duita_AzpeTrue) {
atop=(R- Xsrmx -R-Xsmin- 10)10; /Compuss the Horisomal Suep Langth®/ €Y=Y-Ymg
voupe(R-Ywma-R-Ymin-10/10; /> °  ° Verical Sup Langh ¢/
swikch(sigSts) (
/Do e upper horizoms) sxls Srarey/ kaeo(TIMEA XY Thma(dX £Y))
Soa(baO;ki+) { ea(PSDAXY Spec(¢X 4Y))
MoveTe(R- Xmin+S+i*hmep R- Ymin Esan(MAGAXY Spec(€X AY))
LinsTo(R-Xamin+S+1*hwtep R- Y minstickx e(PHASAX Y Phas(¢ X AY))
] aas(COHAXYCol(€X 4Y))
/*Now the lower harizsesl sxls®y 1
a0kl ++) { !
MoveTe(R: Xsin+S+1%stp R-Y ez § om {
LineTo(R-Xsmio+3-H *hmtep R- Y mns ek X swichisigSts) (
] e TIME XY Tims(X.Y))
2Om %0 e loft vertical axie®y aaa(PSD XY Spec( X.Y))
oobO:t4) tasa( MACXY Spect X.Y )
MoveTo(R-XantnR-Y min+S-+{%vuep k Caan(PHAS XY Phasa( X.Y))
LinsTo(R-Xmin+Sck R-Ymine3-+ov smpk £ase(COHXYCel( X.Y))
) )
/Pualy. Se right vertical aie®/ )
Se(ba:bie) ( PenColont LRedX
MoveTo(R- Xomun-tck R- Y min+S o *vampx MoveTe60.300%
LinsTo(R-Xmes R-YmiasS+ *vaep) DmwSwing mag2X
)
) PTrekSig®/
} /*8ad of TickAses®/
la * dXYTime(
© TrakMg(ry) .



* Purpom:
* Pamsmeters:
* Reterns:
* Actiorc
./

vold
dXYTime(float dX, float dY) (

y

X))

Jraprivemeg2,"dX: %-+3.3 mSec ",1000%¢ XX
om

Jroprinthmeg2."¢X: %46.3 Sec "AX);
(abu(dY))

Jrasprinefmeg2+).” dY: %43.1£mV  ",1000%dY);
om

Jrmaprinetmeg2 )" 4Y: %46V "AYX

GRAFIX.C

* 6XYSpec()
.

* Purposs:
* Pammeters:
* Retwrrs:
® Action
A

void
XY Spec(fiont dX, float dY) (

e

wax)

Jreprinefmug2."dX: B+6 3 Hz “4Xx
ol

JmaprineRmeg2."6X: %463 Hz “4XX
Wabu(dY))

Jmoprimirug24).” €Y: B+3.MmMmV ", 1000%Y)
ol

Jrusprimimeg2+).” 4Y: %463 V  “4YY

/
* EXYPhass()
.

* Perposs:
* Fommsters:
® Returns:
® Acton
./

vold
XY Phass(fioat 4X, Sost ¢Y) {

Ly

X))

Juaprirefmag2."dX: %443 Hz “4XX
olm

peoprintimag2,"dX: %+6.3(Hz ~4XX
sbudY))

Jrasprintmeg2+).” €Y: %440 dogs “AY)
s

Jramprintimeg2+).” €Y: Bi6.3 dogs “AYX

XY ColtBent €X. flast 4Y) |
L3

mex)

JraprintRmag2,"éX: %+4. 0 Hx “4XX
am

Juapricafiong2."0X: %463 Hx “4XX
Wobe(dY))

JreprinSmag2+).” 4Y: %4431 "AYX
L
Jrasprintmeg2 )" dY: ®463  "AYX

vold
XYTime(fioet X, float Y) (

i ;

0x)
Jmsprintfimeg2."X: %+3.3mSec ",10004X);
s
Jeeprinfimeg2."X: %+46.3 Sec " X%
Hiabe(Y))
Jresprinefmeg2+)." Y: %43.4fmV  "1000%Y)
ol
Jreprinmeg2+).” Y: %463V "Y)

!

* XYSpec()

* Purposs:
¢ Pammsters:
* Retens:
® Action
o

void
XYSpec(fiost X, Sost Y) |

i

X

Jesprinemeg2."X: %+4.3Hz " XX
e

Japrinfmeg2.X: %463 He XX
sbe(Y))

pesprintmeg2+),” Y: H43.3mV  ",10000YY
olm
Jreaprinetmeg2+).” V: R4V VX

XYPhase(fioat X. flomt Y)
-

wXx)

JueprineRmag."X: %44, Hz "XX
dm

Jreprirefimag2.X: %463 Hz " Xx
ebaY)

Jrusprimimagl+).” YV: %44 Mdegy  "YX
e

Jresprinirug2+l” Y: %46 Mdegr “YX

* XYColt)

* Purpes:
* Pamoutwrs



XYCoh(fiost X, float Y) (
i)

nx)

Jraprineimegl."X: %+4.3(Hz XX
s

Jueprintimeg2."X: %+6.3(Hr "X)
iRaba(Y))

Jmoprintmeg2 4" Y: %430 “Yx
s

Jrwaprintmeg2 4" Y: %6.31 ~Yx

GRAFIX.C

!

* OpenWindow (R.TITLE.n)
L]

* Purposs:  To open & pop-up window over a definsd screen ares.
.

* Pammuters: (R): defines the pop-sp window dimensions,

. (TTTLEX is the label stiached 1o the window, and

L4 (nk determines the typs of responss buttona.

® Returns:  Nons.

® Actiorc  The ticks will be drawn with the pen ssttings on entry.
o

vold
OpsnWindow (image **img. rect *R, char *TITLE, char n. int banCol) (

mat RAP;
long ImBysss;

i (mBytes = ImageSize(R)) 64000) {
CleorToxx(X
SutDisplay(TextPy0);
prioal“Image o largs %034 \n" JemBywsX
suinly
)
(g = (Image *)_fn int)
ClearToxx
SeDisplay(TextPyo)
prineX“lnmeflicient memory'n "),
Pl “sizs = 02%1 bymén” imByses);
P = Sipa”, slegx
ahax
, .
PenColou(Blwe)
Raadlmage(R.*ImgX:
PiRecy(R.1%

/® Save thw window ares ¢/
/* Cloar e window ¢/

SetRacy AR R-XminR-YminR-XmarLR- Ymint 1Sy,
PenColos(danColx
MIRacy &R, 1%

MoveTo(R Xmin+3 1R Ymin+ 13X
BeckColor(banCol X

PenColos Whinx
Dwwtring(TTTLEX

BackColor(LBlwe);
swhch(n) {
case YesNo:

{
enColoo(L White),
SetRect(&tP.R- Xsrdn-+83.R-Y max-30R-Xmin+ 125 R- Y mas- 10X
RiRosndReck &1PAS8 D)
MoveTo(tP. Xmin+8 . Ymin+ 13%
Dwwitring( Yes_TegX
SetReck( &1P R-Xmin+17S R- Y maz- JOR-Xmin+ 2 13.R- Y- 10}
MIBoundReck &P L8 0
MoveTo(tP Ximin+-124P. Ymine 13);
DwwSwing(No_Tagx

SotRack &P R Xowin+30.R-Yorw-30.R-Xonin+64 - Yoma- 10K
PIRowsRack &tPAS D),

MoveTo(tP Xodn+8 2. Yrmins 135

DmwiwingiarchDisk_Togx

SutRock &1P K- Xmin+70.R-Y maz-JOR-Xmin+ | 14R-Ymaz- 10y,
MRoendRocy &P S8.0)

MoveTe(tP Xemin+3.0 . Yains 13%

Dwwitring(archiosd_Tagx

SatReca(&tPR-Xrvin+120 R-Y rmax-30.R- Xedn+- 164, R - Yrma- 10X
WiRovadReck &P S8 D)

MoveTo(tP Xmin+8..Ymin+ 13
DrawString(archSave_Tagk

SetReck &tP.R-Xmin+170,R- Ymaz-30,R-Xmin+214.R- Ymax- 10%
FiiRoundReck diP A 2,0%

MoveTo(tP Xmin+3.%P. Ymin+13);

DrawString(archErmss_Tag)

SetRacK A1PR-Xmin+250,R- Y mas-30.R-Xrmin+ 282 R-Yrmaz- 10X
RiMosndReck &tPES0);

MoveTo(tP Xmin+8 . Ymin+ 135

DrawString(OK_Tag):

SetRock &tP R-Xmin4287 R-Ymax-30.R-Xmin+340.R-Y max-10X
RIRoundRecK &tP25.0);

MoveTo(tP Xmin4 @.Ymint13%

DrawString(Cancel_Tag);

break;

)

case OKAY:

{

PenColon(L Whine),

SetReck &1P.R-Xmin+85.R-Ymaz-30.R- Xmin+§ 49.R-Ynax-10);
PiRosndRack P2 3.0)

MoveTo(tP. Xmin+24.tP.Ymin+13)

DmawSting(OK_Tag)

SetReck &1P R-Xmin+199.R- Y ma1-30.R-Xmin+263.R-Ymaz-10%
PliRoendRecy &1P33.0);

MoveTo(tP-Xmin+8.P.Ymin+13)

DrawString(Cancel_Tag)

break;

}

) PSwitche/

PenColoW Whimx
BackColor(Blwe X

} /*OpenWindows/

f
* ClosWindow (R)
.

* Purposs: To cioss a pop-up window over a defined scren sres.
.

* Pammsters: (R} defines the pop-wp window dimansions.

* Retwrc  Noms.
® Actionx  Restores the image that was ender the pop-vp.
.’

vold
ClossWindow(lmags *kng. rect *R) (

RaserOp(Replace)

Wrinkmage(RimgX /* Restore the window ares */
Jires((vold *)imgXx

BackColor(BlsckX

PenColoxL White),

) AClom Windowe/

SetPory Init_Prix
InvertRosndRact &Crid_Ksy S8)%
SetPory Wave_Prex
CridDret&Ases_Weve)
Delayi(x

SetPoryinit_Prex
InvertRowndRect &Orid_Key 85X
SetPory Wave_Prix




*

vold
Trace(rect **menKey) {

It Jaers;
TRAKP trakPY;

InvertRowndRac&Trmce_Key 3 8);
sk PLR=200450;
wakPLy=Ini{TrakBuK )+200;
TraceOn(irakPr.x. plothflwak PLy] X
TrakSig(wak PLs-50.rakPLy)
orrsiuTres;

do(

GRAFIX.C

SetPori(Init_Prt)
BackColor(LBlus);
PenColor(L Whito);
H{atrSto=eXFERA) (
xfrS1s=XFERB;
KeyDrw(&TranF_Key, TranFB_Tug.0);
)
olm {
XfrSte=XFERA;
KeyDrw(&TranF_Key. TranFA_Tag.0):
'
InvertRoundRec &TranF_Key 32X
Delayl(x
InvertRowndRec( ATmnF_Key 83X

AEvnt1 JesTree)) |

switch(Evnt1.ScanCods) (

kass(L_Arr.LTrace(&mukY))

swisch(Bwt1.ASCIN® ) {

case 'r’:

TracerOn(trakPLplotbfwakPr.y]x

InvertRoundRact &Tmce_Key 28)

H(Delta_Azpm=Tree) {

Delta_AxsaPuise;

PanColoa(LRed)

LRt
SetPlael(X_MrkJ);

)

TrakSig(wakPt.2-30 trakPLy);

errsiuFalss;

break;

Crid(x
reak;

P Mark®/  cass k"

InvertRowsiRect &Mark_Ksy 8.8)
BDelta_Axse=Tres) {
Delu_AxseFulse;
A TrakSig(wak PL3-30 ok PLY X/
)
olm (
Delw_Axs=Tres;
X _Mrk=trakPLz;
TrakSi g X_Mrk-90 arakPLy);

PTimey an'y:

EoyOffmslg Iz koyOrmal g Sto=TIME;
KeySuymenKey)

WhichPlox(X
TracerOn(rakPLIplod{wak PLy ]
TrakSig(wakPuLs- 30.rok Py

broak;

P Pwr 3pec %/ cam ‘w*

ReyOfimsig Stx boyOnas g StouPSD,
KeySutmenkeyx

TracerOucirsk s plotb wak R y]x
TrakSigl wak R 3-30.wukPr.y X

P XtPne/ cam 'z

M rOn==Paim) (

EryOfimaig St ayOrmel gStouTIME;

KeySuymenkay)

SetPory Wave_Prty;

WhichPlo(x

wak Prysini(TrakBuf{ }+trakPra-S0;
TracerOn(trakPraplotwakPry]:
TrakSig(wakPr.z-50srakPrLy)
break;

* Modules */ cas ‘m":

16O0=Tres;
EoyOffmalg 95 koyOnmel gStauMAC:
KeySmymenKey)

WhichPloxx

WakPLymlni(TrokBefl }rakPLx-50;
TracerOn(rakPr.x plotbf{wakPLy]x
TrakSig(wakPLa-S0.rakPry);

L

PPans camP:

knyOffeslg Stz ke yOnmei gSts=COH;
KsySutmenKey)

‘WhichPlou(x

ek Pt yuini(TrakBek )+trakPra-30;
TracerOn(trakPL s plotof{wakPLy))
TrakSig(wakPrs-50 trakPrLyX
break;

) /* swinch for esc or grid ¢/

)/ swikch */
1 o)
) whils(etratamTrue);
)

/

* TracerOn()
L

* Parposs:
* Pamameters:
* Retwrns
* Actiorx
*

void
TrecerOndint x. i y) |
nel;

PenColos LRed X

fotti=12:10;-a2)
my2s+)
SetPteka y-ix

Be12:10-e2)
-y -h
SetPaekin y4ix

!

* TracerOM)
.

* Purposs:



tor(lml2;10;lm2)
wy2s+)
SetPizel(x y-1%

Sor(t=12:10;4-=2)
iy -
SuPxek(xyHx

GRAFIX.C

* Actlor:

vold
LTreca(psTRAKP k) {

TeacerOn(mk -1 plothfirakPr-y Ix

X wakP-250) (wakPr-y—; wnkPt-1—;)

olm (EmEPY-2a450; wakPr-yulnitTrakBuf }+399: }
TracorOM wak PY-1 plotbf{vakA-y )X
TrakSig(wakPv-2-50 sk Py y )

*

vold
RTrace(psTRAKPt rakPy) (

TracsrOn(trakPr-x plotbfitrakPt-y I
trakP-x%e) (WakPR-y4-; trakPr-x4-+; }
ol (GakP-xw30; trakPy=dritTrakBut(x)
TracerOMwakPrt-x plotbf{wskPr-y]x
TrakSig(wakPt-3-50,irakPt-y X

vold
UTrace(psTRAKP sk ) (

TraceOn(trakPt-x plotbfirakPr-y Ik
makPt-20) (mkP-y+al0; trakPr-34a10;)
alas (tukPr-2m=50; trakPy-yulnitTrakBet %)
TracerOfwak Pr-1plotflwak Pt-y)x
TrakSig(vakPt-2-30 srakPr-y )i

!

* DTrace()
.

* Purposs:
* Pammeters
* Retums
* Action
o

vold
DTrace(psTRAKR trakP?)

TracerOn(rakPr-2 plotsirakPry I
MWakPt-250) { wakPi-y10; trakPi-2-w10;)

ol (WakP- 1=430; trakPr-y sinitTrakBus}+399; )
TracerOM(wakPv-1.plotbTwakPr-y]x
TrakSig(vakPA-3- 0.k Pr-y);

Delay I(vold) (
Soste=);

L2}
(no v nAneRn L
-

}whita(n-x



GLOBSVP.C

ls

Ple: globsvp.c
Version 4.0

Releass: 1.1

Asuthore Salih Kabay
Date:  3rd July 1999
Pwrpose: Olobal
Usage: v/a

Arg Deacription: wa
Reterne: rv/a

Import List: rva

for VPORT4.EXE ap

Copyright (C) Salih Kabay, The y. Dep
Leicoswr LEI TRH. Aprll 1989. All righs roserved.
No part of this progs be rep P orutiilsed in any
form or by any slsctronic, mechanical or other means, now known or
hereafior Incleding p pying or rding. or Inany
Information storage or retrieval sysem, withowt permission in writing
trom the sethor.

Sinclede "mshvp.h”
Minciede “metawvp.h™

l;
/*Chan ®/

char *menaTitle = ° DSP Workstadon ”;
Mfdef USETHISSTUFF

/* Not Used Yot -
In swruct PortSwec PortS(] inldalisstions %/

char *Port]l_Tage "P17; /* Port Labela %/
char *Por2_Tag= "P2";
char *Port3_Tege "P3";
char *Porid_Tep= “P4™;

Sondlt
char *SpenKey_Tag= "Preq”;

char *Spaninc_Tag= "
char *SpanDec_Tag= "-";

* Panction Key Tags */

*Help_Tag= “Help™;
SArchive_Tage “Archiva®;
*Label_Tag= “Label”;
®Avge_Tagm “Aversgs®;
“Crid_Tag= "Guid™;
*Trace_Tag= “Trace™;
Murk_Tagm  “Mark";
St Teg=  “Setny”;
"L _Tag=  “Rqualim®;
®Jet_Tag= "ot Drive®,
Laht_Teg= "Baif’;

*Surt_Tag= “Sart”;
*Hak_Tag= “Hait";
*Time_Tags “Tiems";
*Specws_Tag= “Pwr Spec”;
*TranFA_Tega “X&r PnA”;
*TranFB_Tag= "XftFnB";
*Mod_Tag= “Moduius™;
Fhase_Tog= “Pham™;
*Coh_Teg= “Cohemcs™;

*Yos_Tug= “Yes©;
*No_Tage  “No™;
“Cancel_Tag= "Cancel”;
*OK_Tag= “OK";

SachDisk_Tag= Disk”;
oarchioad_Tag= "Laond"™;
*srchiove_Tag= “Save”;
*orchirem_Toga"Rum™;

BREE RERE PRERRERRY RRRbRRERRRRG

/7 Pop Up Window Help & Backgroend information */

‘3 23436
*f3it_PopTuge"  HaftKeyOptioms
*Li_Exit= “Maks sure you hwve archived analysis”;
L2 Exit= “data collected during this sssslon. *;
oL Mzl ~0000000.... b

tEkd>

*Exit_Ask= Do you still wish to Exit? h

*Sat_PopTag=" Setwp Key Options ~ *;
L1 _Sotw - UBCumBwte agete =
SL2 Set= " slocked Port Nember. -

- -e;lﬁm.' P‘.

*Avge PopTag=" Spectral Averaging Options  *;
SL1_Avgex “The sccurscy and smtistical relisbitity™;
*12 Avge= “of measurements can be increased by";
*L3_Avge= “spectral aversging (Overisp: 75%).";
SLAAVEE= " UBS o et 0 et €0 mamber

SL3 Avge= " offrammstobeasvernged. °;

TEEE R

Label_PopTag="  Port Label Editing Options =
oL{_Labsl= "~ Use the keyboard 1o define castomised
L2 _Labele " labels for individwal Input ports. ™

PR BRRERE

chat *srchSave_PopTag=" Pilenarme Entry Mo ™;

char *L|_srchSavePop=" The current patient data can now be ™
char *L2_archSavaPop= " archived.™;

char *L3_srchSavePops " Pleass erter an 8 charactor filename.”;

OXfrA_Teg= “Sysem A";
*XtrB_Tag= “"SysemB~;

*patXin=  "PAT;
oxtXtme " TXT;
*NIPAT= "*PAT
*OITXTe "o TXT;

PEER ki

chaTime_Axs Spoctra_Axs.TranF_Axs.Coh_AxsDelta_Axs

char Halt_Pig:

char mag2[80];

wnsigned cher near buffer{BUFLNE

/

/*Inwegers o/

it sfi=$;

1neX_Mrk xfrOnm¥Fal 20,1 r Stem XFE RA 3l g Sta=TIME ac Poreall;
Fal TreesymPrm T

Int ke YO ksyOfYsrux Flot=False;

IntxtrCalldz =0 padCalld xw0 imeCalld xu0;
Int near curbase;

Intdmb[2048) plothINN}

It SPreq={ 1.2.9,10.20,50);

ImPScal(J={ 100.50.20,10,5.2);

irs xDir{}=
(Xriel.Xr1c2,Xr1c3 Xr2e) Xr2c2.Xr2c3.Xr3c1.Xr3c2.Xr3¢3.Xréc 1. Xréc2 Xrdc 3);

i yDi(}=
(Yric),Yr1e2,Yrled.Yr2e) Yr2c1.Yr2e3, Yrdc] Yrac2.Yr3ed,Yrécl, Yrded, Yrded);

Wféef USETHISSTUFF
/* Thess are defined in GFXquery.c which Is the inesrface 0o ORquery.c */
int OrafixCard CommPort;

L

’
 Ploss o

Biost scaler=1.0.pedm;

Boap T3048) gair{ 1024]. phasef 1024).coN{ 1024).mag 1024}
flost drmeCal(}={3.2.1.05.02);

BSowt psdCal[}={20.10.3.2.1,035.02);
Sost 16Csi}={20.103.2,1,0.5.02.0.1,0.03);

/* Exwrral srectures */

memPort *Wave_Prt.ohnit_Pre

lrage “magePys;

event Evtl;

rectPiot_Wave.Azes_Wave.Trace_Key.Orid_Key Mark_Xey.TranF_Key;




GLOBSVP.C

7* Prive®s structures */

#defire Port]_Tag “P1™ /* Fort Labels ¢/
#define Pord_Tag “P2"
define Portd_Tag "P3”
Odefine Pored_Teg 4™

strect portDefS |
cher “ag;
wnaigned Int pornsiy
iy

%

struct postDefS portDeflJ=(
(Port)_TagPORT1LPORTI.X_XHpA.Y_XtripA),
(Por2_Teg. PORT2.PORT2.X_XS#OpA.Y_X#OpA),
{Port3_Tag PORTI PORTIX_X$1pB.Y_XtripB}.
{Portd_Tag PORT4,PORT4,X_X#OpB.Y_XHrOpB}

%

stract PortStruc

cher *ug;

it metus.x0,y0x1.y0;
K

struct PortStruc PortS(={
{Portl_Tag. Tree X0_P1,YO_P1X1_PLY1_P1},
- {Por2_Teg Fals X0_F2.Y0_P2.X1_P2Y1_F2),
{Port3_Tag.Falm.X0_P3,YO_P3X1_P3,Y1_P3),
{Pord_Tag.Faim.X0_P4.YO_P4.X1_P4,Y 1_P4)
14

typedef mrect {
char *aline;
int lenraziennewPoscarPox
et R;

JWEDTV, *paEDTYV;

recabelP)_Box.Labe(P2_BoiLlsbelP3_Bo1 LabelP4_Box.archSave_Box;
cher corremtDI{ MAXDIRNAME + 1},

char pILMMAXEDITCHARS }="P1: Ventistor Vatve Drive Signal”;
char pLOYMAXEDITCHARS)="P2: Airways Peisstiie Premur”;
char pILM{MAXEDITCHARS }="P3: Thoracic Wall Movemants™;
char pALLYMAXEDITCHARS }="P4: Abdominal Wall Moveawnts”;

SEDTV portLabell=(
{pILMMAXEDITCHARS MAXEDITCHARS.0,0 ALsbeiP|_Box).
{p2LM MAXEDITCHARS MAXEDITCHARS.0,0 ALsbeiP2_Box),
{p3LM MAXEDITCHARS MAXEDITCHARS.0.0 ALsbeiP3_Boz),
(PALMMAXEDITCHARS MAXEDITCHARS.0.0 ALsbelP4_Bo1)
%

char tramef 10}="";

sEDTV {J=( nene.9.9.0.0, _Box);

char ®*Archive_PopTag=" Putlent Dutabase and Archive Management™;
char *Semams_Tag="Sermams";

char *Forenams_Tag="Forerams"”;

char *Sex_Tagu"Sex";

char *Birth_Tags"Dute of Birth™;

char *Sutus_Tags"Status™;

char*Job_Taga"Occupation™;

char *Disk_Tag="Directory”;

charpatSername{MAXSURNAME]}="Richards";
charpatForefMAXPORENAME }="Carfunksi”;
charpaBirth(MAXBIRTH}="13/01/34";
charpatSt{MAXSTATUS)="Single";

char patlob{MA XJOB)="Tallor™;

char patSex[MAXSEX)="Male";

char paDIsk[MAXDISK}="HOWARD";

recipatSwname_Box.patFors_Box.patBirth_BoxpatSts_Box;
rectpatiob_Box.patSex_BoxpatDisk_Box;

SEDTV archlabel=(
{ patSumame MAXSURNAME MAXSURNAME 9.0 kpetSumnams_Boz ).
{potFore MAXPORENAME MAXPORENAME.0.0 ApetFors_Box ),
(patBirth MAXBIRTHMAXBIRTH.0.0 4ps Birth_Box ),
{pats, MAXSTATUS MAXSTATUS.0,0 ApatSts_Box ),
{patiob,MAXIOB MAXIOB0.0 Apatiob_Boz ),
(potSe2 MAXSEX MAXSEX 0.0 dpasex_Bot).

%

Minclade s Por s
strect find_tpat_file.txt_file;

typedef sruct |
char sttr omme{ 13}
fong sias;

JsDIR. *paDIR;

SDIR SirPw( 100].4LrTXCT] 100}
typedef struct {

It dirSmrtmax Pile.ald yld;
) sHILIGHT, *psHILIGHT;

typede! strect |
ntxy;




Appendix 6

Source Code Listings for MRAC
Simulation Described in Chapter 7.



PROGRAM AC2PD

INITIAL
CINTERVAL CINT =0.01
CONSTANT R =10.0,C=0.05,L=0.153...
,Rp = 10.0, CpI = 0.05, Cp = 0.025, Lp = 0.153
CONSTANT Gamma = 1.0, Theta = 0.015
CONSTANT  P2al = 0.0, P2apI = 0.0, dP2al = 0.0, dP2apIl = 0.0
CONSTANT del=0.0,K =5.0,Kd = 1.0, PiIC=8.0
CONSTANT TSTP=24.0, TSTRT=0.01
CONSTANT PWIDTH=3.0,TDELAY=0.0,PERIOD=6.0

Lambda=Gamma
Thi=Theta
T1=R/L

T2 = 1/(L*C)
T1p =Rp/Lp

END $’ OF INITIAL “
DERIVATIVE
T2p = 1/Lp*RSW(T .LT. TSTRT, CpI, Cp)
Pi = PilC*PULSE(TDELAY,PERIOD,PWIDTH)

dP2a = T2*(-Pa+Pi)-T1*P2a
P2a = INTEG(dP2a,dP2al)
Pa = INTEG(P2a,P2al)

dP2ap = T2p*(-Pap+Pil)-T1p*P2ap
P2ap = INTEG(dP2ap,dP2apl)
Pap = INTEG(P2ap,P2apl)

Pil = K2*Pi-K1*Pap
de = P2a-P2ap

e = INTEG(de,del)
PDe = K*e+Kd*de
Ep = PDe*Pap

Ei = PDe*Pi/T2p

dK1 = -(Gamma*Ep)-Thi*DERIVT(0.0,Ep)
dK2 = Lambda*Ei+Theta*DERIVT(0.0,Ei)
K1 = INTEG(dK1,0.0)

K2 = INTEG(dK2,1.0)
TERMT(T.GE.TSTP)

END $” OF DERIVATIVE ¢
END $’ OF PROGRAM *



ENVIRONMENTS FOR REAL-TIME MEASUREMENT
AND CoNTROL: A STUDY OF HFJV IN ANAESTHESIA

Salih Kabay

Thesis Submitted For The Degree Of
Doctor Of Philosophy

Abstract

This thesis is concerned with intelligent computer-based instrumentation which can be
easily adapted for measurement, modelling and control in a range of application domains.
The particular application area selected for study and used to illustrate the main features
of the scheme was in anaesthesia for measurement and control of high-frequency jet
ventilation (HFJV). The analytical methods and experimental procedures required for this
area are also applicable to many other areas throughout engineering and biomedicine. A
prototype general-purpose signal processing computer (SPC) encompassing many new
design concepts was built to provide a flexible and user-friendly system for performing
dedicated measurement and control tasks - as specified by the application program
interface.

The other objective of this study was to develop a new measurement and control
environment for investigating the underlying respiratory dynamics of patient airways
during HFJV - to facilitate a study of the efficacy of this mode of ventilation. Drawing on
past experience with the SPC, a new computer-system was designed which overcame the
bandwidth limitations of the original SPC. Based around powerful, modern and cost-
effective commercial system hardware it is shown that this second-generation SPC can
perform real-time measurement, modelling and control in HFJV as required.

Modifications were carried out on an existing high-frequency jet ventilator to allow new
modes of respiratory excitation. The signal processing system described together with
these modifications to the jet ventilator coupled with the development of a new non-
invasive fibre-optic chest-wall displacement transducer forms a complete environment
which permits systematic identification of respiratory dynamics with extremely high
precision in a fraction of the time taken by previous workers in this field. This is achieved
with only minor changes to existing jet ventilation equipment and procedures. The system
is intended to cope with the volume of information that needs to be considered during
HFJV and the level of complexity that this method of ventilation entails.

The measurement environment has undergone clinical trials on a small population of
patients. The study clearly validated the hypothesis that the respiratory airways exhibit
characteristics similar to an acoustic resonant circuit over the range of frequencies
covered by HFJV. Based on this study, a Lyapunov model-reference adaptive control
(MRAC) system has been designed and simulated for performing automatic control of
HFJV and tested for stability and convergence over a wide range of operating conditions.

The thesis concludes with a consideration of how the presented approach can be extended
to take account of new hardware and software developments.






