
Radar Studies of Small-Scale E-Region Plasma 
Irregularities

Thesis submitted for the degree of 
Doctor of Philosophy 

at the University of Leicester

Paul Eglitis 
Department of Physics and Astronomy 

University of Leicester

February 1994



UMI Number: U056488

All rights reserved

INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.

In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,

a note will indicate the deletion.

Disscrrlation Publishing

UMI U056488
Published by ProQuest LLC 2015. Copyright in the Dissertation held by the Author.

Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against 

unauthorized copying under Title 17, United States Code.

ProQuest LLC 
789 East Eisenhower Parkway 

P.O. Box 1346 
Ann Arbor, Ml 48106-1346





Dedicated to Mum, Dad, Helen and Aunty Cath.



RADAR STUDIES OF SMALL-SCALE E-REGION 
PLASMA IRREGULARITIES

Paul Eglitis 

ABSTRACT

Coherent scatter radars are extensively employed in the study of important 
geophysical processes in the Earth’s upper atmosphere and magnetosphere. The science 
relies on the ability of coherent scatter radars to detect plasma irregularities in the 
E arth’s ionosphere and relate their properties to the geophysical process under 
consideration. This thesis is concerned with the physical characteristics of the plasma 
irregularities deduced from coherent scatter radar observations. Data from three 
coherent scatter radar systems, PACE, SABRE and COSCAT, each sensitive to a 
different hregularity wavelength, are analysed. Statistics for the backscatter power, 
phase speed and spectral width at each wavelength are calculated and compared. 
Furthermore, the functional dependence of the irregularity parameters on each other has 
been investigated. Strong relationships between the spectral width and irregularity 
phase speed and the spectral width and backscatter power are identified. The spectral 
widths tend to exhibit a minimum at phase speeds close to the ion-acoustic speed. There 
is a decrease in the average backscatter power as the spectral width increases. A new 
measurement of the dependence of the spectral width on the irregularity wave number is 
deduced. These results have important significance for the general interpretation of 
coherent scatter radar measurements.

Special experimental campaigns with SABRE and COSCAT in conjunction with 
EISCAT have been undertaken to enable the irregularity phase speed and the plasma 
drift speed to be compared. This is a very important relationship since the plasma drift 
speed is routinely estimated from the in-egularity phase speed. The analysis confirms 
the non-linear behaviour of the relationship between these two parameters. Similar 
results are obtained for COSCAT and SABRE. Differences can be attributed to the 
expected variations with wave number and to variations in the height of the observed 
irregularities, consistent with the kinetic theory of Robinson and Honary (1990).
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Chapter One

IN TR O D U C TIO N

An important consequence of the impact of the sun’s radiation on the Earth’s 
atmosphere is the ionisation of neutral gas particles. Between altitudes of 60 and 6001cm 
the ionisation is of sufficient magnitude that the plasma density has a strong effect on 
the propagation of radio waves, e.g. Budden (1966). This region is called the 
ionosphere. The physics of the ionosphere has been studied for the greater part of this 
centiuy. Basic texts on the subject include Rishbeth and Garriott (1969) and Ratcliffe 
(1972). In the context of the present study, the ionosphere constitutes a vast laboratory 
containing a wealth of natirral plasma phenomena. The area of plasma physics to be 
investigated here is concerned with the generation, growth and decay of irregularities in 
the plasma density. Before this subject is expanded upon, it is necessary to describe 
briefly the relevant properties of the ionosphere. This includes the nature and 
distribution of the ionospheric plasma, the origin of electric fields and neutral winds 
that affect the motion of plasma particles and the diurnal patterns of this plasma motion. 
The discussion will focus on the high latitude ionosphere where the observations in this 
study were made.

1.1 Ionospheric p lasm a

Less than 1% of the ionosphere is ionised. The ionospheric plasma is quasi-neutral. 
It is dominated by free electrons and the molecular ions N0+ and 02'*' below 
approximately 250km and free electrons and 0+  ions above this level. Due to the 
combination of production, loss and transport processes, the plasma density is non- 
uniform with altitude. The plasma densities will vary at a given point as a function of 
the relative position of the sun to the zenith, leading to strong diurnal and seasonal 
variations. Figure 1.1 is a height profile of the electron density for both night and day. 
Early ionosonde studies (Breit and Tuve, 1926) of the ionosphere revealed it to be a 
stratified medium with respect to the variation of plasma density with altitude. The 
strata have been assigned names D, E and F as illustrated in Figure 1.1.

1.2 N eutra l winds

Since the ionosphere is chiefly populated with neutral particles, it is imperative to 
mention the motion of these particles, as they can become coupled to the charged
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ionisation (after Rishbeth (1988)).



species through collisions. Neutral particle motions arise due to global temperature 
variations. The atmosphere is chiefly heated by solar radiation but processes such as 
particle precipitation and frictional heating between particles also make a contribution. 
The resulting temperature variations give rise to pressure gradients that drive winds. 
The exact pattern of neutral winds is determined by a combination of these pressure 
gradients with the Coriolis force arising from the Earth's rotation, molecular viscosity 
and ion drag.

1.3 E lectrom agnetic influences

Much of the shape and behaviour of the Earth’s near-space environment has its 
origin in the sun. The sun emits a continuous stream of cold (-lO^K) and dense (10 
cm~3) plasma, travelling outwards at velocities of about 450kms'l. Frozen into this 
solar wind is the sun’s magnetic field that sweeps out into space forming the 
interplanetary magnetic field (IMF).

The magnetic field of the Earth, at its simplest, can be represented as a dipole field 
inclined by 12° to the Earth’s axis. The flux density at high latitudes (e.g. 70°) at 
altitudes of 300km above the Earth’s surface is 50|iT. At further distances from the 
Earth (-10 Earth radii) the geomagnetic field becomes distorted by the influence of the 
solar wind. The effect on the geomagnetic field is to compress it on the dayside and 
stretch it out into a long tail (250+ Earth radii) on the nightside. The cavity so formed, 
containing the deformed geomagnetic field, is called the magnetosphere. 
Magnetospheric physics is a very large subject (see Ratcliffe, 1972, Nishida et al., 
1982). It is inappropriate to present a detailed discussion of magnetospheric physics 
here other than to point out that the interaction of the solar wind with the magnetosphere 
gives rise to plasma motion in the ionosphere through the action of imposed electric 
fields. Details of early mechanisms for this coupling can be found in Dungey (1961) 
and Axford and Hines (1961). Kamide and Baumjohann (1993) give a current and 
detailed discussion of the subject. Further electric fields ai’e generated in the ionosphere 
by a dynamo effect, involving neutral winds forcing charged particles across the 
Earth’s magnetic field.

1.4 C harged  particle  m otions

The motion of a charged particle in a magnetic field under the action of an applied 
force is a subject well explained in most elementary texts on electromagnetism, e.g. 
Bleaney and Bleaney (1976). In the ionosphere electromagnetic forces and collisions

1.2



dominate charged particle motion. For a given particle of species ‘x ’ charge and 
mass ‘mx’, a simplified equation of motion is:

^  - V j  (1.1)

where Vn is the neutral velocity, %  is the x-neutral collision frequency and is the 
gyroffequency of species x. If %  < 0% the charged particles are strongly magnetised 

and move at the Hall drift velocity ExB/B^ (hereafter referred to as the ExB drift). A 
neutral wind will only move each particle parallel to B. If Ox > Ox the charged particles 

are dominated by collisions with the neutrals. A wind will move the particles with its 
own velocity. An applied electric field will force the particles parallel to E but at low 
speeds due to the numerous collisions with neutrals.

Currents will flow in the ionosphere if the electron and ion drift velocities are 
different. If conditions are such that both species move at the ExB drift their velocities 
are almost the same and any current is small, this situation arises in the F-region of the 
ionosphere. In contrast, in the E-region the ions are collision dominated and the 
electrons moves with die ExB drift Under these conditions large currents are possible.

1.5 H igh la titude plasm a convection

Observations of the plasma motion, e.g. Heelis and Hanson (1976), indicate that 
typical high latitude plasma flows consist of two cells as illustrated in Figure 1.2. The 
specific morphology of these flows is determined by the orientation of the IMF with 
respect to the geomagnetic field. General features are that there is flow of plasma away 
from sun across the polar cap and return flow, towards the sun, at lower latitudes. 
Since the convection pattern is fixed relative to the sun, an observer at a point P on the 
Earth will move under this convection pattern as the Earth rotates. From around 
magnetic midnight to late morning (-10.00 MLT) the observer will see predominantly 
eastward flows (dawn convection cell). From near magnetic noon to -23.00 MLT the 
flows are westward (dusk convection cell).

1.6 Aims of cu rren t research

The above brief description presents a picture of the plasma drifting through the 
atmosphere in a well behaved manner under the action of electric, magnetic and neutral 
wind fields, with smooth temporal and spatial variations in density. In reality, there are
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continuous perturbations in the density of plasma due to thermal fluctuations. It is 
possible to amplify these fluctuations through certain plasma instabilities. The free 
energy associated with an ionospheric current can feed collective fluctuations of scale 
sizes above the plasma Debye length and coherent wave-like structures (or 
irregularities) can occur. It is the characteristics of these irregularities, observed by 
radars in the E-region of the ionosphere, that is the subject of this investigation. In the 
next chapter the historical development of irregularity studies and a synopsis of current 
theory ai'e presented. An explanation of how radar can be utilised to detect irregularities 
will be the subject of Chapter 3 and Chapter 4 wiU describe the radar systems employed 
in this work. Finally the results of the radar obseiwations and their interpretation are 
presented.

It is the aim of this research to undertake a statistical study of irregularities at a 
number of irregularity wavelengths, to analyse the relationship between different 
irregularity parameters at a fixed wavelength and compare the results obtained at 
different wavelengths. The behaviour o f the irregularities will also be studied in 
comparison with other plasma parameters. This is important since iiTegularity 
characteristics are applied to the diagnosis of a large number of geophysical parameters, 
involved in the study of large-scale waves, plasma convection flows, pulsations and 
substorms, to give a few examples. These phenomena affect the ionospheric plasma 
and in turn alter the behaviour of the irregularities. If all of these geophysical 
phenomena are to be understood it is imperative that a better understanding of 
irregularities and the means by which they are measured is produced.
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Chapter Two

THE OBSERVATION AND THEORY OF IRREGULARITIES

2.1 In troduc tion

Ionospheric plasma irregularities, which give rise to coherent radar backscatter, are 
identified with inhomogeneities in the ionospheric plasma which have electron density 
fluctuation amplitudes greater than those due to random thermal motion. Such 
inhomogeneities affect the propagation of radio waves of frequencies well above the 
critical plasma frequency. A comprehensive review of the theoretical and experimental 
study of ionospheric irregularities has been carried out by Fejer and Kelley (1980). The 
work which will be presented here is concerned with small-scale irregularities (~ scale 
sizes < 100m) observed in the E-region of the Earth's ionosphere. The observation and 
physical characteristics of these small-scale phenomena are now reviewed.

2.2 F irs t detection

Amateur radio operators in the 1930’s were probably the first inadvertent observers 
of irregularities. At times, propagation paths over abnormally long distances were 
achieved with the best results being obtained with dh'ectional antennas pointed North. 
This propagation phenomenon was thought to be linked with visible aurora. Moore
(1951) studied the statistical occurrence of such early observations. The first E-region 
data originated from experimental work conducted by Harang and Stoffregen on 
December 16th 1938 at Troms0. With a broad beam vertical antenna they detected low 
power echoes from an equivalent height of 400-800km. It is now thought that these 
returns were due to backscatter from irregularities at low elevation angles. Their work 
was first reported in Nature, Harang and Stoffregen (1938).

The early observations were motivated by a strong belief that there was a 
relationship between the radio echoes and visible aurora. For this reason, the 
observations were often termed radio aurora. However, it was later found that radio 
and visible aurora were distinct phenomena. Dyce (1955) made observations at 
51.9MHz from Point Barrow 900km north of the auroral zone. He employed a 
continuously rotating antenna and found that 90% of the echoes originated from north 
of the radar site. The experiment also indicated, that an important factor in the 
observation of these echoes, was the need to look at low elevation angles. Such
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elevation angles provide look directions that are close to perpendicular to the Earth's 
magnetic field. Chapman (1952) determined the geometry for these observations and 
found it was necessary for the probing radar direction vector to be perpendicular to the 
magnetic field. To account for this aspect sensitivity, Booker et al. (1955) proposed 
that the radio aurora was due to signal returned from columns of ionisation parallel to 
the magnetic field.

Meanwhile, related research was being conducted at equatorial latitudes. Peculiar 
echoes were manifest in ionosonde data that were coined 'equatorial sporadic-E'. The 
first observations were reported in Berkner and Wells (1937) at Huancayo on the 
geomagnetic equator. The peculiar ionosonde signature of equatorial sporadic-E was 
strictly a daytime phenomenon. Its behaviour was different from sporadic-E observed 
at other latitudes. In particular, Matsushita (1951) noted that the critical frequency was 
related to the strength of the equatorial electrojet. An extensive study of this equatorial 
sporadic-E was conducted during the International Geophysical Year (1957-58), 
reported by Bowles and Cohen (1962). The study involved trans-equatorial radio 
propagation experiments and radar observations at 50MHz from Huancayo. 
Conclusions of this research were that Equatorial Sporadic-E phenomena were 
produced by irregularities in the equatorial electrojet, elongated along the magnetic 
field. Egan (1960) suggested that these equatorial E-region irregularities were similar to 
those observed with backscatter techniques in the auroral zone. Important work 
continued at Huancayo and at Lima (Jicamarca) in Peru with backscatter radars 
operating at 50MHz.

Having set the historical background to the first detection of irregularities, it is now 
appropriate to describe the properties of the E-region plasma üregularities responsible 
for these signal returns. The theoretical frameworks that have been constructed to 
account for the observations will be discussed and the current areas of research and 
points of intellectual conflict described.

2.3 P roperties of E -region irregu larities

All E-region irregularity data presented in this work have been derived from 
coherent scatter radar observations and the details of the experimental technique will be 
described in the next chapter. Alternative measurements are possible by, for example 
in-situ probes carried through the ionospheric plasma on rockets. Such probes can be 
constructed to determine electron density fluctuations, electric fields and particle drift 
velocities. Fejer and Kelley (1980) includes a description of these techniques. Other 
experimental techniques can determine related plasma parameters such as ion and
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electron temperatures and electric fields. Knowledge of these parameters can be of great 
assistance in irregularity studies. One such technique is incoherent scatter radar and this 
is also described in the next chapter.

Observations of full backscatter power spectra (for early spectral observations see 
Bowles, 1954, McNamara, 1955) quickly established that the irregularities did not all 
share common properties, but that it was possible to identify groups of different type. 
The observations in Peru led to the definition of Type (I) (Bowles et al., 1960) and 
Type (II) (Cohen and Bowles, 1967) iiregularities. Later observations provoked the 
introduction of Type (IE), first recognised by Fejer et al. (1984), and of Type (IV) first 
observed by Haldoupis and Sofko (1979) but the terminology was first adopted by 
Fejer et al. (1986).

Illusti’ations of these spectral types are given in Figure 2.1, where parts (a) to (d) 
correspond to Type (I) to Type (IV) irregularities respectively. The typical Type (I) 
irregularity presents a narrow backscatter spectrum. The width of the spectrum is less 
than the mean Doppler shift. The spectrum shape is skewed towards lower Doppler 
shifts. The sense of the Doppler shift is always in the direction of the plasma flow 
component along the radar line-of-sight. The equatorial observations indicated that the 
mean Doppler shift was usually about 300-400m/s, which is of the order of the ion- 
acoustic speed. This phase speed was constant over all elevation angles when looking 
east or west. In an equatorial geometry this corresponds to looking at different angles 
with respect to the plasma flow direction. Auroral observations presented similar 
findings. The auroral spectra have the same distinctive shape, but the mean Doppler 
shift is often larger than the values observed in equatorial experiments. Measurements 
of the plasma drift velocity in conjunction with Type (I) irregularities, indicated that the 
irregularities were only generated when the plasma drift speed was equal to or greater 
than a threshold speed identified as approximately the local ion acoustic speed (e.g. 
Nielsen and Schlegel, 1983, Kofman and Nielsen, 1990).

Type (II) irregularities, Figure 2.1(b), appear as broad spectra, peaked at small 
Doppler shifts. The spectral width is of the same order or greater than the mean Doppler 
shift. Their spectral shape is not noted for any systematic skewness. The phase velocity 
is proportional to the plasma drift velocity and also varies as a function of the angle 
between the plasma drift velocity and the direction of irregularity propagation.

The two other, more recent classifications, of irregularities have only been observed 
in high latitude experiments. Type (III) spectra are characterised by narrow spectra at 
phase speeds below the ion acoustic speed. Type (IV) spectra are also narrow but at
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high Doppler shifts, of the order of lOOOm/s. They tend to appear only for periods of 
short duration and often in conjunction with a second peak in the backscatter spectrum 
at a smaller phase speed that has the characteristics of a Type (II) irregularity.

2.4 The theory of E-region irregu larities

The existence of radar echoes and their aspect sensitivity provided impetus to the 
development of theory. Early ideas involved a link with visible aurora. To account for 
the poleward pointing directions and the low elevations that were required to observe 
irregularities at high latitudes a number of ideas were suggested. Harang and Landmark 
(1954) proposed the echoes were ground scatter, propagated by a smooth bottomed 
sporadic layer and hence could only be observed at low elevations. Currie et al. (1953) 
conjectured that the echoes originated from ionisation of a configuration that matched 
the auroral forms. In this model, no backscatter was observed at high elevations since 
at these angles a lot of absorption occurred in lower regions of the aurora. It was 
Booker et al. (1955) and Moore (1952) who suggested that the backscatter was due to 
columns of ionisation aligned parallel to the Eaith's magnetic field. Later Booker 
(1956) developed a theory that the irregularities were generated due to non-isotropic 
turbulence. It predicted that the irregularities are always elongated along the magnetic 
field with correlation distances of 5-lOm while perpendicular to the magnetic field the 
correlation distance is less than Im. The theory was able to account for the echo 
strength and aspect sensitivity but was unable to explain the observed Doppler shift 
(Bowles, 1954) of the returned signal relative to the transmitted frequency. Moore
(1952) suggested the precipitation of high energy protons down magnetic field lines 
might give rise to columns of ionisation similar to meteor trails. This idea floundered 
when radar echoes were observed in conjunction with homogeneous auroral structures 
and also because Booker (1956) had established that the columns of ionisation were 
only of the order of 10m long. In turn, Booker’s generation mechanism was questioned 
because it would produce irregularities with correlation distances that were larger 
perpendicular to the field than they were parallel to it. However, it was the development 
of further theories regarding turbulence and the operation of certain plasma instabilities 
in the ionosphere that were able to begin to talce account of the observations.

2.4.1 Instabilities in the plasma

The ionospheric plasma is in continuous random thermal fluctuation. The random 
fluctuations can be represented as the superposition of sinusoidal perturbations in the 
plasma density through all wave vectors k. Under appropriate conditions, the plasma 
can become unstable and the growth of density perturbations occurs, resulting in the
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generation of plasma waves. These plasma waves are electrostatic and longitudinal in 
nature. Their phase fronts align almost exactly parallel to the magnetic field, since the 
electrons are free to move in this direction and not perpendicular to the field. Also, the 
growth of the smallest scale waves propagating parallel to B is restrained by strong 
Landau damping. This results in ionised structures parallel to B similar to that 
postulated by Booker at al. (1955). Furthermore, since the waves are periodic density 
structures, a radar oriented to look perpendicular to the magnetic field will receive 
constructive interference from planes of ionisation spaced at X/2 intervals, where X is 
the radar wavelength. This process is analogous to Bragg scatter in a crystal. For a 
simple continuous wave experiment, the power in the signal will be related to the scatter 
cross-section of the irregularity and Doppler shifts of the signal will result from the 
phase propagation of the irregularity.

Important plasma instabilities are the two-stream and gradient-diift instabilities, 
which in the ionosphere have been associated with Type (I) and Type (II) waves 
respectively. The theory developed to describe these plasma instabilities will be 
discussed in the following sections. The origins of Type (III) and Type (IV) 
irregularities are not unequivocally established, possible mechanisms for their 
generation will also be discussed.

2.4.2 Instability mechanisms

The two stream instability arises if there is a significant differential flow between 
the ions and electrons, in excess of the local ion-acoustic speed. This is possible in the 
E-region since at these altitudes the ions are collision dominated with the neutrals up to 
around 120km and thus to first order stationary, while the electrons move at the ExB 
drift. The gradient drift instability requires a gradient in the background electron density 
of suitable orientation and a drift between the ions and electrons.

Dispersion relations for the plasma waves resulting from the plasma instabilities are 
readily derived by applying either kinetic or fluid plasma theory. The pertinent details of 
this will be presented in the next section. The conditions of excitation and physical 
properties of the stabilised irregularities can be predicted from the dispersion relation. 
To give a physical description of the action of the instabilities to produce a plasma wave 
and then their subsequent evolution is difficult and not necessarily worthwhile. The 
problem is more eloquently phrased in mathematics. A good description of the gradient 
drift mechanism can be found in Ossakow and Chaturvedi (1979). Kelly (1989) 
describes the nature of the two-stream instability. In generalised terms, the plasma 
irregularity will grow if the original density perturbation is augmented in some manner.
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More energy must enter the wave than leaves it through the operative damping 
mechanisms.

2.4.3 Linear Theory

Linear dispersion relations for the plasma waves can be derived by fluid e.g. 
Buneman (1963) or kinetic e.g. Farley (1963) means (kinetic methods must be applied 
if the sampling wavelength is of the same order or less than the ion mean-free-path). It 
is conventional to represent the amplitude (0 )  of the plasma wave in terms of an 

exponential function containing a time (t) varying and space (r) varying part as:

0(r,t) = 0oe-i(Q)+iir)teik.r (2. i )

Where co and y are the real and imaginary parts of the wave frequency, i.e. the angular 

frequency and the growth rate respectively and k is the wave vector. Linear theory e.g. 
Sudan et al. (1973) finds expressions for these important parameters of:

.

(1 + T)\^ Ui

where

T  = (2.4)

The symbols have the following meanings:
V D plasma drift velocity
Cs ion-acoustic speed
x>x frequency of collisions between species x and neutral particles
Wx gyroftequency of species x
8 angle between the irregularity wave vector and the direction of

the magnetic field (magnetic aspect angle)
L gradient scale length

with the subscripts ‘i ’ and ‘e ’ referring to ions and electrons respectively.

Equations 2.2 and 2.3 incorporate the description of both two-stream and gradient 
drift waves. The angular frequency o) is the same in each case. Equation 2.2 states that
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the irregularity phase speed (Cû/k) is equal to the component of the drift velocity in the 
direction of the radar line of sight, modified by a factor (1+W)-1. Thus the phase speed 

is always a little smaller than the drift speed of the plasma, even for those irregularities 
that propagate in the direction of the plasma flow. From the phase velocity measured by 
coherent backscatter radar, this relationship enables the plasma drift velocity to be 
estimated and hence the E-region electric fields can be calculated (Ecklund et al., 1977, 
Tsunoda, 1975). An important parameter in Equation 2.3 is the ion-acoustic speed Cg 
which is a function of both the ion and electron temperature (Ti, T@) and the mean ion 
mass <mi>.

p .5 )

where Yx is the specific heat ratio of species ‘x ’ and kg the Boltzmann constant

There are a number of observational characteristics that linear theory cannot account 
for. Linear theory predicts that there should be no generation of Type (H) irregularities 
of a wave number k > kc where

However, Type (11) waves have been observed at wavelengths that do not comply with 
this condition, e.g. Balsley and Farley (1973).

Linear theory also predicts that two stream irregularities will be generated at phase 
speeds close to the ion acoustic speed when the plasma drift speed satisfies the relation:

VocosO > (l+Y)Cs (2.7)

where û  is the angle between the plasma drift velocity and the direction of propagation 

of the irregularity. Above this threshold the irregularity phase speed will vary as 
described by Equation 2.2. Observations confirmed a threshold speed for two-stream 
irregularity excitation but the phase speeds were then observed to saturate at close to the 
threshold speed (e.g. Bowles et al., 1963, Abel and Newell, 1969). The linear theory 
is unable to account for this.
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2.4.4 Non-linear theory

To explain the observation of short wavelength gradient drift waves, the plasma 
must become turbulent with energy being transferred to small scale waves from larger 
waves. This occurs through the non-linear interaction of three waves k, k ' and k". With

Ik l~ l k 1 - lk la n d k  = k' + k ' (2.8)

Further to this, Sudan et al. (1973) adopting an equatorial geometry, calculated that the 
horizontal gradients of plasma density and vertical electron drifts associated with large 
(X ~ 50 to 100m) scale irregularities were sufficient to excite both gradient drift and 
two-stream waves propagating perpendicular to the plasma drift.

The derivation of a non-linear dispersion relation was required to account for the 
saturation of Type (I) phase speeds near the ion acoustic speed. There were a number 
of theories presented throughout the mid-seventies to account for the observations, a 
description of these can be found in Fejer and Kelley (1980). Much of this theory 
addressed the problem by focusing on Type (I) irregularities alone. Sudan (1983) 
developed a unified theory of Type (I) and Type (II) irregularities (in an equatorial 
context) incorporating suitable plasma turbulence theory. The theory was able to predict 
the power spectrum of Type (I) and Type (II) irregularities both in absolute magnitude 
and wave number variation, describe the width of Type (II) irregularities and the 
limitation in the Type (I) phase speeds. Following Dupree (1966), Sudan (1983) 
suggested that a wave-particle interaction was capable of transferring momentum from 
short wavelength waves to the electrons. This resulted in cross-field particle diffusion 
and the stabilisation of the two-stream waves.

The non-linear dispersion relation results from replacing Oe by o@ + Og* where Oe* 
is the anomalous electron collision frequency resulting from the interaction between the 
electrons and waves. Thus the only change in the dispersion relation comes in T  which 
is replaced by T  + W* as follows:
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'Ue"‘ is defined in terms of an anomalous diffusion constant D*, the details of which can 

be found in Sudan (1983).

Now as the wave grows the Y* term increases reducing the growth rate to zero and 

causing a shift in the phase velocity to keep it at Cg. Thus whenever the threshold 
condition 2.7 is satisfied, irregularities are generated with wave vectors perpendicular 
to the magnetic field in a fan of angle -dm about the plasma flow direction, dm is the 
solution of condition 2.7 when the left-hand-side is set equal to the right-hand-side. 
The two-stream waves generated propagate at close to the ion acoustic speed over all 
directions in which they are excited. Waves propagating with small k-parallel 
components will also exist, becoming more strongly damped as the magnetic aspect 
angle (5) decreases from 90°.

2.45 Application o f theory to auroral irregularities

The majority of the early theory was developed to explain observations of 
irregularities in the equatorial electrojet, predominantly at 50MHz. Extensions of the 
theory were later applied to explain irregularities observed at auroral latitudes. Fejer et 
al. (1984) first pointed out that there were important differences between the equatorial 
and auroral regions which limited the application of the former theories to the latter. Ion 
gyrofrequencies are twice as large at auroral latitudes and the plasma drift velocities can 
be significantly larger. The fluid theories also had the limitation of being inapplicable 
for wavelengths < Im  since k 'l ~ the ion mean free path and kinetic calculations need to 
be adopted. Schlegel (1983) developed a full kinetic theory and applied it to the auroral 
E-region, in order to help interpret observations from the Scandinavian Twin Auroral 
Radar Experiment (STARE) of Im  wavelength irregularities.

Observations of electron temperatures of more than twice the neutral or ion 
temperatures in the auroral E-region (e.g. Schlegel and St-Maurice, 1981) and in earlier 
work at equatorial latitudes (e.g. Weinstock and Sleeper, 1972), prompted the idea that 
unstable waves driven by large plasma drifts were able to heat the plasma. Robinson 
(1986) developed a theory that included wave enhanced diffusion in a situation where 
wave heating was important. This was achieved by modifying the electron energy 
balance equation to include terms describing the anomalous diffusion. An important 
aspect of the theory is that as the plasma drift increases the wave heating increases and 
the electron temperature is raised. This results in an elevation of the ion acoustic speed 
and so the Type (I) irregularities become stabilised at a higher phase speed. Figure 2.2 
is a plot of Cs against electron drift taken from Robinson (1986). This clearly
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Figure 2 2  Theoretical curves of the variation of the ion acoustic speed with the electron 
drift speed. The relationship has been calculated for five altitudes from the fluid theory of 
Robinson (1986).



emphasises an important point, that the ion acoustic speed is a strong function of the 
altitude in the scattering layer. The theory has been applied successfully to account for 
the STARE observations of Nielsen and Schlegel (1985) and Williams et al. (1992) has 
applied it successfully to observations of electron temperatures with EISCAT. 
Robinson and Honary (1990) extended Robinson’s (1986) paper to a full kinetic theory 
and investigated the variation of the irregularity phase speed with wavelength, aspect 
angle and flow angle.

2.4.6 Theories behind other spectra

The above theories do not readily account for Type (El) and Type (IV) spectra. In 
response to Type (III) observations at Ithaca with a 50MHz radar, Fejer et al. (1984) 
postulated that the irregularities occurred due to ion cyclotron waves generated by field- 
aligned currents. Haldoupis et al. (1985) and Prikryl et al. (1987) demonstrated that the 
Type (El) phase speeds correspond to angular frequencies close to the gyro-frequencies 
of 0+  and N0+. However, reservations about this mechanism soon developed. The 
observation of Type (IE) echoes was very sporadic, whereas field-aligned currents are 
usually present during active geophysical conditions. Furthermore, theoretical studies 
mdicated that the electron drifts required to drive the instability had to be of the order of 
100s of lans'l (Seyler and Pi'ovidakes, 1987). A more recent suggestion, Haldoupis et 
al. (1992), is that Type (IE) are just Type (I) irregularities excited under conditions 
where the threshold drift velocity has been lowered. Such conditions may arise in the 
presence of intense sporadic E. This would provide a strong destabilising gradient and 
a lowering in the ion-acoustic speed due to the presence of heavy ions like Fe+.

Similarly, Type (IV) waves were Erst suggested to be Type (I) irregularities 
occurring at an increased threshold speed. Under strongly driven conditions, the 
plasma waves reach large amplitudes and there is strong heating of the electrons. This 
increases the local electron temperature and thus the ion-acoustic speed (Fejer et al., 
1986). Alternatively, Zamitskiy (1989) postulated that the irregularities are in fact 
plasma waves with phase speeds close to the true ExB drift speed. Haldoupis et al. 
(1991) proposed that Type (IV) waves exhibit preferential phase speeds at twice the 
ion-acoustic speed. The generating mechanism would then involve two Type (I) waves 
pumping energy into the amplification of a Type (IV) wave.

2.5 T he in te rp re ta tion  of spectra

The theoretical ideas presented above are able to account for many aspects of the 
observations. However, this does not imply that all the problems regarding the
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understanding of irregularities have been resolved. The origin of Type (IH) and Type 
(IV) spectra is still an open question, which requires improved measurements to 
resolve. Characterising irregularities in terms of a strict Type (I) to (TV) nomenclature 
may preclude the best description and understanding of ionospheric irregularities, since 
many spectra have a combination of characteristics and cannot be readily identified as 
corresponding to a particular type. Furthermore, the typing of spectra is dependent on 
the irregularity exhibiting characteristics specific to the generated plasma instability. The 
spectrum can also be affected by limitations of the radar system and other properties of 
and influences on the probed plasma.

The majority of past work has concentrated on the interpretation of power and 
phase speed measurements. The width and degree of symmetry of spectra are further 
quantities that may have significant physical meaning but are currently not well 
understood. Spectral width observations will be of particular interest in this work 
therefore their interpretation is now reviewed.

2.5.1 Spectral widths

The broadening of a coherent scatter spectrum may occur due to the growth or 
decay of the observed irregularities, random turbulence in the plasma motion that 
modulate the irregularity phase speeds or from differential changes^ between stable 
patches of irregularities in the scattering volume. If the irregularities were long-lived 
waves that remained fixed relative to each other and persisted without decay for the 
duration of the integration time of the received radar signal, their spectra would be delta 
functions at a Doppler shift equal to the phase speed of the propagating wave. This is 
not what is observed.

If an irregularity is defined as in Equation 2.1 the form of the frequency spectrum 
can be established by taking the Fourier transform of 2.1, Le.:

F(m') = 4>.7T— TS---------
( C O - C O )  + y: (2.11)

Equation 2.11 describes a symmetric spectrum about © of full width at half 
maximum of 2y. This implies the spectral width is directly proportional to the 

irregularity growth rate. There are a number of problems with this model. Typically, 
the observed spectra are not symmetric. For two-stream waves that saturate at the ion-

t  Such changes may occur if the background plasma is modulated, for example, by a large scale gravity 
wave. This may induce periodic changes in the plasma density and plasma drift velocity.
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acoustic speed the growth rate is zero and this would result in no spectral width. 
Equation 2.11 does not take any account of the simultaneous observation of 
irregularities with different phase speeds, growth rates and amplitudes.

Hanuise et al. (1993) have conducted important work on how the correlation length 
of plasma motion affects the observed coherent scatter spectrum. These authors utilised 
scattering theory relevant to a non-uniform plasma following Holzhauer and Massig 
(1978). They derived two forms of coherent scatter spectrum; a Gaussian Doppler 
spectrum resulting from velocity dispersion and a Lorentzian spectrum, arising if the 
scattering wavelength was longer than the correlation length of the plasma motion. Data 
analysis techniques have taken account of such different spectral forms, e.g. Villain et 
al. (1987).

Each type of spectral shape exhibits different variations in the specU'al width as a 
function of the wave number. Gaussian spectral widths ai’e proportional to k^ while 
Lorentzian widths vary as k^. An alternative theory for the origin of the spectral width 
for two-stream irregularities was formulated by Sudan (1983). Sudan proposed that the 
spectrum was broadened due to the presence of random turbulence in the electron drift 
due to a backgi'ound of Type (II) irregularities. This theory predicts that the spectral 
width is proportional to k2/3.

2.6 Sum m ary

This review has described the historical development of the theory of coherent 
scatter and established the current theoretical description of ionospheric irregularities. In 
later chapters these theoretical ideas will be employed in the interpretation of 
experimental observations. In other cases, the experimental data will pinpoint 
shortcomings in cuiTent theory and areas where improvement is necessary will be 
suggested.
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Chapter Three 

EXPERIMENTAL TECHNIQUES

3.1 In troduc tion

The experimental observations of plasma irregularities to be presented in later 
chapters were obtained with coherent scatter radars. Supporting these observations, 
incoherent scatter radar measurements have provided important information regarding 
background plasma parameters. These radar techniques are now described.

3.2 C oherent backscatter rad a r

32.1 Geometrical considerations

As described in Section 2.4.1, the plasma irregularities are aligned parallel to the 
Earth’s magnetic field (B). Consequently, the propagation direction of the transmitted 
radio waves has to be peipendicular to the direction of the magnetic field to obtain the 
largest backscatter cross-section. This determines the observing geometry for a 
particular radar frequency.

The propagation of radio waves of frequency equal or greater to VHP (30- 
300MHz) is essentially rectilinear in the ionospheric plasma. Refraction of waves at 
these frequencies will only occur during large and rapid changes in refractive index 
such as in the presence of strong auroral arcs, e.g. Prikryl and Cogger (1992). In order 
to obtain orthogonality at equatorial latitudes, a VHP radar is restricted to looking only 
at elevations in an east-west magnetic plane. Figure 3.1(a). Observations both in the E- 
region and F-region ai'e possible. At auroral latitudes, VHP radar are limited to only E- 
region measurements. This is achieved by looking polewards at low elevations. 
Azimuthal variations of the order of ±10° are also possible while still maintaining the 
necessary condition of orthogonality. Figure 3.1(b).

HP (3-30MHz) radars have extra flexibility because refraction of these waves in the 
ionosphere allows orthogonality to be achieved in the E and F-regions at auroral 
latitudes. Figure 3.1(c) illustrates refraction in a vertical plane which allows the radar to 
be located equatorward or poleward of the scattering region. In addition, refraction in 
an azimuthal plane is possible. The benefits of HP refraction also present a problem.
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Figure 3.1 Radar geometries for observing irregularities, (a) equatorial location, (b) 
auroral VHF observation of E-region and (c) auroral HF observation of E and F region. 
Radar wavevector k.



The refraction leads to less certainty in the position from where the backscatter 
originates. This problem can be overcome, to some extent, by having local plasma 
density information and applying ray tracing techniques to determine the ray 
trtqectoiies, e.g. Villain et al (1984).

Coherent scatter radars rely on scatter from enhanced non-thermal plasma density 
fluctuations. The radar will detect irregularities of a wave number k:

kirreg ~ 2kr̂ JarCOS(OC/2) (3.1)

where a  is the angle between the transmitted and the received signal. The phase of the 
transmitted signal is preserved in a reference signal and is compared with the received 
signal, allowing the characteristics of the irregularities to be deduced. This is illustrated 
in Figure 3.2. Often the transmitter and receiver are co-located and the angle a  is then 

0° and the radar detects direct backscatter. More than one radar can be positioned to 
observe the same scattering volume from separate locations. This gives information 
about irregularities propagating in different directions. Thus radar systems are 
described as monostatic (single-station), bistatic and so on depending on the number of 
component radars.

To explain the principle of coherent detection let the received signal be of the form:

ri(t) = A(t)e%t4*) (3.2)

where <j> is the change in phase angle of the received signal relative to that transmitted 
and % is the angular frequency of the radar signal. Combining Equation 3.2 with the 
reference signal, which can be taken as

ro(t) = ei%t (3 3 )

the result is:

<ro*ri> = A(t)cos<|) + iA(t)sin<|> (3.4a)

or writing the real and imaginary parts as ‘x ’ and ‘y’ respectively:

<ro*ri> = X +iy (3.4b)
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It is trivial to extract the real and imaginary parts from this signal. This allows the 
calculation of the phase change and amplitude of the returned signal that results from 
scatter from the irregularity.

()> = tan-1 (3 j)

A(t) = +yZ (3.6)

3.2.3 Single pulse

A  ‘simple’ radar may involve the transmission of a single pulse of radiation of 
length X. If the correct geometry is satisfied, some of this energy pulse will be scattered 
back. The phase and amplitude of the scattered pulse can be established following the 
practical implementation of the principle of Section 3.2.2. The measurement of a 
solitary phase angles gives little physical information. The amplitude of the signal is 
related to the irregularity backscatter cross-section through the radar equation, detailed 
in Section 3.2.8. Furthermore, the transmission of a pulse will give range information 
about the scattering objects. The time for a transmitted pulse to propagate to a scattering 
object and be returned (tf : time-of-flight) is related to the range ‘R ’ by:

R = ^  (3.7)

Since the pulse has a finite length x, every time the returned signal is sampled the return 

will contain contributions from the pulse scattered from different ranges. This imparts a 
resolution limit to the range measurement of cx/2. To obtain good power measurements 
it is often necessary to average the returned signal over a number of pulse returns. This 
puts a lower limit on the time between each pulse transmission, known as the inter­
pulse period (IPP). The IPP is determined by the minimum and maximum range from 
which backscatter is expected. If the IPP is too small, returned signals from different 
ranges will reach the receiver at the same time, contributing to a phenomena known as 
cross-range noise (e.g. Whitehead, 1983). More powerful transmitters and more 
sensitive receivers will reduce the need for long returned signal integration times.

It is possible to obtain more information about the detected irregularities if a 
repeated sequence of pulses is transmitted.
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3.2.4 Double pulse

Two pulses are transmitted at a temporal separation of Tp, usually some integer 
multiple of t. Tp will be less than the IPP and thus will result in the introduction of 

cross-range noise to any measurement. Following the procedure in Section 3.2.2, the 
radar will be able to measure the power and phase of each pulse in the double pulse. 
Furthermore, the phase change A(j> from one pulse to the next can now be calculated. If 
the scattering irregularities remain correlated for longer than Tp then A0 will be related 

to the phase speed (Vph) of the observed plasma wave.

_ (distance moved by phase front)

A<(» = — (3. 9)

The measurement of the phase change will give the phase speed of the scattering object 
in the duration of observation.

3 2 5  Full spectral measurements

Transmitting a sequence of pulses and comparing each return with a reference 
signal will give extra information about the scattering object. This information is 
contained in the auto-correlation function (ACF) of the backscatter signal. To calculate 
the ACF products:

R(n.t) = <r*(tXt+nx)> (3.10)

are formed where n=0,l,2... correspond to successive lags. Typically the real and 
imaginary parts of this function resemble damped sinusoidal waves. Figure 3.3(a). A 
discrete Fourier transform of the complex ACF gives the backscatter power spectrum. 
Figure 3.3(b).

It is evident that the single pulse and double pulse methods provide information that 
is a subset of the ACF. The single pulse method is equivalent to the zeroth lag of the 
ACF, the double pulse method is an ACT consisting of just the zeroth and first lag.
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Figure 3.3 The real J l  and imaginary 1  parts of the backscatter autocorrelation function 
(ACF) (a). A Fourier transform of the ACF gives the power spectrum (b).
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Figure 3.4 Power spectrum illustrating the estimate of the first (mean Doppler shift) and 
second (width) spectral moment.



3.2.6 Continuous wave (CW) methods

If the transmitter and receiver are sufficiently separated in space the radar can 
operate in a continuous wave transmission mode. Transmitter and receiver separation is 
necessary to avoid direct detection of the transmitted signal by the receiver (i.e. with a 
pulsed system the receiver samples during the transmitter ‘o f f  periods). Provided the 
receiver and transmitter are correctly oriented to satisfy the necessary orthogonality 
condition then backscatter will be detected when irregularities are present. The receiver 
samples the continuously returned signal in whatever pattern desired, integrates for a 
chosen number of cycles and so constructs the ACF. This has the advantage of 
allowing a high time resolution. However, the lack of any definite structure in the 
signal means that no range information is available.

32 .7  Deduction o f irregularity parameters

The output of a coherent backscatter radar is the ACF of the backscattered signal. 
To illustrate how this relates to the properties of a wavelike plasma irregularity it is 
helpful to consider the following idealised situation. Assume that the pulse returns 
originate from the same plasma wave at a fixed point in space. The phase change from 
pulse to pulse then represents the change in phase of the wave at that point. 
Furthermore, the power in each successive pulse is related to the time evolution of the 
amplitude of the wave.

Let us consider the time variation of the irregularity to be of the form

<I» = 0oe-i((a+iy)t (3.11)

The amplitude of this wave will exhibit a sinusoidal variation with a period of lit/cû. 
The maximum amplitude will decay at a rate equal to y. Pulses scattered from such an 

irregularity will contribute to an ACF mirroring the properties of this wave. The power 
in the zeroth lag will be related to the maximum amplitude of the wave %  i.e. at t=0. 
The rate o f the change in phase angle of the ACF will give Cù. The decay rate in the 
absolute power of the ACF will give the growth rate y. Thus it is possible to establish 
irregularity properties from the ACF.

In practice, the radar returns are more complex. The scattered signal contains 
contributions from a scatter volume distributed in range, height and azimuth. The height 
and azimuth extent results from the finite beam-width of the radar. The scatter volume 
is filled with irregularities that may grow and decay at different rates, propagate at
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different phase speeds with different amplitudes. All this information becomes 
absorbed into each radar measurement. The result is a measured ACF that does not 
correspond to the ideal model of Equation 3.11. To obtain the mean Doppler shift and 
power the procedure above will work. To estimate the decorrelation in the signal relies 
on choosing a function that fits the data best. The two types of function to apply 
(Section 2.5.1) are a Lorentzian or Gaussian decorrelation;

g-i(û)+ir)t (Lorentzian) (3.12a)

g-io3f-(pt) (Qaussian) (3.12b)

On occasion a combination of these functions gives the best fit.

Another approach is to obtain this information from the backscatter spectrum. The 
irregularity parameters are related to moments of the spectrum. The zeroth, first and 
second moment (MO are defined for a power spectrum F(co) as follows:

Mq = j" F(co)do) (3.13a)

Mj = Û) = J*coF(co)d© (3.13b)

M% = [(m - m)^F(m)dm (3.13c)

The zeroth moment is the area under the spectrum which is the total power scattered 
back to the receiver. The first moment is the mean Doppler shift, equivalent to the 
average phase speed of the irregularities observed. The second moment of the spectrum 
gives its mean square width. If a Fourier transform of Equation 3.11 is performed, the 
result is a Lorentzian spectrum of a full width at half maximum equal to 2y. Thus 

irregularity parameters can be determined from the spectrum.

Integrating the Equations 3.13(a) to 3.13(c) numerically is a time intensive process 
requiring large computing resources. In practice the spectral moments are estimated by 
different means. Figure 3.4 illustrates how the mean Doppler shift can be estimated as 
the Doppler shift at the midpoint of the two half power points on the spectrum. The 
spectral width can be estimated as the width of the frequency spectrum at the half­
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power points. To calculate power, it is simplest to take the power of the zeroth lag in 
the ACF.

Higher moments give further information about the shape of the spectrum. The 
physical meaning of the higher moments becomes increasingly obscure. For example,
the third moment is the skewness of the spectrum. Skewness describes the symmetry 
of the spectrum about its mean Doppler shift. Both Gaussian and Lorentzian spectra, 
which have a physical basis as described in Section 2.5.1, have zero skewness. Values 
of non-zero skewness indicate deviations from either of these models. Reasons for the 
origin of skewness include the simultaneous observation of multiple spectra at different 
Doppler shifts or the phase velocity and growth rate of an irregularity may change as 
the irregularity evolves.

5 J .8  The roddr

The backscatter power measured is dependent on a number of factors in addition to 
the irregularity cross-section. The important relationships are summarised in the radar 
equation:

where
Ps power received
Ft power transmitted
Gt transmitter gain
At effective area of receiving antenna
Vs volume of scatter region
<J irregularity cross-section

ri transmitter to scattering region distance
T2 scattering region to receiver distance

5.2.9 /(eof systems

Practical systems have to achieve a compromise between such influences as the 
optimum design, the available financial resources and the desired geographic location.
The behaviour of the resulting non-ideal systems will be illustrated in Chapter 4 where 
the coherent backscatter radars employed in this study will be discussed.
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It is possible to measure the power and phase angle of each returned lag to good 
accuracy. Current radars under development can measure phase angles at a sensitivity 
approaching a thousandth of a radian (J. Thornhill (1993) private communication). 
Thus the backscatter power, Doppler shift and Doppler broadening of the returned 
signal can be well quantified. However, the interpretation of these parameters as an 
irregularity cross-section, an irregularity phase speed and a measurement of the 
coherence of the scattering object respectively is subject to unknown errors dependent 
on how well current theory can describe the irregularity behaviour. How much the 
measured irregularity parameters differ from their true values is a difficult problem to 
resolve, without independent comparative measurements.

3.3 Incoherent Scatter

The principles of incoherent scatter radar and the implementation of the technique 
have been extensively discussed, e.g. Evans (1969), Beynon and Williams (1978), 
Rishbeth and Williams (1985). Here it is sufficient to present the basic physics of the 
technique and describe what information can be obtained. Specific practical details will 
only be introduced later, as necessary.

The spatial charge distribution in a plasma is determined by the effective potential 
field of all the charged particles present. Calculation (e.g. such as first by Debye and 
Hückel, 1923) predicts the potential of a given charge is effectively screened by the 
induced field of the other particles at a distance from the particle greater than or equal to 
a distance called the Debye length ‘D ’ where,

D = (3.15)

D is an important scale length for a plasma, especially in relation to the wavelength of a 
probing electromagnetic wave.

In the ionospheric plasma the free charges consist of electrons and ions such as 
0+,02+ and N2+ (for more details see Rishbeth, 1988). The Debye length varies from 
about 0.3cm at the F-region peak to 6cm in the lower E-region and at altitudes in excess 
of 2000km (Beynon and Williams 1978). If the radar wavelength is shorter than the 
Debye length scatter from individual particles occurs. If the radar wavelength is greater 
than the Debye length the scatter is from larger scale structures. The thermal motion of 
the particles takes the form of ion-acoustic and electron-acoustic plasma waves. These 
constitute structure from which transmitted radio waves (1 > D ) will scatter.
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The ion-acoustic and electron-acoustic waves propagate in all directions at a variety 
of wavelengths. They are strongly quenched by Landau damping and thus their 
scattering cross-section is small (in fact, of the order of the electron cross-section, 
10'28m2). If observation is to be successful then high power transmitters and sensitive 
receivers are required. There are no aspect angle requirements as necessary for coherent 
backscatter radars. A Bragg condition for scatter will be met provided the transmitter 
and receiver both look into the same volume.

To illustrate the pai’ameters that an incoherent scatter radar can measure it is 
instructive to refer to a schematic of a incoherent scatter spectrum drawn in Figure 
3.5(a). All components of the spectrum ai’e shifted due to the background drift of the 
plasma. The double-peak corresponds to ion acoustic waves propagating towards and 
away from the radar. The two peaks at larger Doppler shifts are due to electron acoustic 
waves. The position of these peaks can be measured to give directly the component of 
the plasma drift velocity in the line of sight of the radar, the ion acoustic speed and the 
electron acoustic speed.

Further information can be derived from the spectrum such as the ion and electron 
temperatures and the electron density. In practice, this is achieved by calculating a set of 
theoretical ACFs by assuming a given composition model for the ionosphere and a 
velocity distribution function. Each measured ACF is compared to this library of 
theoretical ACFs to find the closest fit. Figure 3.5(b) illustrates how features of the 
spectrum are related to these other derivable parameters.
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Chapter Four 

RADAR SYSTEMS

4.1 Introduction

The bulk of the data to be presented in this work originates from three coherent 
radar systems; the Wick radar of SABRE, the Hailey radar of PACE and COSCAT. 
Each radar has a different operating frequency and is hence sensitive to a different 
irregularity wavelength. Table 4.1 summarises the operational parameters of each radar 
and Figure 4.1 depicts the radars’ geographical locations. The following sections 
provide a detailed description of the important aspects of each radar.

SABRE

(Wickl

PA CE

(Hailey)

COSCAT

Irregularity wavelength 

/m

1 7-20 0.16

Normal programme Double pulse Multipulse Sample CW

Routine measured Power Power Power

parameters Doppler velocity Doppler velocity 

Spectral width

Doppler velocity

Spectral width

Range resolution/km 15 SO None

3dB point serration 50* transmit 

3.2* receive

2J'at20MHz

6* at 8MHz

4* transmit 

12* receive

Temporal resoIution/s 20 5 5

Beam geometry Co-located transmitter 

and receiver. Receive 

simultaneously over 

eight beams.

Transmit and receive on 

same beam.

Beam electronically 

steered

Spatially æparated 

transmitter and receiver.

Table 4.1
A comparison between the SABRE, PACE and Hailey radar systems.
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4.2 SABRE

The Sweden and Britain Auroral Radar Experiment (SABRE), Nielsen et al. 
(1983), came into operation in 1982. It consisted of two coherent radars, one located at 
W ick (58.4°N,-3.1°E) and the other at Uppsala (59.9°N, 17.7°E). Each radar forms an 
array of 16 beams that permeate a volume of the E-region between approximately L 
shells of four and six, illustrated in Figure 4.2. A transmitter at each site illuminates the 
observed volumes and the backscattered signal is received on the middle eight beams of 
the receiving array. Observations are restricted to the middle eight beams since these 
have magnetic aspect angles of 90±2°, moreover, the outer beams suffer from poor 
side-lobe suppression. The radars operate at slightly different frequencies, Wick 
153.2MHz and Uppsala 142.6MHz, to avoid one radar detecting the signal of the 
other. The common viewing volume for each radar encompasses geographic 
coordinates of 0° to 12°E in geographic longitude and 64°N to 68°N in geographic 
latitude, corresponding to an area of 2xlO&m^. Along each beam, 50 measurements 
are taken between a starting range of 495 to a final range of 1230km at a resolution of 
15km. The beams are separated by 3.6° centre to centre and are 3.2° wide at the 3dB 
points. Routine operation consists of double pulse transmissions with an integration 
period of 20s. This gives measurements of backscatter power and line-of-sight Doppler 
velocity for a maximum of 400 range cells for each radar (8 beams x 50 ranges). In the 
common volume of the two radars, the line-of-sight velocities are combined to give an 
estimate of the plasma drift velocity, e.g. Greenwald et al. (1978).

Studies of the double-pulse data have already been undertaken, notably Mattin and 
Jones (1986), M attin and Jones (1987) and Waldock et al. (1985). Additional 
experimental programmes that have been conducted which include EISCAT/SABRE 
experiments (discussed fully in Chapter 6) and SABRE spectral measurements (Mode 3 
data). In many cases, the data from SABRE are from a single station only. This is 
because either only one station was operating or the special programme was conducted 
from one station only. Furthermore, in 1986 SABRE was reduced to a monostatic 
system, owing to the decommission of the Uppsala radar.

42.1  Wick spectral measurements : Mode 3 data

In this mode, the radar transmits a series of 14 double pulses with increasing 
separation that allows the calculation of a 15 point auto-correlation. Details of this 
method are reported in Schlegel et al. (1986). Due to memory limitations of the radar 
computer these measurements are not performed over all 400 range cells. Two 
procedures have been adopted in practice. Either ACFs are measured for the middle 25
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ranges and middle 4 beams (lOOpts) or the most distant 16 ranges and middle 6 beams 
(96pts). The ACFs are written to magnetic tape for later analysis at Leicester. Four 
ACFs were recorded for each beam at ranges in excess of 1400km, where no 
backscatter is expected, to provide a measure of the noise within an ACF. In addition to 
this, double-pulse measurements are available for all 400 range cells.

The data analysis involves a Fast Fourier Transform (EFT) of the ACF to give the 
backscatter spectrum (original code by Ridge and Schlegel (1986), incorporating a 
NAG algorithm). The backscatter power is calculated from the zeroth lag from the 
ACF. The Doppler velocity is estimated as the shift in the spectrum midway between 
the two half power points and the spectrum width has been taken as the full width at 
half maximum (cf Figure 3.4).

4.22 Data quality and resolution

Owing to cross-range noise the signal to noise ratio that can be achieved with the 
transmission of one double pulse can be no better than 3dB. For this reason, a large 
number of double pulses are averaged in each measurement and all resulting power 
measurements of less than 3dB are discarded. The power threshold on occasion needs 
to be set higher. This arises due to the limited dynamic range of the Wick receivers. The 
gain of the receiver for a given beam is set automatically in response to the highest 
power in that beam. If there is a large range of powers, poor estimates of irregularity 
parameters are obtained for those of lower power. This is overcome by setting the 
power threshold to be 20dB lower than the maximum power in the beam (Thomas 
(1993) private communication). This type of problem arises in less than 5% of the data.

Since Mode 3 operation involves the transmission of a sequence of double pulses, 
the noise floor for each point measured on the ACF is 3dB. In the analysis just the 
zeroth order lag is checked against the threshold. The integration time is extended to 
three times that of the double pulse technique (i.e. 60s) in order to improve the signal to 
noise ratio of all the lags.

For the SABRE Mode 3 data to be presented in this work, a lag spacing of 400|is 
was adopted. The resulting derived power spectrum has a separation between 
individual points of 7 8Hz. A frequency shift (Af) can be converted to a Doppler shift in 
velocity (Av) through the expression:

Af Av
7 f

transmitter C
(4.1)
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For Wick this gives a point to point resolution of 78m/s. The minimum spectral 
width that can be resolved is half the point to point separation, i.e. 39m/s.

4.3 H ailey

Hailey is one of two HF coherent backscatter radars that comprise the Polar Anglo- 
American Conjugate Experiment (PACE), Baker et al. (1989). Hailey is located at 
76°S, 27°W in Antarctica. The other radar is at Goose Bay in Labrador at 53°N, 60°W. 
The field of views of each radar encompass regions of the same magnetic local time and 
opposite geomagnetic latitudes. PACE makes it possible to investigate conjugate 
behaviour of geophysical processes in the ionosphere of the Eaith 's Northern and 
Southern Hemispheres. However, this is a difficult task, since the configuration of the 
geomagnetic field is very variable, especially at high latitudes due to the coupling 
between the ionosphere, magnetosphere and solar wind.

Goose Bay has been described in Greenwald et al. (1985) and the Hailey radar is 
similar. It consists of an array of 16 broad band log-periodic antennae employed for 
both transmitting and receiving. The signal produced by each antenna is phase shifted 
in order to produce a single beam. The beam can be electronically steered to point in 
any one of 16 directions sepaiuted by 3.3°. A seven pulse sequence is transmitted 
which allows the determination of a 17 lag ACF. Typically, the radar integrates the 
signal for 6s, collecting data for 50 ranges at an approximate resolution of 50km. The 
controlling hardware allows real time manipulation of the radar parameters such as 
frequency and pulse length. Early memory limitations resulted in only the top 20 
powers measured along the beam being recorded for each integration period. New 
hardware development has surmounted this constraint. Scanning the beam through all 
pointing directions allows large spatial maps of irregularity parameters to be constructed 
every 96s which is the time talcen to sweep the field of view. Hailey operates in the HF 
band from 8 to 20MHz and can observe both in the E- and the F-regions. The E-region 
observations tend to be restricted to the first 10 ranges accessible to the radar. Further 
ranges are filled with observations from F-region altitudes. The effect of HF 
propagation on determining the location of the coherent echoes has been studied by 
Villain et al. (1985) with the Scandinavian and French Auroral Radar Investigation 
(SAFARI) and EISCAT. Errors in the positioning of backscatter returns, when no 
electron density information was available, were postulated to be of the order of a few 
tens of kms. This error wiU increase when tilts and gradients in the electron density are 
present as is often the case in the auroral zone ionosphere.
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The data to be presented in this work predates the hardware developments that 
obviated the memory limitations. Only E-region observations have been utilised and 
were obtained by selecting just the first six ranges of observation.

Data analysis relies on study of the ACF and the standard technique for analysing 
the PACE data has been described in Villain et al. (1987). The method estimates the 
backscatter power, irregularity phase speed and spectral width. Errors in the parameters 
arising from the fitting technique are typically no greater than 5%. The point to point 
separation in a Doppler spectrum is typically 60m/s.

4.4 COSCAT

The coheren t SCATter experiment (COSCAT) is an innovative coherent radar 
system created by adding a 500W transmitter to the EISCAT facility. The project is a 
joint initiative between the Max-Planck-Institut fur Aeronomie, The Ionospheric 
Physics Group at Leicester and the Physics Department of the University of Oulu. 
Figure 4.3 illustrates the observing geometry of the transmitter (positioned at Oulu 
(64.97°N, 25.67°E)) and the EISCAT receivers. The radar illuminates a volume of the 
E-region where it is calculated that the EISCAT receivers can obtain pointing directions 
close to orthogonal to the magnetic field. A detailed description of the COSCAT system 
is given in McCrea et al. (1991).

COSCAT undertakes two modes of operation termed PASSIVE and ACTIVE. In 
PASSIVE operation the EISCAT receivers act as passive detectors of the signal 
transmitted from Oulu and scattered from the irregularities. The receivers can observe a 
fixed point or make spatial scans in azimuth and elevation. In ACTIVE experiments, the 
EISCAT transmitter at Tromsp illuminates a volume of the ionosphere and the 
incoherent scatter technique provides measurements of other plasma parameters in 
conjunction with the irregularity measurements. Results from PASSIVE and ACTIVE 
experiments will be found in Chapter 5 and Chapter 7 respectively.

The EISCAT receivers record ACFs of the backscattered signal. A typical 
procedure, as for example applied to PASSIVE experiments, is for four signal ACFs 
and a noise ACF to be recorded on two channels of each receiver. The noise ACFs are 
subU'acted from the signal ACFs. The ACFs from each channel are added to reduce 
system noise that is uncorrelated between the two channels and then integrated for a 
period of 5s. In Leicester, the ACFs ai'e converted to spectra and the moments of these 
are estimated from which irregularity parameters are derived. Errors in the estimation of 
irregularity pai'ameters, arising from the analysis technique, are no greater than 2%.
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Chapter Five 

OBSERVATIONS OF RADAR SPECTRA

5.1 In troduc tion

Observations of E-region spectra with SABRE, COSCAT and PACE (Hailey) are 
presented and discussed. The backscatter spectra have been characterised by their 
spectral moments as described in Chapter 3. A statistical study of the spectral moments 
of each radar has been conducted and comparisons made between the results obtained 
from the different radars. This gives insight into the variation of irregulaiity parameters 
due to changes in radar wavelength and the geophysical observing conditions. A study 
of the relationships between the principal spectral moments at a fixed wavelength has 
also been undertaken.

Schlegel et al. (1986) carried out a statistical study of the spectral data observed at 
Wick in 1984. In the present study, the spectral data have been extended beyond that 
available to Schlegel in two ways. Firstly, simultaneous double pulse 'data were 
available from Uppsala for part of the observing time (1986 day 72). This enabled the 
flow angle to be estimated during these periods. Secondly, for one Mode 3 campaign 
EISCAT data from above the SABRE field of view were available (see Chapter 6). The 
first results from the COSCAT experiment were discussed by McCrea et al. (1991). In 
this thesis further results are reported that have significantly expanded the original data 
set, allowing the general properties of 16cm wavelength irregularities to be more clearly 
established. Furthermore, experiments that include the simultaneous measurement of 
incoherent scatter data with EISCAT are discussed in Chapter 7. Studies of E-region 
data with the PACE HE radar have been made, notably Villain et al. (1987) and Villain 
et al. (1990). However, Villain’s work consisted of observations in the Northern 
hemisphere from Goose Bay. Statistics for the Antarctic PACE radar located at Hailey 
are presented here.

5.2 B ackscatter sta tistics

5.2.1 Occurrence o f backscatter

The diurnal distribution of backscatter for each radar has been established by 
evaluating the total number of backscatter occurrences for every hour of Universal Time 
in the day. An occurrence is defined as sufficient integrated signal, returned from the
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ionosphere, that has a power greater than the noise threshold for the radar. Histograms 
of the number of occurrences in each hour are displayed in Figure 5.1.

The Wick histogram (Figure 5.1(a)) is compiled from approximately lOOhrs of 
Mode 3 observation from all points in the field of view. The data originates from two 
periods: (1) from 1986 day 8 12:34UT to 1986 day 14, 03:32UT and (2) from 1986 
day 59, 12:33UT to 1986 day 73, 19:05UT. No irregularities were observed between
05.00 to ll.OOUT. Occurrences maximise around 17.00 to 20.00UT and then fall to a 
local minimum between 21.00 and 22.00UT. The spectral data statistics for Wick can 
be compared with the occurrence statistics for the Wick double pulse data. Figure 
5.1(b). The double pulse statistics consist of minute averages, for one point in the Wick 
field of view, taken over a period of 8 years. In these data, the period from 05.00 to 
ll.OOUT of no spectral observations corresponds to a broad minimum in the number of 
returns. Otherwise the form of the spectral backscatter histogram is similar to that for 
the more abundant double-pulse data.

In assessing the COSCAT observations. Figure 5.1(c), the distribution in time of 
radar operation must be taken into account. This is plotted on the histogram as a 
contiguous line. Most COSCAT occurrences arise during two intervals 01.00 to 
04.00UT and 15.00 to 17.00UT. There is a distinct minimum between 17.00 and 
20.00UT. No significance can be attributed to the broad minimum between 05.00 and 
12.00UT since COSCAT never operated during this period of the day. In Figure 5.1(d) 
the number of backscatter occurrences have been divided by the minutes of observation 
in the same hour and the total distribution has then been normalised. This reveals the 
maximum in coherent scatter occurrence at 15.00 to 16.00UT is exaggerated by the 
number of observations in that hour. The backscatter occurrence maximum is between
14.00 and 15.00UT. There is a second maximum between 01.00 to 04.00UT.

The Hailey histogram. Figure 5.1(e), contains data taken from 9 months of 
continuous observation. These data were available in a condensed data-base created by 
Leonard (1991). The diurnal distribution of the E-region Hailey data, contains a large 
asymmetry in the number of occurrences before and after 12.00UT. More irregularities 
are observed between 00.00 and 12.00UT than in the remaining 12 hours of the day. 
This is a result of the experimental programme executed at Hailey and does not reflect 
any physical property of the irregularities. The radar operating parameters are usually 
altered at noon so that the radar field of view follows the expected location of the 
auroral oval. This feature has been incorporated into the radar operation since it is 
thought that the location of backscatter is coincident with the position of the auroral oval 
(e.g. Tsunoda et al., 1976). One result of this policy is to bias the measurements
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towards fewer observations of E-region spectra in the afternoon. With this asymmetry 
in mind, the Hailey histogram exhibits a broad minimum in occurrence centred about 
13.00UT. The possibility of a further minimum exists between 00.00 and 03.00UT.

The following table summarises the temporal location of the minima in each 
histogram.

Broad minima N arrow  minima

W ICK

COSCAT

HALLEY

05.00 - 11.00 UT

no observations 

13.30 ±1.00 UT

04.40 -10.40 MLT

no observations 

09.30 ± 1.00 MLT

22.30 ±1.00 UT

18.30 ±1.00 UT 

0.00 - 03.00 UT

24.00 ± 1.00 MLT

22.00 ± 1.00 MLT

21.00 -24.00 MLT

Tob/gJ.f

The time of each minimum is measured from the histograms in universal time. In 
Table 5.1 these have been converted to the magnetic local time in the middle of the 
radar’s field of view. In some cases it is not possible to identify the centre of a 
minimum and a range of times is given. The minima occur during similar periods of 
magnetic local time for each radar.

The next sections discuss the statistics of the three principal spectral moments, 
which constitute the backscatter power, phase speed and spectral width. The nature of 
the background plasma convection pattern (see Section 1.5) determines two distinct 
regimes during which backscatter observations are made. Namely when the plasma 
drift is predominantly in an east-to-west direction or a west-to-east direction. For the 
Wick and COSCAT data positive Doppler shifts (V>0) in the coherent scatter returns 
correspond to east-to-west plasma flow while negative Doppler shifts correspond to 
west-to-east plasma flow. Thus, in subsequent analysis, the two Doppler shift regimes 
are considered separately. However, for the Hailey radar, the beam look directions are 
close to perpendicular to the plasma flow direction, this makes it impossible to 
unequivocally determine the direction of the plasma flow from the sense of the coherent 
scatter Doppler shift for the Hailey data.

5 2 2  Backscatter Power

The histograms of backscatter power for each radar, Wick, COSCAT and Hailey 
are illustrated in Figure 5.2(a). The power distributions are skewed and Gaussian in 
shape. Most occurrences are at low powers, while there is an extended tail of fewer 
backscatter observations at higher powers. Calculation of the mean observed powers
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and the root-mean-square deviation of the data about this mean, gives the following 
values:

RAD AR POWER/dB

V>0 V<0

CO SC A T .12 ± 5 -11 ± 6

W ICK 17 ± 8 14 ± 8

HALLEY 1 1 ± 8 1 1 ± 7

The entries in the table are the mean power observed and the standard deviation of the observations, the 

later tables for phase velocity and width follow this format. V>0 and V<0 refer to the sign of the 

coherent scatter Doppler shift

J J  f  Aajg vg/ocify

The Wick and COSCAT phase velocity histograms are similar. They are 
characterised by two distributions in each flow regime, Gaussian in shape, centred 
about ± 400m/s and of the same width. The calculated mean values are given in the 
following table:

RA D A R p h a s e  v e l o c it y  (m/ s )

V>0 V<0

CO SC A T

W ICK

HALLEY

340 ± 160 

460 ±  160 

220 ± 310

-360 ± 150 

-420 ± 150 

-180 ± 290

Further to this, the COSCAT data contain a number of spectra at around zero 
Doppler shift. Some of these results arise due to observed backscatter at zero velocity 
that were later identified with tropospheric scatter directly from the Troms0 transmitter. 
At other times double peaked spectra, with components at ± Doppler shift were 
observed, e.g. the spectrum in Figure 5.3. In moment analysis of such spectra, the two 
peaks are not resolved and a velocity estimate near zero is obtained.

The Hailey phase speed observations are markedly different to those of COSCAT 
and Wick. 50% of Hailey occurrences are at a phase speed of less than 200ms'l. The 
number of occurrences decreases rapidly at higher velocities. This pattern is true for
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both positive and negative Doppler shifts. In addition there are localised peaks in the 
number of occurrences at ±  900m/s.

5.2.4 Spectral width

Spectral width statistics are given in the following table, the histograms for each 
radar appear in Figure 5.2(c).

RADAR SPECTRAL WIDTH (m/s)

V>0 V<0

COSCAT

WICK

HALLEY

250 ± 190 

280±360 

1301130

300 ± 120 

3201200 

1301130

Table 5.4

An asymmetry between the occurrences for each flow regime is evident for the 
Wick and COSCAT radars. The mean spectral width is smaller (approximately 85%) 
for the (V>0) regime than for (V<0). Other differences are evident by looking at the 
shape of the histograms. In the case of the Wick data set studied by Schlegel et al. 
(1986), the spectral width histogram was narrower for positive Doppler velocity than 
for negative Doppler velocity. The same is true throughout data sets for both Wick and 
COSCAT. Taking the full width at half maximum for each histogram (Hailey included) 
results in the following figures;

FWHMof
HistogrîunAns'l

COSCAT WICK HALLEY

V > 0 60 150 125
V < 0 160 275 125

The (able gives the width at half maximum (in m/s) for each of the spectral width histograms of Figure 

5.2(c).

There is a greater spread in the measured width for observations during west to east 
plasma drift (V<0) conditions. The standard deviation results (Table 5.4) do not 
suggest this, the standard deviation of the data about the mean is greater for the (V>0) 
cell than the (V<0) cell. This is a result of the long tail on the (V>0) spectral width 
distribution. The Hailey histograms of spectral width do not exhibit any asymmetry 
with respect to the sign of the Doppler shift
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5.2.5 Irregularity types observed

The Wick and COSCAT statistics are consistent with the observation of Type (I) 
iiregularities. The spectral width is smaller than the mean Doppler shift, which is of the 
order of the ion-acoustic speed. In contrast, the Hailey radar detects low phase speed 
Type (II) irregularities. The reasons for the different observations between each radar 
system are likely to have a geophysical origin. The orientation of the Hailey radar is 
such that the radar beams point close to perpendicular to the direction of the local L- 
shells. Thus observations are predominantly perpendicular to the plasma flow direction. 
This results in the observation of gradient drift irregularities propagating at velocities 
that are a small component of the plasma drift velocity. Under these circumstances Type 
(I) irregularities could only be detected during conditions of high plasma flow speeds 
when the maximum angle at which irregularities could be excited in a plane orthogonal 
to B is enlarged. Under such strongly driven conditions an elevation in the local ion 
acoustic speed would be expected and the phase speed of the irregularities would be 
large. This could account for the two peaks in the Hailey phase speed distribution at 
±900m/s, Figure 5.2(b). In comparison, Wick and COSCAT observe irregularities at 
smaller angles to the flow and are thus sensitive to Type (I) irr-egularities at lower phase 
speeds.

5.3 The behaviour of the spectral w idth w ith respect to o ther irregularity  
param ete rs

In this section, a study is made of the relationship between the spectral width and 
the irregularity parameters of wavelength, backscatter power and phase speed. Statistics 
and comparisons to various theoretical models are also presented here. The sections that 
concentrate on the inter-relationships between the spectral width and other specti’al 
moments are based on statistics compiled chiefly from the Wick spectral measurements. 
Where possible, the study made with the W ick data is compared with similar 
measurements from the COSCAT and Hailey data sets.

5.3.1 The relationship between spectral width and wavelength

Multifrequency studies of irregularities were initially undertaken by Leadabrand 
(1964), who measured the wavelength dependence of backscatter power with a 
coherent radar in Fraserburgh, Scotland. Studies of the wavelength dependence of 
spectral width were first conducted in the equatorial electrojet by Balsley and Farley 
(1971), who measured irregularities at radar frequencies of 16, 50 and 146MHz. They 
were unable to make any definitive conclusions concerning spectral width. All their
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16MHz data consisted of spectra that were composites of Type (I) and Type (H) 
irregularities. Their observations at 50 and 146MHz indicated that the frequency widths 
were consistently larger at the higher wave number. Hanuise and Crochet (1981b) 
made spectral measurements at radar frequencies of 30 to 300MHz and fitted a power 
law to the relationship between width and irregularity wave number of the form k" and 
found an index n = 0.7.

The average spectral width calculated from all the available data has been 
established for the Wick, COSCAT and Hailey radars. Further to this a mean spectral 
width observed at a radar frequency of 398MHz has been deduced from the work of 
Moorcroft and Tsunoda (1978). Figure 5.4 is a loge-loge plot of the spectral widths in 
Hertz against the iiregularity wave number (per metre). This yields a power law with n 
= 1.2 ±  0.4.

5 3 2  The relationship between spectral width and irregularity backscatter power

Figure 5.5 is a plot for the Wick spectra of irregularity power against the spectral 
width, calculated as the full width at half maximum in metres per second. Maximum 
powers occur for spectral widths just below 200m/s. Each side of this point, there is a 
strong boundary defined by the maximum power at any given width. This behaviour is
also displayed in a plot of the average power in 50m/s velocity bins as displayed in
Figure 5.6. After the peak in power at 200m/s width, there is a monotonie decrease in 
the power. Before the peak, the increase in power is more rapid. Straight lines can be 
fitted to each boundary, corresponding to the limiting measured power at each spectral 
width. It is found:

before peak y = 0.074x - 7.4 (5.1)
after peak y = -0.005x + 5.0 (5.2)

where 'y' is the logarithm to base 10 of the signal-to-noise-ratio and ‘x ’ the width in 
metres per second.

The strict definition of the power, as the zeroth order spectral moment, is:

W

P =  (F(û)3dû)' (5.3)
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1.180% + 3.252 0.988

6 -

4 -

2 -
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Figure 5.4 A log-log plot of the average spectral width for 
Hailey (H), Wick (W), Homer (Ho) and COSCAT (Q  
plotted against the irregularity wavenumber. The Homer 
width is deduced from the work of Moorcroft and Tsunoda 
(1978). A linear fit, performed on these data, is included.
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WICK SPECTRAL DATA

600 800

SPECTRAL WIDTH (M/S)

1000

Figure 5.6 The variation of power with spectral width.



F(œ') describes the spectrum in the frequency interval [-W,W]. The width of this 

interval ‘2W’ is equal to the reciprocal of the smallest lag period in the pulse sequence 
transmitted. If the spectrum is lifetime broadened, see Section 2.5.1, F(wO is defined 
as a Lorentzian in accordance to Equation 2.11 with a full width at half maximum equal 
to 2y. Integration of 2.11 following 5.3 results in an expression for the power as:

P = 2(j>o (5.4)

This demonstrates that a relationship between the power and spectral width is expected. 
This function (Equation 5,4) is plotted in Figure 5.7, with co=300s'l and W=1250s l, 
which are typical values for Wick spectral mode operation. The curve illustrates a 
decrease in power as the width increases. This is similar to the behaviour of the data in 
Figure 5.6 above spectral widths of 250m/s.

However, power is not usually estimated by calculating the area under the 
backscatter spectrum. For Wick it is estimated by taking the power of the zeroth lag in 
the returned signal, essentially a single pulse method. This can then be divided by a 
noise figure for each beam, to give a signal-to-noise-ratio. Equation 2.1 then implies 
that the power is equal to (j)o. For a single irregularity this contains no information 

regarding the temporal evolution of the irregularity and it is unreasonable to assume this 
has any relationship to the width. The existence of a relationship suggests that a study 
of the effect of multiple scatterers be undertaken. Each measurement may consist of the 
summation of the power backscattered from a host of irregularities at different states of 
growth and decay, each with different amplitudes and growth rates. For the general 
case the received power is a sum of the form:

Pr = (5.5)
i=l

This model calculates the power as being the sum of the contributions from N 
irregularities in the scattering volume. <t>i and % are the amplitude and growth rate of the 

ith irregularity which is at a time t; in its evolution. Under the assumption that all the 
irregularities in the scattering volume have the same maximum amplitude <j) the received 

power as a function of growth rate can be written as:

5.8



4.0

3.5

3.0

2.5

2.0

1.5

1.0 

0.5

0.0

0 100 200 300 400 500 600 700 800 900 1000

SPECTRAL WIDTH (H /S )

Figure 5.7 S im ulated  v a r ia tio n  of power w ith  resp ec t to  sp ec tra l 
w idth (a fte r  Equation  5.4).



N
Pr(7) (5.6)

n=l

Here tj has been substituted by (n-l)t. t  is the spacing between successive radar pulses 

and thus simulates the sampling rate of the radar, n is the new index to sum over. 
Provided le*'^ < 1 then 5.6 is a convergent sum as N tends to infinity. Calculating this 
sum gives:

This is plotted in Figure 5.8 with $ taking the arbitrary value of 10 and x was 

chosen to equal 0.0004 so that increments in ‘n’ corresponded to successive lags, 
400|is apart, of the radar signal. The model can be compared to the data if it is assumed 

that the growth rate corresponds to the spectral width of the irregularity observation. 
Consequently, in Figure 5.8 the data from Figure 5.6 is superposed. The model 
exhibits good agreement with the data except for low widths (<250m/s). Here the 
model power values increase and tend to infinity as the width goes to. zero. The 
measured power values fall as the width goes to zero. This is an instrumental effect. 
Firstly, the maximum power observed is limited by the receiver. Secondly, spectra with 
widths less than 39m/s are not observed since this is the limiting resolution for spectral 
width measurements.

53 .3  The relationship between spectral width and irregularity phase speed

The average spectral width for W ick binned in lOOm/s intervals of irregularity 
phase speed is plotted in Figure 5.9. The error bars denote the standard deviation of 
each distribution of widths. Positive Doppler shifts exhibit a minimum in the spectral 
width in the 400 to 500m/s phase velocity bin with approximately symmetric behaviour 
either side. About the minimum the error bars are smaller than the point-to-point 
variation indicating that the minimum is a statistically significant effect. No such 
behaviour exists for negative Doppler shifts; here the average widths are constant just 
above 300m/s for Doppler shifts from -200 to -600m/s. At the peripheries of the graph 
+/-1000m/s there are little data (see histogram in Figure 5.2(b)) and little significance 
can be applied to these points.

In Figure 5.10 a subset of the data is plotted, from the spectral measurements taken 
from 1986 between day 70 and 73 at Wick. In this a minimum for the negative phase
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Figure 5.9 The average spectral width of irregularities observed by 
W ick for lOOm/s bins of irregularity phase speed. The error bars 
denote the standard deviation of each average.



speed portion of the graph is observed. Its non-appearance in the post-midnight sector 
(negative flow regime) of Figure 5.9 may be a consequence of more variable flow 
patterns in that convection cell. Figures 5.9 and 5.10 suggest a relationship between the 
spectral width and phase speed. The question that can be investigated is whether any 
aspect of theory predicts such a relationship.

If the spectral broadening is controlled by the life time of a single irregularity, such 
that a long lifetime produces a narrow spectrum, then it is necessary to assume the 
irregularity growth rate y is a good representation of the spectral width. The growth rate 

equation can be written as:

where G represents the gradient drift term. For the case where there are no gradients in 
density, 0=0, J  has been plotted against (O/k for five different heights in Figure 5.11, 

experimental data is superimposed on each panel. The values for Equation 5.8 have 
been generated by the theory of Robinson and Honary (1990). This comparison 
indicates that the radar observations do not match the theoretical values.

This is not unexpected since, as already suggested, the observations are the result 
of a sum of contributions from different spectra. Furthermore, the theoretical condition 
for a stable irregularity is that the phase speed is equal to the local ion-acoustic speed 
when the growth rate, y = 0. Non-zero spectral widths are a possible indication of a 

finite difference between the phase speed and the ion-acoustic speed. Assuming the 
magnitude of this difference was constant over all phase velocities. Equation 5.8 could 
be rewritten as:

Y=%— i;;;—  (constant scaling(%)) (5.9)
(1 + T ) u i

In this equation the non-constant terms (T  and vî) will vary with the irregularity phase 

velocity since they are dependent on the background plasma drift velocity. In Figure 
5.12, Equation 5.9 has been fitted to the data by adjusting the value of %. The theory 
curve 'turns on' at just below 400m/s, rises to meet the data points and follows them 
closely until high phase velocities (>800m/s) when the two curves diverge. This would 
imply that the non-constant term from 5.9 is able to describe the variability of the 
irregularity data for phase speeds larger than 400m/s. A % = 10^ was required to give 
the fit illustrated in Figure 5.12.
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Figure 5.10 The same plot as Figure 5.9 but for a reduced interval 
of data (only 1986 days 70-73). Here a minimum for negative 
phase speeds is observed.
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Rgure 5.12 Theoretical calculation of the spectral width following 
equation 5.9.



To satisfy % = 10^, when typically kCs~6x300=1800Hz, implies the angular wave 
frequency m has to be of the order lO^Hz and thus an irregularity phase velocity near 
lOOOm/s. This is clearly unreasonable. For two-stream waves the gradient drift term is 
usually taken as negligible, since the scale length L is taken as infinite. Substitution of 
order of magnitude values into the gradient drift term of OgzlO^Hz, \)i=10'*Hz, 
De=10%z, û)=103Hz, k=10m-l results in:

QeDjû) 1Q8 
kOgL

G = - — — — (5. 10)

Thus for this to give the measured width, the scale length has to be about Im, the same 
magnitude as the irregularity wavelength. This is a severe gradient not routinely 
observed. Equation 5.9 can account for the observed variation, however, current theory 
is unable to explain the value of % required.

Figure 5.9 presented results from only the Wick radar. In Figure 5.13 and 5.14 
similar plots for Hailey and COSCAT respectively have been constructed. The 
COSCAT data reveal minima in the width for both positive and negative Doppler shifts 
near 450m/s, earlier reported in McCrea et al. (1991). A fit to Equation 5.9 has also 
been performed (Figure 5.15). The two curves are similar and the minimum in the data 
corresponds well to near 400m/s. The Hailey data exhibits the trend that the spectral 
width increases with phase velocity, there are no distinct local minima. This is 
consistent with the growth rate equation prediction for gradient drift waves. Discarding 
the two-stream part of Equation 5.8 results in the expression:

' ■ T T ï ( S l

where the growth rate is directly proportional to the phase speed (co/k).

5.4 Further studies on Wick spectral data

5.4.1 PowerIVelocitylWidth profile

The relationships between the spectral moments has so far been undertaken by 
considering pairs of components. In Figure 5.16 an attempt has been made to further 
investigate the Wick data by replotting Figure 5.5 but including extra information by
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Figure 5.13 The average spectral width of irregularities observed in 
the E-region by Hailey for lOOm/s bins of irregularity phase speed. 
The error bars denote the standard deviation of each average.
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Figure 5.14 The average spectral width of irregularities observed by 
COSCAT for lOOm/s bins of irregularity phase speed. The error 
bars denote the standard deviation of each average.
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colour coding the data in terms of the velocity. Schematically, the figure can be 

represented as:

Less defined regions

W IDTH

Defined regions

Some regions of the power vs. width plot correspond to narrow distributions in 

velocity. In other regions the velocity measurements are more spread. Four regions A, 
B, C and D have been identified to characterise the more ordered part of the plot

A

B

C

D

Low power < lOdB. Low width < 150m/s.
Velocities < 300m/s.

High power >20dB. Width 200 to 300m/s. Velocities 
above 350m/s, with a high proportion (50%+) > 600m/s. 

Full range o f power 0 to 40dB. Width 200±100m /s. 

Velocities 350 to 700m/s.
Low power >20dB. Width > 250m/s. Velocities 250 to 
500m/s.

These regions are defined with the intention o f illustrating the general structure in 

the graph. It is possible to associate irregularity types with the defined regions on the 

power/velocity/width profile as follows:

A

B

C
D

Type (II) (or Type(III)?) 
Type (I) (or Type (IV)?) 

Type (I)

Type (I) and Type (II)

Two regions o f Type (I) irregularities have been identified. Region C comprises 
irregularities that conform to the typical Type (I) definition. In region B the phase 

speeds are much higher and they could possibly be identified with Type (IV). 

However, this is dependent on how the Type (TV) definition and generating mechanism 

becomes established. These high speed spectra resemble Type (I)s that have been
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shifted to higher phase speeds, as consistent with plasma wave heating increasing the 
local ion acoustic speed, Robinson (1986).

In region A some spectra have widths of the order of lOOm/s and phase speeds near 
250m/s. These could be defined as Type (IE). However these spectra typically have 
low powers just above the 3dB threshold. The peak in the spectrum is well resolved 
above the noise. The flanks are near the noise threshold. Since the flanks are not well 
resolved the spectra appear apparently narrow. It cannot be unequivocally stated that 
they are therefore Type (III), they are more likely Type (II). Region D is a mixture of 
Type (H) and Type (I) irregularities.

5.4.2 Morphology o f Wick backscatter power

In Section 5.2.2 backscatter power statistics were summarised and compared at 
different wavelengths. Interpretation of power measurements is difficult since the 
irregularity cross-section is sensitive to a number of parameters, including the angle 
between the direction of irregularity propagation and the local magnetic field (magnetic 
aspect angle 5), the angle between the direction of irregularity propagation and the 
direction of the plasma drift velocity (flow angle 0), the electron density Ne and the 
amplitude of the electron density fluctuation ANg. TTie relationships can be summarised 

following Kustov et al. (1989) as;

(5.12)

In this study, the morphology of the backscatter power distribution for the Wick 
radar has been examined. There are limitations in using COSCAT or Hailey. COSCAT 
detects irregularities at an unknown range. Hailey makes single beam measurements 
and this beam is swung so there is a lack of simultaneity in azimuthal measurements. It 
is also more difficult to model the HF backscatter due to the refraction of the HF rays. 
Wick measures simultaneous values in 400 ranges cells over 8 beams giving regular 
snapshots of the spatial distribution of backscatter power, albeit smeared over a 20s 
integration period.

Examination of a large number of power range and azimuth plots for Wick indicate 
that the average power distribution is not uniform. Even under quiescent conditions 
when all the range cells are filled the observed intensities exhibit non-uniform 
distributions both in range and azimuth. Figure 5.17(a) is a typical example taken wMn 
there was a planetary magnetic index Kp of 4. TTie distribution contains a characteristic
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maximum in power to the right of the central pointing direction at ranges at and beyond 
900km.

The spatial distribution of backscatter intensity has been simulated. To achieve this 
a FORTRAN computer program was written to model various radar and coherent 
scatter characteristics. Details of the calculation the program performed are described in 
Appendix A. Figures 5.17(b) to 5.17(f) are a series of simulation results, each 
containing successively more modelling of backscatter physics. The scale on each 
simulation result is different. This was necessary in order to emphasise the variations in 
power that each successive simulation generated. The following table summarises the 
simulation procedure:

Power Variation (dB)

Minimum Maximum
5 . 1 7 ( a ) Raw data 0 32
5 .1 7 (b ) The backscatter volume was uniformly filled with 

irregularities. The beam sensitivity was assumed 
uniform in a z im u th  and elevation. No flow angle 
effects were included. A magnetic aspect sensitivity 
of 5dB/deg was adopted. Thus this represents a 
spatial map of how the orthogonality condition 
varies over the field of view.

15 35

5 . 1 7 ( c ) Effects of beam sensitivity including a Lloyd’s 
Mirror effect, Mattin and Jones (1986), added. TTie 
beams were modelled to have a Gaussian sh a p e .

10 32

5.17(d) Flow angle effect included, following Oksman et al. 
(1986). The flows were assumed to be L-shell 
aligned.

0 14

5 . 1 7 ( e ) Layer of irregularities at 110km altitude, 10km 
thick. 0 28

5 .1 7 (f) Number of irregularities increased with range. 0 32

ro b /g j.d

It was only possible to model the range variation if some ad hoc assumption about 
the distribution of irregularities with range was made, e.g. 5.17(f) where the 
irregularity numbers were increased with range. There are a number of justifications for 
this. A sudden turn on of irregularities at greater ranges is possible if the Wick field of 
view partially enters the auroral oval. Electric fields increase at higher latitude and thus 
more irregularities may be generated. Furthermore, work by Shand (1993, private 
communication) has revealed a strong relationship between power and phase speed. 
Differences in backscatter power may arise from changes in average phase speed as the 
range increase. The azimuthal variation of backscatter power can be accounted for by 
the other physical effects such as the magnetic aspect angle sensitivity.
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5.4.3 The influence of flow angle

Detailed studies have been undertaken of the relationship between irregularity 
characteristics and the angle between the radar look direction and the direction of the 
plasma flow. André (1983) performed an extensive statistical study of STARE data and 
established the dependence of the backscatter intensity on the flow angle. Mattin and 
Jones (1987) performed similar work with SABRE data. They separated Type (I) and 
Type (II) irregularity types and determined the behaviour of backscatter amplitude for 
each irregularity type with flow angle. Later work, Mattin (1994), involved the analysis 
of the phase speed and flow angle relationship. Mattin’s work was based on a large 
sample of SABRE double-pulse data. With the spectral data now available, the analysis 
has been extended to an evaluation of the effect of the flow angle on spectral width. 
Early work by Nielsen et al. (1984) classified spectra into two categories 'naiTow' and 
'broad'. The width of the narrow spectra were insensitive to variations in the flow 
angle and the plasma drift speed. The width of the broad spectra was found to increase 
as the flow angle increased and also as the plasma drift speed increased.

The spectral data for which flow angle estimates could be made consists of 42 
hours of continuous observation, during which only five periods of backscatter were 
observed. A typical time series is presented in Figure 5.18, which consists of four 
panels representing the time variation of the signal-to-noise ratio, phase speed, spectral 
width and flow angle running from top to bottom. The variations in flow angle are 
small, typical values are near 45°. For the whole data set the average value of the flow 
angle are 40° and 48° for westward and eastward flows respectively. These figures are 
subject to error, owing to sound speed limiting of the irregularity phase speed. 
Theoretical work by Robinson (1993) predicts the error to be within a few tens of 
degrees. From Figure 5.18 the minimum in flow angle, marked by an arrow, 
coiTcsponds closely to a maximum in power, to a maximum in the magnitude of the 
phase speed and a maximum in the spectral width.

For aU periods of backscatter, the measured spectral width has been plotted against 
flow angle in Figure 5.19, in which the distribution of phase speeds is included by 
means of a colour coding. The angle taken is the acute one between the radar look 
direction and the plasma flow, hence, all angles fall in the range 0° to 90°. Most of the 
data lies near a width of 200m/s at flow angles from 0° to 70°. This population of 
irregularities has phase speeds of 200 to 500m/s. The distribution of spectral width 
broadens as the flow angle increases up until about 60°. Regions of high and low 
velocity can be identified. The low velocity region is at lai'ge flow angle and above 
average width. The high velocity region occurs at smaller flow angles but also larger
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widths. Replacing the width ordinate with power results in Figure 5.20. In this there 
appears to be no strong relationship between power and phase speed or power and flow 
angle. Tlie phase speeds do vary as a function of the flow angle as described above.

5.5 Sum m ary

This chapter contained a statistical survey of spectral characteristics and the result of 
their comparison to various theoretical ideas. The broader implications of these data will 
be discussed in Chapter 8.
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Chapter Six

THE RELATIONSHIP BETWEEN THE IRREGULARITY PHASE 
VELOCITY AND THE PLASMA DRIFT SPEED : EISCAT - SABRE

COMPARISON

6.1 Introduction

An important application of coherent backscatter radar is in the study of ionospheric 
plasma flows. Knowledge of the plasma flow is essential for the investigation of 
plasma convection and the understanding of the interaction between the solar wind, 
magnetosphere and ionosphere. The results of linear fluid theory, e.g. Sudan et al. 
(1973), implied that the phase speeds of irregularities were equal to the component of 
the plasma drift velocity resolved in the line-of-sight of the operating coherent 
backscatter radar. Thus measurements of the phase velocity from two different 
directions would allow the plasma drift velocity to be established by simple geometry. 
The observation of a limiting value in the magnitude of the in-egularity phase speed 
(Bowles et al. 1963, Abel and Newell 1969) and the development of non-linear theories 
(Sudan 1983) pinpointed the shortcomings of this approach. To allow a fuller 
understanding of the processes controlling the irregularity phase speed, knowledge of 
the background plasma drift is required. The plasma drift velocity can be measured by 
incoherent scatter radars.

Early work was conducted by Ecklund et al. (1977). These authors compared F- 
region incoherent scatter measurements from the Chatanika radar with E-region 
irregularity measurements obtained from a temporary coherent backscatter radar at 
Aniak. Their preliminary results suggested that coherent backscatter radar systems were 
able to measure aui'oral E-fields.

Nielsen and Schlegel (1983,1985) studied the relationship between the irregularity 
phase speed and the plasma drift speed by means of the Scandinavian Twin Auroral 
Radar Experiment (STARE). They observed irregularities at a radar frequency of 
140MHz and compared the irregularity phase speed measurements to estimates of the 
plasma drift velocity made with EISCAT. They tested the ability of STARE to estimate 
electron drift velocities, found evidence to suggest the limitation of the phase speed to 
the ion-acoustic speed and developed an algorithm to derive improved estimates of the 
plasma drift velocity from coherent backscatter radar measurements.
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In this investigation a similar comparison to that of Nielsen and Schlegel 
(1983,1985) has been undertaken but in this case between SABRE observations and 
those of EISCAT. The data from these experiments are analysed here. The aim is to 
investigate the relationship between irregularity phase velocities measured with SABRE 
and estimates of the plasma drift velocity. The results can be compared with current 
theoretical ideas and with results from other radar systems.

6.2 EISCAT . SABRE Experiment

Since 17/12/84 there have been nine EISCAT - SABRE campaigns. These involve 
the comparison of SABRE E-region observations of irregularity parameters with the 
simultaneous observation of the F-region plasma with the EISCAT facility. Coherent 
backscatter was observed in six of the experiments, these are summarised in Table 6.1.

DATE START 

TIM E (UT)

END

TIME (UT)

TROM S0 W ICK

17:12:1984

1984(352)

15:07:00 21:08:40 BEAM-SWINGING 

AZ=229' & 249.4' 

EL.24.T

PART OF 

BISTATIC 

SABRE

08 :03 :1986

1986(67)

13:30:00 22:10:00 BEAM-SWINGING 

AZ-229' & 249.4' 

EL=24.7'

SPECTRAL 

MODE, WICK 

CMLY

16:07:1987

1987(197)

17:31:40 19:40:20 FIXED POINTING 

AZ=240':EL=20'

WICK ONLY

15:02 :1988

1988(46)

15:45:00 23:00:00 FIXED POINTTNG 

AZ=238.8':EL=24.T

WICK ONLY

09:06:1988

1988(161)

20:03:20 22:11:00 FIXED POINTING 

A^240':EL=24.7'

WICK ONLY

18:12 :1988

1988(353)

18:40:20 21:28:40 FDŒD POINTING 

AZ-240' : EL=24.7'

WICK ONLY

The date for each experiment is given in calendar-day.monthtyear and year(day 
number) format. For brevity, the latter nomenclature will be adopted for all references 
in this text. It should be noted, that all observations took place in the evening 
convection cell. In the first two campaigns beam-swinging of the Tromsp receiver was 
employed in order to make velocity measurements when the signal-to-noise at the 
remote stations was poor. Later the Tromsp radar was kept in a fixed pointing mode.
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The Troms0 transmitter and receiver looks at 12 range gates typically starting at an 
altitude of around 200km altitude and moving up in steps of 18km in height to over 
400km. Each of these range gates can be associated with a range of geographic latitude 
and longitude. The EISCAT measurements at each of these F region positions are 
compared with the E-region coherent scatter measurements. For there to be any 
physical relationship between the F and E-region measurements the two observation 
points in the F and E-region examined must lie within the same magnetic flux tube. The 
justification for this is that the ExB drift velocity in the F-region at a given point is 
identical to the ExB drift velocity at a point on the same field line in the E-region 
(Banks et al., 1973). The manner in which the necessary parameters are obtained will 
be discussed in the next section.

To achieve the required magnetic field line mapping, the mean latitude and longitude 
of each of the F-region observation gates has been identified with a magnetic field line 
by means of the International Geophysical Reference Field (IGRF) model. The field 
line is then traced downwards into the E-region to a height of 110km. The E-region 
latitude and longitude is calculated and this position is converted into the co-located 
beam and range position of the Wick radar. An EISCAT range gate mapped down into 
the E-region has a length of approximately 15km. Consequently, positiônal errors 
arising from the mapping procedure will be of the order of one Wick range cell.

6.3 D eterm ination  of p lasm a flows

A single incoherent scatter measurement will give one component of the ion velocity 
in the F-region. EISCAT, having three spaced receivers, is capable of simultaneously 
measuring three independent ion velocity components, allowing the constraction of 
complete ion drift vectors (Rishbeth and Williams, 1985). In the F-region, the ions 
move at close to the ExB drift velocity, thus EISCAT measures the F-region ExB drift. 
Mapping each measurement down the magnetic field line from the F-region observation 
point will give the ExB drift velocity at other altitudes on that field line. This includes 
the E-region where the ExB drift drives the electrons, but where the ions are 
constrained by collisions with the high concentration of neutral particles.

The plasma drift velocity plays an important role in the growth of E-region plasma 
waves (cf. Chapter 2). Ideally a direct measurement of the full plasma drift velocity in 
the E-region would be available. Unfortunately, the EISCAT radars are unable to look 
at E-region altitudes in the SABRE field of view. It was possible to measure only F- 
region, line-of-sight ion velocities to derive the ExB drift or estimate the drift velocity 
magnitude by an ion-energy balance approach (described below).
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6.3.1 Plasma flow  components

Two-stream irregularities become excited in the line-of-sight of a coherent 
backscatter radar if the component of the plasma drift velocity in that direction exceeds 
the local ion acoustic speed. One orientation of the EISCAT receiver and ti'ansmitter at 
Troms0 gives a close approximation to measuring this component directly (illustrated 
by the Troms0 look direction in Figure 6.1). The arrangement consists of the Troms0 
receiver and transmitter pointing 229° in azimuth. In this orientation, the EISCAT beam 
is in the same vertical plane as the sixth (counting clockwise) beam of the Wick radar. 
The look directions of the two instruments are now offset by approximately 40° from 
being antiparallel and collinear. Hence, if it is assumed that the plasma drift is 
perpendicular to the magnetic field, EISCAT will only underestimate the component of 
the plasma drift velocity, in the direction of the Wick beam, by 25% maximum. The 
component gives information about the threshold conditions for excitation and provides 
a valuable test for linear theory.

Figure 6.1 is a schematic plan view of this experimental geometry. It also illustrates 
one possible orientation of the remote receivers at Koruna and Sodankyla.

6.3.2 Plasma drift velocity Vd

The look directions of the Troms0, Sodankyla and Kiruna receivers intersect at 
273(±10)km altitude where tristatic measurements can be performed. Tristatic 
measurements will give the best estimate of the plasma drift velocity, Caudal et al. 
(1984). However, the geometry for tristatic measurements in EISCAT - SABRE 
comparison work is poor. The angles between the line-of-sight look directions of the 
EISCAT sites to the SABRE viewing area are small, no greater than 35° and the angle 
between the Kiruna and Sodankyla look directions is of the order of only 10°, leading 
to measurements of very similar components. Owing to the long slant range of the 
tristatic observation point, the signal to noise ratio at the remote sites is low, often less 
than 1%, contributing to large uncertainty in the estimated velocity, Jones et al. (1986). 
Attempts made to calculate a tristatic velocity resulted in the prediction of unrealistic 
velocity components parallel to the magnetic field, which contribute to more doubt 
concerning the measurements validity. Furthermore, since observations can only be 
made at one height in the F-region, the amount of data obtainable is limited. For these 
reasons, drift velocity estimates using aU three sites was not pursued.

Beam-swinging techniques rely on making assumptions about the flow. Ideally the 
flow must remain uniform, both spatially, between the positions where components of
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Figure 6.1 A schematic map of the EISCAT-SABRE experiment. Illustrated are 
the eight beams of the Wick field of view and one possible orientaion of the 
EISCAT transmitter (Troms0) and receivers (all three sites). Such was used in the 
experiment of 3/8/86.



the flow are measured and temporally, between the times at which each measurement is 
made. Freeman et al. (1991) discovered that single-station estimates of the plasma flow 
were liable to errors and that it was impossible to determine when the estimates were 
right or wrong. Owing to the uncertainties in beam-swinging measurements, the fact 
that the technique reduces temporal resolution and since only a limited number of 
campaigns employed the beam-swinging option, no results from any beam-swinging 
analysis will be presented here.

There is a further technique diat may be applied which will estimate the plasma drift 
speed, but not its direction. The technique relies on measurements of ion temperature 
and this is related to particle velocities through the ion energy balance equation. A full 
description of the ion-energy balance equation can be found in Banks and Kockarts 
(1973). One form of the equation which is valid for the F region measurements to be 
discussed here is given in St. Maurice and Hanson (1982):

Vi.3k,(T, - T j  .  m„{v, - + f*”' - T,)

(6.1)

where (t>in and \|Tin are velocity dependent correction terms and the other symbols have 

their usual meanings as defined earlier in the text. The left hand term represents heat 
exchange between ions and neutrals, the first term on the right is a frictional heating 
term and the second, heat exchange between ions and electrons. The terms and Vin 
can be taken as unity and applying an algebraic simplification where T@q represents the 
sum of the neutral temperature and the electron-ion heat exchange term. Equation 6.1 
can be rewritten following St-Maurice and Schunk (1977,1979) as:

Ti-Teq = ̂ v i -  vn ]^  (6.2)

From this expression it is possible to estimate the magnitude of the E-region plasma 
drift velocity. A number of assumptions are necessary since the measurements from 
which the drift estimate are made are ion temperatures and components of the ion 
velocity in the F-region. The physics of the procedure were outlined in Section 1.4. To 
summarise, in both the E- and F-region > Og so the electrons move at the ExB drift 
velocity (provided there are electric fields present). For the ions Q, > Oi above 120km 

altitude so in the F-region they too move at the ExB drift velocity. In the E-region 
below 120km Qi < Oi and the ion motion is dominated by collisions with the neutrals. 

Measurement of the ion velocity in the F-region will give the ExB drift. The position of
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this measurement can be mapped down a magnetic field to the E-region and give the E- 
region ExB drift.

It is possible to estimate the magnitude of the F-region ion drift velocity from 
Equation 6.2. Rewriting the Equation as:

I V i - V » l = ^ ^ i - T e , )  (6.3)

it is necessary to ascertain the neutral velocity Vn, the equilibrium temperature Tgq and 
the average neutral mass mq. In the presence of no electric fields in the frame of 
reference of the neutrals, the ions will move with the neutrals. Thus under quiescent 
conditions, i.e. before the occurrence of backscatter when the electric fields are small, 
the measured ion velocity will be approximately equal to the neutral velocity. The 
average ion velocity measured for the quiet periods is input as the neutral velocity for 
Equation 6.3 during periods of increased electric fields and the observation of coherent 
backscatter. In the experiments analysed here, the quiet time ion velocity was typically 
close to zero and = 0 was found to be a good estimate. For example. Figure 6.2 
contains a time series of the ion velocity component measured during the experiment of 
1986(67). This experiment will be discussed in detail in Section 6.4 just one point 
needs to be made here. The horizontal bars on the figure correspond to periods of no 
coherent backscatter. During these periods the ion velocity component is close to zero. 
In addition, direct observations of neutral winds (Tetenbaum et al., 1986, Manson et 
al., 1990, Salah et al., 1991 and Johnson and Virdi, 1991) indicate the average velocity 
is less than 50m/s. Such magnitudes are 10% of the observed ion velocity component 
during backscatter and therefore the error arising from average quiet time neutral wind 
values is small.

Consequently, taking the neutral wind speed to be zero, the estimate of the plasma 
drift speed is:

V D - V ; - ^ ^ i - T « q )  (6.4)

Tgq is the temperature of the ions during quiet, unperturbed conditions when there is 
no frictional heating. At these times the ion temperature is of the order of the neutral 
temperature plus a small contribution from heat exchange with electrons. The time 
series of Figure 6.3 gives the ion temperature variation during the experiment of 
1986(67). During the intervals not marked with a horizontal bar there are large
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Figure 6.2 A time series of the ion velocity component measured by the Troms0 
receiver for the experiment of 1986(67) at a height of 3 18km.
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Figure 6.3 A time series of the ion temperature measured by the Troms0 receiver for the 
experiment of 1986(67) at a height of 318km.

The periods marked by horizontal bars on the above figures, correspond to times when 
the Wick radar observed no backscatter.



excursions in ion temperature. This corresponds to enhanced plasma flows and ion- 
frictional heating (and, as will be shown later in the data, the occurrence of coherent 
backscatter). The ion temperature here is in excess of T^q. During other intervals, when 
the variation in Tj is small (<5%) there is no frictional heating and the ion temperature is 
at its unperturbed value, Teq. Provided the majority of the data consists of no heating, 
the modal ion temperature for the interval gives a good estimate of Teq. For example, 
the histogram in Figure 6.4 corresponding to the previous time-series gives a modal 
temperature of 950K, with a confidence of ±  5OK.

The neutral mass, mn, was input as an average value calculated from the MSIS-86 
model, Hedin (1987). The variation of the neutral mass with altitude was taken into 
account. A random eiTor of up to 20% is expected in this value of the neutral mass. 
This contributes an error of 10% in the drift speed.

In the phase velocity with plasma drift speed comparison, averages of the 
in-egularity phase speed are calculated for 200m/s drift bins. The plasma diift speed is 
then taken as the middle of this bin. This procedure reduces the significance of random 
errors in the plasma drift speed estimate.

6.4 O bservations

In this section, the experiment of 1986(67) is discussed in detail and provides an 
example of the strategy adopted for the investigation of further data. The other 
experiments undertaken are also discussed and these data are presented and compared 
with each other.

The period of simultaneous EISCAT and Wick data for the 8th March, 1986 
(1986(67)) runs from 13:32:20 up until just after 23:00hrs. These data are particularly 
informative since the Wick radar was operating in its spectral mode (see Section 4.2.1). 
Fignre 6.5 is a time series of the in-egularity power spectra. An overview indicates that 
most of the spectra obsei-ved are narrow (width at half maximum < 300m/s) and at 
average Doppler shifts in excess of 400m/s, these are typical characteristics of Type (I) 
irregularities.

Closer scrutiny of the Wick specti'al data. Figure 6.5, indicates that the first period 
of backscatter occurs at 13:15 UT and persists for about one hour. The spectra have 
mean Doppler shifts of the order of 300m/s and the spectral widths at half maximum are 
100-200m/s. After 14:15 UT no backscatter is obsei-ved again until 16:53 UT. A period 
of strong backscatter now takes place. The initial phase velocity is 400m/s which
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Figure 6.4 A histogram of the ion temperature observations from Troms0 for the 
experiment of 1986(67).
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steadily increases over the subsequent half-hour to a maximum of 800m/s. This change 
is accompanied by an increase in backscatter power. The maximum signal to noise ratio 
in this second interval of backscatter is approximately twenty times greater than that in 
the first interval.

In the top panel of Figure 6.6 the irregularity phase velocities calculated from the 
backscatter spectra are plotted as a time series along with the ion velocity component 
measured from Tromsp. The sign convention taken is that velocities directed towards 
Wick are taken as positive. Following Section 6.3.1 the ion velocity component can be 
identified with a component of the plasma drift velocity in the E-region. The Wick data 
comes fi’om the 38th range of beam six. The conjugate point to this in the F-region is at 
an altitude of 318km for the Tromsp pointing direction of 24.7° in elevation above the 
horizon and 229° in azimuth from geographic north. This geometry corresponds to the 
one which gives the best estimate of the plasma drift velocity component in the line-of- 
sight of the Wick radar (beam six clockwise). The bottom panel is a time series of the 
Tromsp measmed ion temperature which will later allow the calculation of the plasma 
drift velocity. The initial period of backscatter (13:15 - 14:15 UT) appears at the 
beginning of the simultaneous data. For this interval, the ion velocity component is 
about 300m/s, consistent with the size of the ion acoustic velocity. At 14:15 UT the ion 
velocity component falls to the order of 200m/s and no more backscatter is observed. 
The data suggest a threshold for excitation of the irregularities of approximately 
300m/s. As discussed in Section 6.3.1 this may be an underestimate. In the worst case, 
the actual threshold value wül be 400m/s.

Backscatter resumes at 16:53 UT when the ion velocity component increases again. 
In all, the variations in irregularity phase velocity and ion velocity component are well 
correlated. Over the same period (13:15 - 16:53 UT), there are fluctuations in the ion 
temperature but on average it remains constant about HOOK. As the component of the 
ion velocity decreases there is no visible decrease in Tp However, it is the whole vector 
drift velocity to which the ion temperature is sensitive. A rotation in the flow direction 
will change the magnitude of the velocity component in the direction of the Wick radar, 
possibly decreasing it sufficiently so that no irregularities are generated. However, 
provided the rate of change of (VpVn) is small, there is no ion-fiictional heating and 
no change in the measured ion temperature.

The interval from 16:53 UT onwards exhibits periods of strong backscatter. The 
ion velocity component rises rapidly and this is accompanied by an increase in the ion 
temperature. The irregularity phase velocity is remarkably similar in magnitude to the 
ion velocity component up until just after 17:00 UT when the ion velocity component
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Figure 6.6 Time series of the ion velocity component measured by Troms0 and 
the hregulancy phase speed nwxuMwnxilyy de\% lck radar ()op panel) for die 
experiment of 1986(67). The bottom panel illustrates the variation in the ion
temperature for the same period.



exceeds the phase velocity that has maximised at 800m/s. After this peak in velocity, 
the ion velocity component and ion temperature fluctuations remain well correlated. The 
irregularity specti'a are strong and narrow (refer back to Figure 6.5). A reversal in the 
plasma flow direction occurs around 20:30 UT. At this point the irregularity phase 
velocity exceeds the ion velocity component for the first time. The flow may now be in 
such a direction as to maximise the difference between the measured component of the 
ion velocity and the component in the line-of-sight of the Wick radar. Alternatively, 
neutral wind effects may have become important.

A more quantitative analysis of these data can be obtained by investigating the 
relationship between the directly observed quantities. A graph of simultaneous 
irregularity phase speeds and ion line-of-sight velocities is presented in Figure 6.7(a) 
(westward flows only). This includes data from all twelve Wick ranges and the 
conjugate FIS CAT positions. The data are scattered either side of the superimposed 
'y=x' line for low drift velocity components. For high values the phase speed is less 
than the line-of-sight ion velocity. This is demonstrated more clearly if the average 
phase speed is plotted for 200m/s bins of the ion drift Figure 6.7(b). Linear theory 
(e.g. Sudan et al. 1973) predicts that the relationship follows the dashed 'y=x' line 
included on the graph. This is not satisfied here. In order to compare the observations 
with the results of non-linear theory, the magnitude of the plasma drift speed Vd  is 
required. In the next section, the comparison of the irregularity phase velocity to an ion 
temperature derived plasma drift velocity will be presented and discussed.

Figure 6.8 contains time series of the EISCAT measured ion velocity component 
and the corresponding, Wick-measured, irregularity phase speed for the other EISCAT- 
SABRE experiments. For each experiment, data from only one EISCAT altitude is 
presented. In none of these experiments is the geometry identical to that in 1986(67). In 
each case the Tromsp beam looks across several Wick beams, rather than being in line 
with a single beam as in 1986(67). The Tromsp line-of-sight measurement cannot be 
identified with the component of the plasma didft in the direction of any Wick beam. 
However, it does serve as a good indicator of the background flow conditions that 
drive the plasma instabilities. In 1988(46), 1988(161) and 1984(352) periods of 
backscatter correspond to significant increases in the ion velocity component. In 
1987(197) and 1988(353) there are only small changes in the ion velocity component. 
During backscatter the ion velocity component tends to be of the same order of the 
irregularity phase speed or larger. Often the variations in the measurements are well 
correlated, 1988(161) for example. The interval between 15:45 UT and 17:00 UT of 
1986(46) is considered further. Here the ion velocity component and the irregularity 
phase velocity are well correlated. However, when the ion velocity component is large
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Figure 6.8 Time series of the ion velocity component (full line) and irregularity phase 
speed (boxed points) for all the other experiments; (i) 1984(352), (ii) 1987(197), (iii) 
1988(46), (iv) 1988(161) and (v) 1988(353).
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(>1000rn/s) the irregularity phase velocity is about 500m/s, indicating limiting in the 
phase velocity to a value below the plasma drift velocity component. As the ion velocity 
component falls it tends to the same value as the phase velocity. This is consistent with 
the plasma drift velocity component approaching the critical value for the excitation of 
irregularities.

However, as stressed before, this analysis has only examined a component of the 
drift velocity. In order to obtain a more complete understanding a comparison with 
estimates of the plasma drift speed are now made.

6.5 Drift Velocity Magnitude Analysis

The magnitude of the plasma drift velocity in the E-region is calculated from 
Equation 6.4 for assumptions, regarding Tgq and the neutral mass, as described in 
section 6.3.2. For each experiment the average irregularity phase speed is plotted 
against an ion temperature derived plasma drift speed. The average values of the 
irregularity phase speed have been calculated for 200m/s sized bins of plasma drift 
speed.

As described in section 6.3.2 the principal errors will arise in the estimate of the 
plasma drift speed. The estimate will be especially poor if there is a large component of 
the neutral velocity parallel to the ion drift. Tests have been applied to the data to 
remove any bad estimates. Firstly, if  the magnitude of the ion velocity component 
measured by the Tromsp receiver is greater than the ion temperature drift speed 
estimate, the estimate is clearly unphysical and these data are removed. Plots of the ion 
velocity component against estimated drift speed, for each experiment are illusti'ated in 
Figure 6.9. Clearly in 1988(161), 1984(352),1986(67) and 1988(46) most of the drift 
estimates are greater than the component in the line-of-sight direction. The data for 
these experiments reveal that the ion velocity component approached zero for periods of 
no backscatter. In the cases of 1988(353) and 1987(197) the ion velocity component 
varies less between times of backscatter occurrence and absence and more drift speeds 
can be seen to be poor estimates.

Once backscatter has been initiated following an increase in the plasma drift speed, 
it is important to consider the subsequent evolution of the neutral particle motion. As 
the ion velocity increases the neutrals will respond and their velocity will approach that 
of the ions through collisions. This process takes from 30 minutes to several hours, 
Baron and Wand (1983). To investigate the effect of this, short periods of data at the 
beginning of the time series were analysed. This was found to make no significant
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difference to the results (presented next). From this it can be concluded that effects of 
neutral pick up were not important for these data.

Poor estimates may also arise due to errors in the EISCAT measurement of ion 
temperature. Thus the data for each EISCAT height is further screened by plotting the 
ion temperature against the measured ion velocity component, e.g. Figure 6.10. The 
ion temperature method relies on there being a quadratic relationship between the ion 
velocity and ion temperature. This can be seen by expanding Equation 6.2:

T, = -2 V ,.V .+ V ;)  + T „  (6.5)
jKfl

In Figure 6.10 it is the ion velocity component that is plotted, this is related to ion 
velocity by:

= V;COse (6.6)

where 0 is the angle between the plasma drift velocity direction and the line of sight of 

the Troms0 receiver. If the direction of the plasma drift remains constant then the T, vs. 
Vcpt graph will follow a quadratic curve. A quadratic fit has been plotted on Figure 
6.10 with a confidence of 95% that it is a good model. 75% of the observed altitudes 
from the six experiments had confidences of 80% and over. Data with a confidence of 
less than 50% (10% of observations) were not included in the comparison.

The results of this approach are illustrated in Figures 6.11(a) to 6.11(f) where the 
data from each experiment are plotted separately. Superposed are theoretical estimates 
of the irregularity phase speed as a function of the plasma drift speed calculated from 
the kinetic theory of Robinson and Honary (1990). The theoretical curves vary as a 
function of altitude. Only the altitudes (in steps of 5km) that give theoretical values that 
lie closest to the data are plotted. The vertical bars on the data points denote the standard 
deviation of the average irregularity phase velocity.

For each experiment the spread of irregularity phase speed for a given bin is large, 
of the order of ±100m/s. However, in all experiments except 1988(161), the data either 
lies between a pair of theoretical curves for a set of adjacent altitudes or a single curve 
lies close to the variation exhibited in the data.

It is apparent from the data that different experiments are best fitted by theory for 
different altitudes. This confirms that the altitude fiom which backscatter is observed is
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variable and indicates that there is variability in the altitude of backscatter on a day to 
day basis of the order of 10km. During a single experiment, backscatter may occur 
from a number of altitudes simultaneously. This can account for the spread in the 
observed phase velocities and for differences in the gradient of the mean variations in 
the data compared with the theoretical curves.

The data of 1988(161) does not fit any of the theoretical curves. However, if the 
number of EISCAT heights and corresponding Wick range cells is reduced, good 
comparisons are achieved. For example, Figure 6.12 is composed from three 
consecutive EISCAT heights from this experiment. The data follow the theoretical 
curve for an altitude just below 105km. It is evident that there was great spatial 
variation in the plasma flow conditions for the experiment of 1988(161). It is not 
possible to make a single comparison for all the data, each EISCAT height must be 
analysed individually.

In all the data (other than 1987(197) where the average phase speed remains 
constant) there is an increase in the phase speed as the plasma drift speed increases up 
to approximately 1500m/s. After this a decrease or levelling of the phase speed is 
observed. The theoretical curves themselves begin to level off at drift speeds in excess 
of 2000m/s. The increase in phase speed ceases at lower drift speeds which may 
indicate a deficiency in the theory. Alternatively, the drift velocities are systematically 
underestimated or there may be errors in the prediction of high drift speeds. There is 
evidence for the last suggestion in the data. Examination of the time-series 
corresponding to individual heights for 1988(353) reveals anomalous ion temperature 
measurements. Figures 6.13(a) and 6.13(b) are two ion temperature time series that 
exhibit steady behaviour. However, in Figures 6.13(c) and 6.13(d) large diversions are 
observed in the ion temperature starting at around 20:00 UT. At the same time, for all 
data, the ion velocity component exhibit no such variation from height to height, but is 
steady as in Figure 6.8(v). Meanwhile, there is no significant increase in the irregularity 
velocity or ion velocity component. This leads to the behaviour observed in the result 
for 1988(353) at high drift speeds.

6.6 W ick C alibration  Curve

Nielsen and Schlegel (1985) derived an empirical relationship between the 
inegularity phase velocity as measured by STARE and the plasma drift velocity 
obtained by tiistatic measurements with EISCAT. The equation they fitted to the data 
was of the form:
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Vph = a + bV^ valid for VD<1600m/s (6.7)

and found values for the constants of 
a = 300 (400)m/s westward (eastward) electron flow
b = 0.00011
where V]p is the electron (Wft velocity (ion temperature estimate).

A similar fit has been performed on the EISCAT - SABRE data set using all the 
available data and the result is presented in Figure 6.14. The fit (solid line) was only 
performed on the plasma drift speed bins ranging from 200 to 1400m/s. The fit gives 
'a' and 'b' parameters of 320m/s and 0.00005 respectively. A kinetic theory curve 
(Robinson and Honary, 1990) is also included (dashed line) for an altitude of 100km.

The calibration curve is a parameterisadon of the Wick data. It contains data from all 
the experiments that encompass a variety of geophysical conditions. It thus gives an 
average variation rather than one specific to a particular level of geomagnetic activity.

6.7 Summary

The data from the series of experiments have confirmed a strong correlation 
between the irregularity phase velocities measured at Wick and components of the 
plasma drift velocity measured with EISCAT.

The data demonstrate that the irregularity phase velocities measured with the Wick 
radar exhibit systematic non-linear behaviour with respect to the plasma drift speed. 
The kinetic theory of Robinson and Honary (1990) provides a good description of this 
behaviour for plasma drift speeds between 5(X) and I600m/s. The variation of phase 
speed at a given plasma drift speed can be attributed to backscatter from different 
altitudes. At high drift speeds (>1600m/s) deviations from the theory occur. This is 
either a result of a limitation in the ion temperature method for estimation of the plasma 
drift speed or an experimental fact, which new theory should address.
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Chapter Seven 

ACTIVE EXPERIM ENTS W ITH  COSCAT

7.1 In troduc tion

ACTIVE COSCAT (ACOS) experiments share common aims with the EISCAT - 
SABRE work described in the previous chapter. In addition, ACOS gives the first 
measinements of in'egularities at a 16cm wavelength, a regime where only kinetic 
theory is applicable. It will be possible to make a valuable comparison of the ACOS 
results with the previous STARE and SABRE experiments.

A preliminary ACOS experiment has been reported by McCrea et al. (1991). In this 
experiment, the Tromsp transmitter and receiver were oriented to point in the F-region 
making continuous incoherent scatter measurements. Meanwhile, the remotes cycled 
between coherent E-region obseiwations and incoherent scatter observations at the 
common tristatic location in the F-region. This technique has the drawback that no E- 
region measurements ai'e perfoimed during the times when detailed tristatic data were 
collected. McCrea et al. (1991) identified a threshold in the Troms0 line-of-sight ion 
velocity component of 500m/s for the excitation of E-region irregularities. In the work 
to be presented here, one remote was pointed continuously in the E-region, while 
Troms0 and the other remote made F-region incoherent scatter measurements. This has 
the advantage of continuous F and E-region coverage. However, only two EISCAT 
receivers are employed in making F-region plasma measurements. This requires 
assumptions to be made about the plasma drift, in order to estimate the drift velocity.

7.2 Active Coscat

The passive experiments (McCrea et al. (1991) and Chapter 5) demonstrated that 
the correct geometry required for coherent scatter was achieved only at Kiruna and 
Sodankyla. Thus, as depicted in Figure 7.1, the Kiruna receiver was oriented to give 
dedicated viewing of E-region irregularities, while Troms0 and Sodankyla made 
incoherent scatter measurements in the F-region. The Tromsp and Sodankyla pairing 
was preferred to that of Tromsp and Kiruna since the former measures two ion velocity 
components that are at a larger separation in angle.
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The F-region measurements of components of the ion velocity are combined to give 
an estimate of the F-region ExB drift velocity. This then gives an estimate of the E- 
region ExB velocity (or the electron drift velocity) at the position defined by the 
magnetic field line that passes between the two points. However, the sketch in Figure
7.1 is somewhat optimistic. The Oulu transmissions contain no timing information and 
consequently do not allow any range resolution. Hence the exact location of any 
coherent scatter is unknown and the E-region and F-region positions compared may be 
on separate field lines.

Another restriction to the data quality is that only two components of the ion 
velocity are determined at any one time in the F-region. Routine determination of 
electric fields with EISCAT involves tristatic measurements. These are impossible here 
since Kiruna is dedicated to E-region observations. In contrast to Chapter Six, where 
the plasma drift speed was inferred from ion temperatui'e measurements, here a bistatic 
estimate of the F-region plasma drift velocity is made by assuming the ion velocity 
parallel to the magnetic field is zero (V|| = 0). The advantage of a bistatic method over

the ion temperature determination, is that it gives an estimate of the flow direction in 
addition to the magnitude of the plasma drift.

The validity of assuming that the parallel ion velocity is zero has been tested by 
means of taking an EISCAT CP-2 tristatic data set from which the tristatically 
determined drift velocity was compared with a bistatic estimate. Figure 7.2 represents a 
time series of the magnitude of the velocity calculated from tristatic data (full line) 
together with a bistatic estimate (dashed line) from the measurements taken only from 
Troms0 and Sodankyla. There is good agreement between the two curves which gives 
confidence to the adoption of the bistatic estimate in the analysis of COSCAT data for 
estimates of the magnitude of the drift velocity.

In Figure 7.3 the velocity components defined relative to the magnetic field, as 
calculated by the two techniques, are compared. The derived velocity consists of a large 
eastward component and a small northward component. The eastward components 
derived by the tristatic and bistatic methods agi-ee well. The north bistatic estimate 
introduces an error of 50m/s towards the south. However, this does not result in any 
large systematic eiTor in either the magnitude or direction of the inferred velocity.

To investigate the possible errors, consider the angle <j) as that between the north 

and the direction of the plasma drift, all in the plane perpendicular to the magnetic field. 
The angle (j) is then equal to the inverse tangent of Ve /VN- If the actual velocity
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component ratio measured is p(V e/V n). owing to an under- or over-estimation of one 
of the velocity components, then the error in the angle will be :

Ai|» = tan-l(VE/VN) - tan-l(pVE/VN) (7.1)

This error is plotted in Figure 7.4 as a function of the true ratio between the velocity 
components, for different values of ‘p ’. The comparison of plasma drift components in 
Figure 7.3 revealed a five-fold overestimate of the Vn  component, this corresponds to 

p=0.2. In the worst case this corresponds to an error in the direction of plasma flow of 
7c/4 when the east and north components are of the same magnitude.

Errors arise when deviations of the parallel ion velocity from zero occur. Figure 7.5 
is a plot of the angle error against increasing parallel ion velocity. This error depends on 
the size and orientation of the components measured by the Tromsp and Sodankyla 
receivers and on the true plasma drift velocity. Figure 7.5 was constructed by inputting 
typical values for these parameters from the data illustrated in Figures 7.2 and 7.3. For 
the values plotted the angle error is small <0.1 radians (~6°) for parallel velocities up to 

500m/s.

The angle between the magnetic field line and the EISCAT receiver look directions 
in the ACOS experiment is larger (more nearer perpendicular) than those in the CP-2 
experiment. Hence the errors are expected to be less significant when the technique is 
applied to ACOS, where the contribution of the parallel ion velocity to the 
measurements is smaller.

The active experiments that have so far been undertaken are detailed in the 
following. Table 7.1:

ACTIVE COSCAT EXPERIMENT BACKSCATTER OBSERVED

JUNE 1990 14/6 (see McCrea et al. 1991)

MARCH 1991 8/3. 9/3, 13/3

JUNE 1991 24/6

MARCH 1992 no backscatter

Tab/g 7.7

Within this data set four periods of strong backscatter can be identified. The longest 
period of continuous backscatter was observed on the 9th of March 1991. Figure 7.6(a) 
depicts time series of the variation of the parameters measured during this event. It is
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instructive to focus on this data set initially and then collate and discuss the other results 
later.

In Figure 7.6(a) the square boxes designate values of the COSCAT measured 
parameters and the full lines are parameters determined by the EISCAT radar. The top 
panel displays both the coherent backscatter power measured by the Kiruna receiver 
and the F-region incoherent scatter power as detected from Tromsp. In the bottom panel 
the irregularity phase speed is plotted along with an estimate of the component of the 
plasma drift speed in the direction of the Kiruna line of sight. Coherent scatter is first 
detected at 03:12 UT and persists until 03:36 UT. The gaps that occur between these 
times in the data correspond to when the Oulu transmitter was switched off, a feature of 
the experiment design, and confirm that the EISCAT receivers were detecting the Oulu 
signal. The onset of coherent scatter corresponds to power values of -20dB and which 
increase up to about 5dB. The strongest scatter occurs from 03:15 UT to 03:18 UT. 
Figure 7.6(b) is a plot of each spectrum measured every 5s drawn in a continuous 
stack, with time running from bottom to top. This clearly illustrates the turn on of 
scatter at 03:12 UT. The subsequent spectra are strong and narrow.

The incoherent scatter power exhibits interesting behaviour during the occurrence of 
coherent scatter. The power received by incoherent scatter gives an indication of the 
electron density, in this case at an F-region altitude of approximately 275km. At the 
onset of strong backscatter (03:12 UT) the incoherent scatter power decreases 
indicating a decrease in the F-region density. Such depletions have been identified in 
other studies. For example, in the E-Region Rocket/Radar Instability Study (ERRRIS) 
(Pfaff et al. 1992) it was found a depletion in the electron density often accompanies 
strong electric fields. This is of relevance to the COSCAT observations since the 
appearance of coherent scatter requires the presence of strong electric fields (a 5-15V/m 
threshold is often quoted e.g. Kustov et al. (1989) and references therein).

7.3 Sum m ary of other data

As for the experiment of 9/3/91 most spectra observed exhibit characteristics 
common to irregularities generated by the two-stream instability. Exceptions are 
detailed below. Time series for the other data sets are displayed in Figures 7.7(a) to (c). 
The form of these figures are the same as Figure 7.6(a).
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813191 Figure 7.7(a)

An inteiwal of backscatter is observed at the start of the experiment at 23:30 UT up 
until 00:00 UT. During this time the average phase speed is 300m/s. Backscatter is 
observed during the next two hours but its incidence is very sporadic. The phase 
speeds also increase and fall in periods of 5 to 10 minutes. The fluctuation of the phase 
speed may be produced by Alfven wave activity, e.g. Walker et al. (1979). Decreases 
are observed in the Troms0 measured backscatter power during the occurrence of 
backscatter. Throughout the interval there are large variations in the plasma drift 
component velocity with changes of the order of lOOOm/s in periods of a few minutes.

7 j/3/97 f  fgwe 7.7(6)

Here a continuous period of backscatter exists between 01:20 and 01:50 UT. Again 
the occurrence of backscatter is accompanied by a depletion in the incoherent scatter 
return power measured at Tromsp. A number of low phase velocities, approaching 
zero, are observed especially near 1:40 UT. Scrutiny of the backscatter spectra reveals 
that these occur due to double-peaked spectra. This indicates the presence of 
in-egularities moving in opposite dkections along the Kiruna beam. The phase speed 
calculated is the average of the phase speeds of the two groups of irregularities and 
consequently close to zero. Such circumstances may arise when the COSCAT scatter 
volume contains a shear in the plasma flow.

2416191 Figure 7.7(c)

Just 10 minutes of steady backscatter is observed during this experiment. The 
backscatter commences at 16:10 UT. The subsequent changes in the irregularity phase 
speed are then well correlated with the changes in plasma drift speed. Outside this 
period, no other coherent scatter is observed. There are no depletions in the Tromsp 
power. The variation of all the parameters is smooth.

7.4 Q uan tita tive  results

To quantify the conditions under which backscatter occurs the average background 
plasma drift parameters have been calculated for each experiment in which backscatter 
was observed. These are the plasma drift speed, the angle between the look direction of 
the Kiruna receiver and the direction of the plasma drift (flow angle) and the component 
of the plasma drift in the Kirana look direction. The average values and their standard 
deviations have been calculated for each of these parameters during the whole
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experiment, times when no backscatter were observed and times when there was 
backscatter. The results are summarised in Table 7.2:

KEY the numbers given below are a v e ra g e  v a lu e  ±  s ta n d a r d  d e v ia tio n

8/3/91 W HOLE

EXPERIM ENT

BACKSCATTER NO

BACKSCATTER

D rift Speed (m/s)

Flow angle

D rift component (m/s)

1400 ± 1100 

5 r ± 2 T  

700 ±400

180011300 

5 y i 2 r  

800 1 350

1300 1  900 

51' 1 2 3 ' 

650 1  400

9/3/91

D rift Speed (m/s)

Flow angle

D rift component (m/s)

1200 1800  

47' ± 22'

15001800

4 T l 2 y

% m i# o

900 1  600 

53' 1 2 4 ' 

400 1  300

13/3/91

D rift Speed (m/s)

Flow angle

D rift component (m/s)

140011400 

67' 1 2 0 ' 

3M 1% %

240011700 

70' 1 2 0 ' 

5 M 1 4 M

110011000 

65' 1 2 0 ' 

300 1  200

24/6/91

D rift Speed (m/s)

Flow angle

D rift component (m/s)

5001400 

37' 1 2 3 ' 

3M 1% W

900 1 600

4 r i i y

# o i # o

5001350  

37' 1 2 3 ' 

3 M l% m

Summarised in the table are the average drift speed, flow angle and component of drift speed in the 

direction of the Kiruna line-of-sight. The standard deviation of the data about these averages is also 

given. This indicates the variability of the parameters during the period of observation. These statistics 

have been calculated for three cases; all periods of the experiment, times when there was backscatter and 

times when there was no backscatter.

The mean drift speed is always greater during periods of backscatter compared with 
periods when no backscatter is observed. Reduction of the average flow angle is 
observed for 8/3/91 and the 9/3/91 during backscatter while there is an increase of flow 
angle in the experiments of 13/3/91 and 24/6/91 during backscatter. The net effect on 
the component of the plasma drift in the direction of the Kiruna line-of-sight is always 
an increase in the drift component for periods of backscatter.
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The average values calculated for the line-of-sight drift component give an 
indication of the threshold conditions for the excitation of 16cm irregularities. To 
establish the threshold conditions more accurately the value of the line-of-sight drift 
component at the onset (or discontinuation) of backscatter needs to be determined. 
Scrutiny of the time series for the four experiments (the 8 /3 /91 ,13/3/91 and 24/6/91 
data are presented in Figures 7.7(a),(b) and (c)) being discussed gives the following 
approximate thresholds (an average of onset and turn off values for coherent scatter):

Experim ent Threshold 
component speed 

(m /s)

08/3/91 400

600

M # # l 500

24/6/91 500

To calculate the flow angle average it was necessary to take the acute angle between 
a line in the direction of the plasma drift speed and a line in the direction of the Kiruna 
line-of-sight This forced all the flow angles in the averaging procedure to vary from O' 
to 90°, the limits in this range corresponding to flows parallel and perpendicular to the 
Kiruna line-of-sight respectively. Thus no distinction is made between flows towards 
and away from the radar. Time series of the flow angle for each experiment are 
illustrated in Figure 7.8. These indicate the occurrence of swings in the flow direction 
from 0° to 180°, e.g. in the initial periods of the 9/3/91 and 13/3/91 data. No 
backscatter is seen during such periods of large variation in flow direction. The times of 
occurrence of backscatter are signified on the time series by the horizontal bars. The 
backscatter generally occurs during periods of smaller variations in flow angle.

The flow angles are often large (up to 70°). Under these circumstances the 
generation of two-stream waves is still possible, provided the drift speed is large, e.g. 
as in the experiment of 13/3/91. At other times there are instants of high velocity 
magnitude, small flow angle and no coherent scatter, for example between 02:40 UT 
and 03:00 UT in 9/3/91. There are a number of reasons that could account for this. 
Firstly, the cross-section of E-region irregularities is also dependent on the amplitude of 
the electron density fluctuation and the background electron density (see Equation 
5.12). There are also the experimental uncertainties in not knowing the exact location of 
the E-region scatter. The two sets of measurements are possibly on different field lines. 
During the periods where the data are inconsistent, there are large swings in the 
estimated flow angle, either simultaneously or in adjacent measurements. This implies
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there is either great temporal variation in the local plasma drift or that the variation is 
spatial and the temporal changes arise as the pattern drifts through the radar beams. 
Under these circumstances it would not be implausible to suggest that the flow regimes 
observed in the E and F-regions are different. Furthermore, when the coherent scatter 
does commence the flow angles fluctuate less.

7.5 Com parison w ith theory

As elucidated in the previous chapter, the phase speed of E-region irregularities is 
sensitive to the altitude at which they occur. There is no altitude information available in 
the present COSCAT experiment and this makes it difficult to compare the measured 
phase speeds with a predicted speed for the electron drift speed at which the 
measurement was taken. This limits the interpretation of phase speeds for COSCAT in 
a manner similar to that for SABRE.

In Figure 7.9 the data from 9/3/91 is plotted as a graph of the average phase speed 
in a lOOm/s drift velocity bin against the estimated electron drift speed. Following the 
procedure in Chapter 6, superimposed are theoretical cmwes from Robinson and 
Honaiy (1990), of the variation of the irregularity phase speed against the electron drift 
speed. The data fit between the theory curves and are consistent with backscatter from 
an altitude below 100km in the lower E-region.

7.6 C alib ra tion

A good comparison can be made between theory and the expeiimental data for the 
results obtained on the 9/3/91. The data quantity in the other experiments is 
unfortunately insufficient to allow a statistically valid comparison. However, all the 
data can be combined in order to derive a calibration curve for the COSCAT 
experiment, following the procedure adopted for Wick in Chapter 6 (after Nielsen and 
Schlegel (1985)). All data available are plotted in Figure 7.10. The ordinate is the 
average irregularity phase speed measured in 3G0m/s drift speed bins. A fit of the form 
of Equation 6.7 has been applied to the fhst six data bins. The form of the calibration 
curve is invalid for high drift speeds since here, as predicted by theory, the relationship 
between the phase velocity and plasma drift speed is not similar to a quadratic. The 
theory curves of Figure 2.2 begin to flatten off as the plasma drift speed increases 
above 2000m/s. The data is not inconsistent with this behaviour. Also at the high drift 
speeds the number of data points is small in each bin, this is depicted in the histogram 
of Figure 7.11. Statistical fluctuations in the data will be significant at high drift speeds.
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7.7

Under the existing constraints of the COSCAT viewing geometry, comparisons 
have been made between the characteristics of 16cm irregularities measured with 
COSCAT and the magnitude and direction of the plasma drift velocity with EISCAT. 
Measurements of the plasma drift speed were achieved by means of a bistatic estimate. 
This technique was found to give valid results when compared to an EISCAT tristatic 
data set. Threshold conditions in the magnitude of the plasma drift velocity component 
in the direction of propagation of the irregularities had to be met before irregularities 
were excited. Analysis of the relationship between the phase speed and plasma drift 
speed implied that the backscatter originated at an altitude just below 100km. These 
results will be discussed in relation to SABRE and STARE in the following and 
concluding chapter.
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Chapter Eight 

CONCLUSIONS AND FUTURE WORK

8.1 Introduction

The characteristics of auroral plasma irregularities have been investigated at a 
range of different irregularity wavelengths with coherent scatter observations from 
principally the Hailey, Wick and COSCAT radars. The research has involved the 
analysis of the statistics of coherent scatter spectral moments from large numbers of 
observations and also case studies, where irregularity characteristics were compared 
with background plasma parameters obtained from other instruments such as 
EISCAT. A brief summary is now presented of the most important results obtained 
and the main conclusions are highlighted.

8.2 D rift speed dependence of phase speed

In experiments conducted with both SABRE and COSCAT (Chapters 6 and 7 
respectively) the relationship between the irregularity phase speed and the plasma 
drift velocity was investigated. An understanding of this relationship is very 
important since from coherent scatter radar measurements information about the 
plasm a drift motion for geophysical research is inferred. Furthermore, the 
investigation provided a unique opportunity to compare the behaviour of the 
irregularity phase speed with respect to the plasma drift speed at two different 
irregularity wavelengths.

The observations (summarised in Figures 6.11 and 7.9 for SABRE and COSCAT) 
were consistent with the theoretical predictions of Robinson and Honary (1990). This 
is a kinetic theory of the modified two-stream instability and predicts the phase speed 
of a Type (I) irregularity is highly sensitive to the altitude of coherent scatter, the 
phase speeds increase with the plasma drift speed and the phase speed at a given 
plasma drift speed is larger for shorter wavelength irregularities. The six EISCAT- 
SABRE experiments indicated that the theory fits well to the data for a range of 
different altitudes in each experiment. The comparison of active COSCAT data to the 
theory suggested the coherent scatter originated from a lower altitude (< 100km) than 
that commonly observed with SABRE and that phase speeds, at comparative drift 
speeds, were higher at the shorter irregularity wavelength.
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These phase speed differences are evident in a comparison between the data sets 
that employs the calibration curve:

V = a + bV^ valid for < 1600m/s (8 1)

first suggested by Nielsen and Schlegel (1985) in their analysis of STARE data. The
fitted parameters for COSCAT, SABRE and STARE are listed below:

a b Vnh(400)
COSCAT 350 0.00004 356
SABRE/EISCAT 320 0.00005 328
STARE/EISCAT 300 0.00011 318

Table 8.1

The last column is the phase speed of irregularities that would be excited at a 
plasma drift speed of 400m/s. The kinetic calculations of Robinson and Honary 
(1990) suggested that irregularities at Im  would propagate at phase speeds 10% 
above the ion acoustic speed, at 16cm wavelength (e.g. COSCAT) the prediction is 
closer to 20% above the ion acoustic speed. This behaviour is reflected by the figures 
in Table 8.1 and there is good quantitative agreement if the ion acoustic speed is of 
the order o f 300m/s, which is a reasonable assumption for a low plasma drift speed 
such as 400m/s.

8.3 Observations on the spectral width

The spectral width was found to be proportional to the wave number raised to a 
power of 1.2 ± 0.4 (see Figure 5.4). Hanuise et al. (1993) demonstrated that Gaussian 
and Lorentzian spectra have a k^ and k^ dependence respectively. The result is clearly 
closer to the k^ theoretical bound. A k^ dependence arises if the lifetime of the 
irregularities is short and their rapid decay causes the Doppler broadening. The 
observed k-dependence suggests that the irregularities comprise stable waves and the 
spectra are broadened due to fluctuations in the background plasma flow which 
modulate the phase speed of the irregularities.

For the Wick data, the backscatter power is observed to decrease as the spectral 
width increases. This behaviour was successfully modelled by superposing the 
scattered signal from a population of irregularities with decay rates smaller than the
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sampling rate of the radar receiver. The spectral width exhibited a minimum at phase 
speeds of the order of the ion acoustic speed for the Wick and COSCAT data and a 
minimum near zero phase speed for the Hailey data. For Type (I) irregularities the 
increase in spectral width with phase speed can be accounted for by the dependence 
of anomalous broadening of the spectmm on the plasma drift speed. The minima in 
the Wick and COSCAT data correspond to a transition region between Type (II) and 
Type (I) megularities observed as the phase speed increases. The Hailey observations 
are composed of predominantly Type (II) irregularities. The increase in spectral width 
with phase speed may correspond to faster decay rates of Type (II) in-egularities as 
the phase speed increases, as suggested by the irregularity dispersion relation, or may 
reflect changes in the level of fluid turbulence as the plasma drift speed increases. 
This can only be resolved when independent measurements of the plasma drift 
become available in conjunction with further inegularity observations at HP.

8.4 Morphology of coherent scatter power

A study of the spatial morphology of backscatter power was carried out with data 
from the Wick radar. The backscatter power distribution is typically non-uniform in 
range and azimuth. For Wick data, it was found that a magnetic aspect sensitivity of 
5dB/deg was required to model the observed azimuthal distribution. To account for 
the range variation, the backscatter cross-section per unit volume had to increase with 
range. A further result of the Wick modelling work implied that it was often incorrect 
to consider the radar- beams to be only as wide as the spatial separ ation of their 3dB 
points. Strong scatterers outside these 3dB points can affect the measurement of 
power, which is usually completely attributed to irregularities in that beam's bore- 
sight. The fascinating and important outcome of the modelling work is that smooth 
distr ibutions of irregularities can exhibit apparent structure which is just a function of 
the beam geometr-y. In the operation of radar s that map large areas of the ionosphere it 
is important to establish what structure is observed under quiescent conditions if other 
phenomena that manifest themselves in radar power returns are to be interpreted 
correctly.

8.5 Characterisation of radar observations

The majority of observations from each radar- system were readily categorised in 
terms of a common irregularity type. The Wick and COSCAT radars observe Type (I) 
irregularities while the Hailey radar detects Type (II) irregularities, these differences 
ar-e attributed to the observing geometry of each radar system.
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Problems exist with categorising spectra, which is a matter of a definition that 
relies on the mean Doppler shift of the spectrum relative to the ion acoustic speed. In 
most experiments there is no independent measurement of the ion acoustic speed. The 
fact that new spectral shapes have been identified in high latitude observations 
(Type (III) and Type (IV)) indicates that the classes may need to be rationalised, 
especially since the new types may just be modifications of the old. The distinctive 
properties of each iiTegularity type are determined by the generating plasma 
instability. Theoretically Type (I) and Type (II) irregularities are defined by the same 
dispersion relation with the imaginary part containing two terms, corresponding to the 
two-stream and gradient drift instabilities. Equation 2.3. In definitive examples of 
Type (I) or Type (II) spectra the appropriate term dominates. The situation is less 
clear if both teiins make a significant contribution. Thus it was not unexpected to find 
mixed regions of irregularity types in the power - width - velocity profile of Figure 
5.16.

8.6 Geophysical implications of the data

As summarised above, the key issues studied in this thesis have been concerned 
with the plasma physics of auroral irregularities. However, it is also important to 
point out the geophysical results that are evident in the experimental data.

The histograms of Figure 5.1 (a) to (e) summarised the diurnal occurrence of 
irregularities for each radar. All the distributions were non-uniform and contained 
localised minima. The minima correspond to times when the geophysical conditions 
are less-suited for the production of coherent radar backscatter. The evening 
minimum (MLT) corresponds to the radar field of view moving from the dusk to 
dawn convection cell. During this time there are rotations in the plasma flow direction 
relative to the radar look direction. The broader minimum is located near mid- 
morning (MLT). This may correspond to the morning reversal. However, during this 
time the auroral oval is displaced over the polar cap to higher latitudes and thus less 
coherent scatter is expected.

For Wick and COSCAT the sense of the radar Doppler signal is dependent on the 
direction of the background plasma flow. This is not the case with the Hailey data 
since the Hailey radar look direction is perpendicular to the local L-shells. Because of 
this, there were differences between the statistics for positive Doppler shift data as 
compared to negative Doppler shift data in the Wick and COSCAT data sets but not 
for the Hailey radar obseivations. The most significant difference is that the spread in
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spectral widths observed is greater for eastward flows than westward flow. This is 
apparent in both the Wick (first reported by Schlegel et al. (1986)) and COSCAT 
data. There are differences between the two flow regimes which may account for this 
variation. In the nightside region, substorm activity results in field aligned currents. 
This may lead to a current convective instability that will affect the irregularity 
growth rates and is a modification to theory that could be pursued. Alternatively, 
increased particle precipitation may result in additional, small-scale, density gradients 
in the medium, that will modify the spectral broadening through the gradient drift 
term, e.g. Farley and Fejer (1975). The scale sizes of these gradients will affect the 
scales of irregularities that can be generated. In consequence, different wavelength 
irregularities may not experience the same effects. One definite factor is that there 
does tend to be greater variation in the eastward flow sector. For example, with Wick 
there is increased observation of double-peaked spectra that may indicate the presence 
of shear flows in the scattering volume under inspection.

8.7 Suggestions for future work

Coherent backscatter radar will continue to play a prominent role in studies of 
ionospheric plasma and the geophysics of the Earth’s solar-terrestrial environment. 
The content of this thesis reflects two areas of endeavour; the statistical analysis of 
irregularity parameters and the comparison of incoherent scatter data with coherent 
backscatter radar observations.

Radar parameter analysis techniques rely on a study of ACFs or the backscatter 
spectrum. Each technique has its own advantages and disadvantages. For example, 
ACFs allow easy identification of whether the returned power decoiTelation is 
Gaussian or Lorentzian. However, they are poor at identifying multiply peaked 
specti’a. Statistical work that could follow directly from this thesis would include an 
ACE analysis of the Wick and COSCAT data sets. An analysis of the ACE also 
facilitates an investigation of the plasma turbulence coiaelation length as detailed by 
Hanuise et al. (1993).

Moorcroft (1987) studied the variation of coherent scatter power with respect to 
the irregularity wavelength. It was impossible to make a quantitative comparison 
between the Wick, COSCAT and Hailey power observations since there is no routine 
calibration of the power measurements. The power values only have significance in 
comparison with other measurements made by the same radar system. The absolute 
power returned would be a useful parameter to measure. It is a difficult technical 
procedure, since the transmitted power has to be established and the received power
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measured for a known input signal. The radar beam pattern has to be accurately 
modelled or measured. However, under these circumstances it would be possible to 
calculate an absolute power received per unit volume. This would enable irregularity 
cross-sections at different wavelengths and for different geophysical conditions to be 
determined.

The EISCAT-SABRE experiment achieved excellent results in spite of the 
difficult conditions imposed by the extreme experimental geometry. In fact, the 
success of the ion temperature method in estimating the plasma drift speed should 
support the method’s application to other experiments. There is still potential for 
further exploitation of the ACTIVE COSCAT experiment. The simultaneous E-region 
observation of coherent and incoherent scatter is not possible with the current 
geometry. However, relocation of the transmitter, now at Oulu, to facilitate this goal 
is conceivable. A detailed study of possible locations should be undertaken.

It is evident that progress in this field can best be achieved with complementary 
measurements. Measurements such as those in the EISCAT-SABRE comparison, 
ACTIVE COS CAT experiments and from previous workers (e.g. Nielsen and 
Schlegel (1983), Farley and Providakes (1989), Haldoupis and Schlegel (1990), 
Kofman and Nielsen (1990)) were able to confirm the non-linear behaviour of the 
phase speed of Type (I) irregularities with respect to the plasma drift speed and its 
relationship to the ion acoustic speed. The empirical relationship derived between the 
phase speed and plasma drift speed for SABRE, COSCAT and STARE (Nielsen and 
Schlegel (1985)) are of value for researchers applying coherent backscatter radar data 
to geophysical studies. A number of suggestions can be made as regards further 
experiments. The simultaneous measui’ement of irregularities in the same volume at 
different radar frequencies is a natural advance to the multifrequency data studied 
here. This would give unparalleled measurements of the variation of power, phase 
speed and spectral width with frequency. Ideally such measurements would be made 
along the same direction (all the radars co-located) and from different directions. To 
support the operation of HE radars, electron density profiles need to be measured. 
This is necessary to allow accurate ray tracing of the HE ray paths in order to 
establish the location of the scattering irregularities.

Future radar experiments include the construction and deployment of HE radars in 
the Super Dual Auroral Radar Network (SuperDARN, e.g. Greenwald 1992). This 
radar system will give almost global coverage of both the E-region and F-region 
ionosphere at auroral latitudes. SuperDARN holds many exciting prospects for 
research in both plasma physics and geophysics. The need to understand irregularity
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measm-ements is more important than ever if  these studies of the auroral ionosphere 
are to be optimised.
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APPENDIX A

WICK: SIMULATION OF BACKSCATTER INTENSITY.

The backscatter power was calculated for each range and beam position using the 
following equation:

P„L(R)W(R) ^  ^P(range,beam) = °  e 200 AV% %F(8)H(û)e g 2 (Al)
^1^2 AZ EL

It is based upon the radar equation of 3.14 with the functional forms adopted being 
written explicitly. The range of each position is equal to R i (=R% for backscatter).

The radar beams were given Gaussian sensitivity profiles in azimuth and elevation.

-EL^ - A Z '

e 72 e 2 (A2)

Aspect angle sensitivity of n dBs per degree:

F(5) oc (A3)

Flow angle sensitivity from Oksman et al. (1986), d=4.6 André (1983)

H(6) «  (A4)

Lloyd’s mirror effect Mattin and Jones (1986)

L(R) .  1 . (A5)

Distribution of irregularities. A Gaussian density profile with height was modelled and 
a function defining the variation with range W(R) was included.

-(ALT-tlOj2 
W(R)e 200

The function W used in the successful simulation was a step function that turned the 
irregularities on at a range Rt from the radar.

- 7 7 ^  (A7)

Pq was an arbitrary value that could be varied to scale the results to appropriate power 
levels. The summation involved adding the contributions from each position in azimuth 
and elevation at a given range. The step length in azimuth and elevation was decreased 
as the range increased in order to keep the volume elements constant in size at a given 
range. The volume elements were taken as:

AV = ^7c[R2 - Ri)cos(EL)d0d<l) where R2 = Rj + 15 (km) (A8)
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