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-GHAPTE5 I 

The Field of Short-Term Memory

Nearly two decades ago, one review of immediate memory research 

considered that through the studies "runs only the common feature that 

they apply to immediate recalls of series presented but once". (McGeoch 

& Irion, 1952). While this statement is far from adequate to describe 

the field of short-term memory today, it is so only because the inter­

vening years have sired numerous disparate styles of experimentation 

v/hich, despite their differences, demand inclusion under the rubric of 

the short-term retention of information. Many of the developments in 

the last decade bear witness to the ingenuity of researchers in devising 

new techniques for research rather than demonstrating any fundamental 

lack of unity in the area. This is perhaps suggested by a recent review 

devoted entirely to the techniques in the study of short-term memory 

(Broadbent, 19&5). However, it is important to bear in mind that the 

history of research in this area is not one of a unified field from 

its inception and this fact has contributed in a very real way both to 

the popularity of short-term memory research in the last decade and to 

the proliferation of its research techniques.

Short-term memory has a long history in the form of research 

on the immediate memory span, and can claim - along with Ebbinghaus 

(1885) - one of the earliest experiments on the higher mental processes 

(Jacobs, 1887). While the first observations made were of great 

interest - namely the number of items which a subject could repeat back 

after one presentation appeared to be correlated with intelligence 

and the size of the set from which the items were drawn - this style 

of work did not provide the stimulus for the recent developments in 

the area. In retrospect, it is not easy to decide why immediate memory
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remained so under-researched for so long. However, it is possible 

that researchers felt that the outcome of such studies was too pre­

dictable to merit any great attention. Thus, if the presented 

material was within the subject's memory span, then it was guaranteed 

of perfect recall, and, therefore, uninteresting. Alternatively, if 

the material exceeded the subject's memory span, it would require 

multiple trials to be learned and was, therefore, a subject for 

learning experiments.

However, whatever the reason, the history of short-term 

memory can be seen as beginning quite recently at the time of the 

classic papers of Brown (1958) and that of Peterson & Peterson (1959)» 

Possibly, a Zeitgeist interpretation could be made for the develop­

ments which followed the publication of these two papers and 

probably neither work alone could have stimulated so much research 

as has been conducted since. Nevertheless, there are a number of 

reasons why it is convenient to consider these two studies as 

historical determinants. Judging by the relative frequency of refer­

ence to these two papers in the literature, it would seem that the 

main stimulus for research was provided by the Peterson & Peterson 

paper which demonstrated extremely rapid forgetting of material well 

within the memory span. Brown produced similar results, but these 

received less emphasis because the main throw of his research was 

towards the theoretical issue of the causes of forgetting* Although 

the theoretical implications of both papers were considerable, it 

was probably this demonstration of substantial effects over very short 

time intervals which encouraged researchers to turn to this field.

Among the reasons for doing so must be considered that of economy.

There was little point in studying long-term retention over hours or 

days or even weeks when a similar amount of data could be generated 

in minutes. Besides this, forgetting over such short time intervals
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suggested that traditional learning experiments had ignored an important 

stage of the learning process and, in this respect, the studies made the 

important contribution of bridging the gap between the memory span and 

long-term memory (Hall, I966).

The demonstration that rapid forgetting can take place in 

immediate memory studies was not an entirely new one, however (see 

Pillsbury & Sylvester, 1940), so that a number of additional consider­

ations are necessary in placing the impetus for short-term memory 

research at this time. Perhaps the most important development in the 

post-war years in the general area of human skilled performance was 

that provided by communication theory (e.g. Wiener, 1948; Shannon &

Weaver, 1949; Hicks, 1952). It was apparent that if man was viewed as 

an information processing device then the psychologist and the communi­

cation engineer were studying similar problems. Unfortunately, some 

of the promise of communication theory, in being able to measure in a 

precise quantitative way the information transmitted by a given messie, 

was not achieved in short-term memory in so far as the information con­

tent of a message did not appear to be the limiting factor in memory 

performance (Miller, 1958a). Nevertheless, as a conceptual tool 

communication theory offered much to short-term memory. This is apparent 

in the language used by Brown (1958) to interpret his results. His 

formulation of the cause of forgetting in immediate memory as a decline 

in the signal-to-noise ratio of the memory trace was a clear theoret­

ical advance on earlier notions of decay (e,g. Jenkins & Dallenbach,

1924). Indeed, until Brown adopted this theoretical position, there 

had been virtually no support for the decay theory of forgetting since 

the attack by McGeoch (1932). The dominant tradition was one of 

interference theory which insisted that time itself was unimportant 

for forgetting; it was rather the events which occur in time that 

determine whether information can be retrieved at a later date.
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Support for this newly stated decay theory came from one other 

notable product of the cybernetic movement of the 1950's: Broadbent's 

book on perception and communication (Broadbent, 1958). This work was 

important for a variety of reasons. Broadbent's model of auditory 

attention and perception distinguished between two kinds of short­

term memory, one of which was very close to the perceptual system and 

very transitory - of the order of a second or so. The more permanent 

short-term store received somewhat less attention and the relation­

ship between this and long-term memory was not defined. However, the 

main interest in the apparent discovery of a sensory store was that 

it emphasised the problem of separating perceptual phenomena from 

those of memory and encouraged research to turn to situations under 

which the latter may be dominant. A similar but independent demonst­

ration of how memory factors confound the study of perception was 

made in the area of visual perception by Sperling and others (Sperling, 

I96O; Averbach & Sperling, I96I; Idemmer, I98I). These developments 

can be seen as widening the scope of short-term retention studies to 

include those areas which would have traditionally been described as 

the domain of perception. The work of Broadbent was also important in 

another way. It had an overall orientation to applied psychology, 

despite the introductory apology that "the closer we come to the 

problems of everyday life the harder it is to stay with them".

Broadbent, 1958, p.8.) Quite apart from the interesting theoretical 

issues raised by short-term memory research, the need for greater 

understanding of immediate memory was increasing with the increasing 

need for elaborate identification codes in society in the form of 

telephone numbers, insurance card details, etc. The largest proportion 

of errors in the use of these codes id.ll occur because of failings in 

immediate memory to cope with copying, whether it be from telephone 

directory to telephone dial or from inventory to inventory. Concern 

with the practical applications of short-term memory is demonstrated 

in such studies as those by Conrad & Hille (1958), Karlin (1958),

Poulton (1958) and Sinks (1959).
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This review of some of the more important developments taking 

place in short-term memory around the time of the classic papers of 

Brown (1958) and Peterson & Peterson (1959) serves a double function# 

First of all, it illustrates that there was a substantial amount of 

diverse research underway at the time and, secondly, it illustrates 

that there were a number of good reasons at the behavioural level for 

distinguishing between memory at different time intervals*

Traditionally, Brown (1958) and Peterson & Peterson (1959) are 

credited with providing the results which stimulated a distinction 

being made between short- and long-term memory (e.g. Hall, 1966). 
However, in a sense, this distinction had always been made in that 

immediate memory span dbudies were typically reviewed separately from 

those on learning or long-term memory (e.g. McGeoch, 1942; Woodworth, 

1938). Additionally, the basis for a distinction had long been made 

by such researchers as Pavlov (I928) and Hull (1943) in their use of 

the concept of stimulus trace. Perhaps the most sophisticated early 

recommendation for a short-term memory/long-term memory distinction 

was made by Eebb (1949), who based his argument for a mechanism to 

carry memory until a permanent structural change could take place on 

a substantial body of anatomical and physiological evidence that such 

a mechanism was possible. The 1950's saw the accumulation of numerous 

studies on the selectivity of amnesia (reviewed by Glickman, I96I) and- 

in particular - the case history reported by Penfield & Milner (1958) 

of a patient with amnesia, but unimpaired immediate memory. However, 

although these amnesia studies were an additional consideration for 

the development of a generally accepted distinction between short- 

and long-term memory only after the 1950's, the main reason is still 

probably to be found in the two papers of Brown (1958) and Peterson 

8c Peterson (1959). The distinction which these two papers recommended 

was based on the relative lability of information remembered over
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short time intervals rather than the limited performance which earlier 

immediate-memory spsin work had noted. However, additionally, Peterson 

& Peterson insisted that "the course of short-term verbal retention is 

seen to be related to the learning process" and they conceptualised 

their results as a "trial of learning". Ironically, it was probably 

this emphasis on the similarity between short-term memory and long-teira 

memory (i.e. short-term memory is what happens in long-term memory 

studies after a short time interval) which finally forced the debate 

on whether there was more than one kind of memory.

Viewed in retrospect, it is somewhat surprising that the re­

search on short-term memory should not have led sooner to anything more 

than a distinction between short- and long-term memory. It seems apparent 

now that from the research of the period 1958-19^1 three different kinds 

of memory might have been distinguished - namely sensory memory, short­

term memory and long-term memory. However, such a distinction, while 

mentioned by Wooldridge (1965) and implied by Broadbent (1958) and 

Sperling (I96O, I965), did not clearly emerge until 196? (Neisser,196?).

In view of the taxonomic elegance of this tripartite distinction, the 

following discussion of the main trends in the last decade will adopt 

this approach.

Sensory Memory It is interesting that some of the most seminal work

on sensory memory should have arisen from a study of 

that age old "constant" of psychology, the span of apprehension. This 

concept bears more than a passing affinity to that of the span of 

immediate memory and there is, no doubt, some frequent confusion between 

the two. The span of apprehension refers to the number of objects which 

can be identified at a single glance (traditionally a tachistoscope 

would be used for the presentation of the material). Immediate memory 

refers to the number of items which subjects can repeat back without
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error and typically involves the sequential presentation of material.

Thus, the former claims to examine perception alone and typically 

found a limit of 4-5 items (e.g. Cattell, 1885; Erdmann & Dodge,I898). 

Although Sperling (I96O) was not the first to suggest that the visual 

sensation in such studies may outlast the stimulus (e.g. Woodworth,

1958), he was the first to present empirical evidence of this. The 

experimental method was quite simply to present 12 letters or digits 

in three rows of 4 items, for a duration of 50 milliseconds. Immediately 

after the stimulus presentation, a tone was sounded to denote recall of 

just one of these rows. Subjects correctly reported 76/̂ of the items 

requested so that at the time of the recall request subjects must have 

had available at least 76% of 12 letters. However, when the tone for 

the cue for partial recall was delayed for only one second, performance 

dropped to '̂ 6% which at 4.3 items was within the range normally expected 

in such studies. The conclusion to be drawn from this experiment was 

that a visual memory existed for visually presented material lasting 

less than one second and that the limited span of apprehension typic­

ally reported was due more to the subject's limited processing capaciiies 

than to what he could see. The essential finding of Sperling was 

replicated, using various procedures (Averbach & Corriell, I96I; Estes,

1965; Estes & Taylor, I966; Mackworth, 1962c, 1963; Mev/hort, Merikle & 

Bryden, 1969; Sperling, I963). This research produced a number of inter­

esting theoretical issues such as whether the sensory memory could be 

"erased" experimentally (Mayzner et al., 1964; Eriksen & Stetty, 1964) 

and whether two stimuli rapidly following one another could become 

superimposed on each other (Eriksen & Collins, 1964) and revived dis­

cussion of earlier relevant work on "metacontrast" (Alpern, 1952, 1953)»

Particularly important for short-term memory was the re- 

evaluation which this work recommended of the study by Lawrence &

Laberge (1956). Lawrence & Laberge presented two cards tachistoscopic- 

ally for 0.1 seconds. The material was such that, in aJ.l, 6 dimensions
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were to be reported. If subjects were given prior instructions ti® 

concentrate on one of the dimensions, errors were made on the others. 

However, if the recall order of dimensions was specified after present­

ation, exactly the same results were obtained: last recalled dimensions

were the worst recalled. On the basis of this data, the authors 

suggested that recall order could explain the loss of information 

better than selective attention. The results of Sperling (I960) , 

however, implied that order of verbal coding of material retained in 

sensory memory might be an important influence in an experiment such 

as was performed by Lawrence & Laberge. A series of experiments by 

Haber (Harris & Haber, 19̂ 3; Haber 1964a, 1964b, I966) supported this 

view: in showing that improved performance arising from "set" to con­

centrate on certain dimensions is achieved by the encoding of these 

dimensions first. It may be noted in passing (and this point will be 

returned to) that the verbal coding of material from sensory memory 

is assumed to allow entry of the material into short-term memory (see 

Sperling, I96O, I963).

The seminal work on auditory sensory memory bears some 

striking resemblance to that on vision reported above. Thus, Broadbent 

(1938) adopted one design anticipating Sperling (I96O) in an attempt 

to tease out the manner in which auditory information is retained.

The method was to present two different messages simultaneously, one 

to each ear. Each message had its own call sign and subjects were in­

structed to report as much as they could remember from the indicated 

ear. By using recall cues before cind after presentation of the material, 

Broadbent was able to show that the messages -were retained intact for 

a short period in much the same way that the later studies of visual 

sensory memory were to suggest. This particular experiment was some­

what complicated by different effects at early stages of practice, but 

a wide variety of experiments have suggested that the results pointing
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to an auditory sensory memory are essentially replicable. Three such 

studies are of particular interest in pointing to the relationship 

between sensory memory and short-term memory. Treisraan (1964a,b,c) 

extended some of the earlier work on "shadowing" (Cherry, 1953)« The 

task was one of selective listening whereby one continuous message 

was presented to one ear (the shadowed channel) and a supposedly 

different message presented to the other ear (the rejected channel).

Tlie rejected channel was introduced to the subjects as distraction 

to be ignored and was faded in gradually after the shadowing task 

had begun. In successive trials, the time lag between the two 

identical messages was reduced from 6 seconds to zero. At some stage 

subjects realised that the two messages were the same but this 

occurred at different temporal separations depending on whether the 

shadowed message was ahead of the rejected message or vice versa.

IVhen the rejected message was ahead, the time lag was as small as

1.4 seconds, but, when the shadowed message was ahead of the rejected 

message, subjects identified the two as the same at an average time 

lag of 4.5 seconds. As Treisman argued, these differences would seem 

to reflect two different memories. Memory for the rejected channel 

can be seen as an unattended sensory memory lasting just over one 

second. Memory for the shadowed channel can be viewed as a conse­

quence of attention and reflecting processed material held in short­

term memory.

Although there would seem compelling evidence for the

existence of both an auditory and a visual sensory memory, and also

grounds for believing the principles of storage to be the same in 

each (Sampson & Spong, I96I a, b; Sampson, 1964), it is clear that 

the situations under which these memories will demonstrate them­

selves demand sophisticated techniques. This being the case, it is 

not surprising that they remain comparatively neglected phenomena.
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This is especially true of auditory sensory memory, where little 

attempt would seem to have been made to map the likely parameters 

affecting its duration and nature. It is clear that the problems 

facing research in this area are those of separating both perceptual 

and short-term memory factors from those of sensory memory.

Short-term memory Although some definite time limits have been

placed on sensory memory, the duration of short­

term memory remains indeterminate, partly for the very good reason 

that it can be sustained by rehearsal. (Broadbent, 1958; Brown, 1958; 

Conrad, 196?; Glanzer & Clark, 1965, 1964; Sperling, 196O, I965,1967)# 

This point is important in considering the time limit placed by 

Treisman (1964 a, b, c) on short-term memory in continuous performance. 

In part too, this fact has led to the existence of short-term memory 

as a portmanteau word so that some discussion should be made of the 

concept before any implied definition is given by review of the re­

search in the area.

Although Neisser (I967) adopted the distinction between visual 

and auditory sensory memory, short-term memory and long-term memory 

(labelled by Neisser iconic and echoic, active verbal memory and 

long-term memory respectively), his work cannot be guaranteed to dis­

pel confusion surrounding short-term memory. Thus, Broadbent is cited 

as "the best-known duplexity theorist" , whereas it is felt that 

Broadbent was the earliest triplicity theorist.
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The reason for making this novel claim requires some discuss­

ion. Broadbent's (1958) model of memory and attention has, as Neisser 

suggests, received considerable publicity and, for this reason, a full 

description will not be given here. In bare-bones outline, Broadbent 

postulated a store for pre-perceptual information, the "S system", to 

which material could be returned after perception by the "P system". 

This "S" store was distinguished from long-term memory (Broadbent,

1958, p.259)* To view this model as a simple duplex model is to 

ignore the behavioural distinction which Broadbent makes between pro­

cessed and unprocessed information, within the "S" system. Indeed, 

Broadbent (1958, p. 226-22?) states "the identity of the S system in 

the two cases, before and after passage through the P system, is 

perhaps open to doubt; it may be that the store which lies before 

the P system is not the same as that which lies after it". However, 

even if processed and unprocessed information were located in the 

same store, this does not pre-empt a useful distinction at the behav­

ioural level. The work of Treisman (1964) which has been discussed 

earlier, strongly supports this point. In any case, since the over­

whelming majority of work on short-term memory is behavioural, it would 

seem a peculiar instance of reductionism to seek support for the behav­

ioural evidence by reference to the stores involved, or to physiol­

ogical work, as numerous authors have done (e.g. Brown, 1964; Welford,

1967).

This discussion raises one other point, which should not pass 

unmentioned while the confusion surrounding the concept of "short­

term memory" is being discussed. Waugh & Norman (I965), in an in­

fluential paper, drew a distinction between short-term memory and 

long-term memory, but rephrased these concepts as primary memory (PM) 

and secondary memory (SM) respectively. Their ostensible reason for
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events which have not left consciousness and are in the psychological 

present (i.e. PM) and events which are in the psychological past (SM),

As Neisser (I967, p.200) has lamented, Waugh & Norman's use of 

"primary memory" to apply to short-term memory has pre-empted its use 

in the way which James probably intended it to be used to apply to 

auditory sensory memory or the "echo box" for recent auditory stimuli* 

However, while making no small contribution to the clarification of 

theory and the obfuscation of concepts, Waugh & Norman additionally 

present an interesting misinterpretation of Broadbent (1958), Having 

defined primary memory as being memory for material rehearsed in 

short-term memory, Waugh & Norman (1965, p.95) continue, "Our PM is 

similar to Broadbent's 1958 P system". This quotation captures the 

spirit of Broadbent (1958), as described above, but ignores the medium. 

Broadbent (1958), as has been pointed out, saw the storage of post- 

perceptual information within the S system. The "P" system is a 

perceptual processing system and Broadbent only once offers any 

statement which could be misinterpreted as implying that the P system 

could operate as a memory system (Broadbent, 1958, p.224) and this is 

when he emphasises the difficulty of drawing a distinction between 

perception and memory, (as all the work on sensory memory, discussed 

earlier, implies).

This discussion hints at some of the confusion surrounding the 

concept of short-term memory and perhaps recommends that definition 

of the term is best avoided. Little attempt has been made in the liter­

ature to define short-term memory and, indeed, researchers in the 

field show a marked reluctance to offer any definition, which might 

prove limiting. This is, perhaps, most apparent from the answers given 

at a conference attended by F^égenbaum, who asked for some explan­

ation of the concepts which had been used in discussion. A number of
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authors in the field suggested that short-term memory applied to the 

retention of material over seconds or minutes, but little advance was 

offered on this. Indeed, one conference member, (Broadbent), neatly 

avoided answering the question by drawing an analogy between defining 

short-term memory and the problem of saying when an aircraft had taken 

off - for some period of time it would be difficult to say precisely 

whether the aircraft was still on the ground or in the air. (see 

Kimble, I967).

Despite the real problem which exists in defining short-term 

memory, some of the major findings made in this field suggest that 

something more than a definition by an approximate time limit might be 

presented. Typically, it would seem to apply to the retention, over 

no more than a few minutes, and usually over a matter of seconds, of 

material which is relatively easily disrupted and which relies on its 

retention by rehearsal of that material. Further, the amount of mat­

erial which can be so retained is limited to around seven items. This 

does not necessarily exclude all work falling outside this definition, 

since each piece of research must be assessed on its individual merits, 

but it allows the inclusion of most of the work at the behavioural 

level recommending a distinction between short-term and long-term 

memory.

Perhaps the most striking feature of short-term memory is that 

it is maintained by rehearsal so that, even when material is present­

ed visually, the information which is stored appears to be in some 

kind of auditory form. There is a massive amount of data to support 

this view. The most notable work comes from observations of the kinds 

of errors made in short-term memory for visually presented material.

Conrad (1959) and Sperling (1960) were among the earliest writers to 

note that errors in immediate recall were acoustically similar to the
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presented material. However, Conrad (1964), building on the success 

of an earlier paper (Conrad, I962) demonstrated this fairly conclus­

ively by showing that a high correlation existed between errors for 

letters heard in a background of noise and errors in an immediate 

memory task for letters presented visually. These results were replic­

ated by Wickelgren (1965a).

The importance of this work lay, in part, in the fact that it 

suggested that similarity between presented items might be an import­

ant variable in short-term memory, whereas some earlier writers (e.g. 

Broadbent, I963) had suggested that short-term memory differed from 

long-term memory in this respect. The work noting the acoustic simil­

arity of errors in short-term memory to the presented stimuli suggested 

that earlier studies were investigating the wrong dimension of similar­

ity to demonstrate any effects (Murdock, 196?^ This point was proved 

by the study of Conrad & Hull (1964) who showed short-term memory per­

formance to decline when acoustically similar material was used.

Numerous studies have produced essentially similar results with vary­

ing methodologies (e.g. Baddeley, 1966a, b; Baddeley, I968; Conrad,

1965; Conrad, Baddeley & Hull, 1966; Conrad, Freeman & Hull, 1965;

Dale, 1964). Such work as this recommended a distinction between long­

term and short-term memory, since the former would not appear to be 

influenced in any detrimental way by the acoustic similarity of the 

material to be learned (Baddeley, I966 a,b; Baddeley & Dale, I966).

A number of writers have questioned what these studies actually 

show. Wickelgren, for instance, has suggested that the acoustic con­

fusion effect in short-term memory may be predicted from the linguistic 

structure of the different letters of the alphabet (Wickelgren, 1965b, 

1966a,b, 1969). The concept of linguistic structure need not be de­

tailed here but the analysis used by Wickelgren is at the micro level
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of phonemic distinctive features and be relates his work to the 

sophisticated analysis of perceptual confusions made by Miller &

Nicely (1955) and the distinctive feature analysis of Halle (1964). 

Hintzman (1965,1967,1968), Levy & Murdock (1968), Murray (1965) have 

adopted a more critical stance towards the acoustic confusion effect 

in arguing that this is based on articulatory confusions made by sub­

jects. There is, however, some question as to whether the assumptions 

that this view makes are, in fact, valid ones (Wickelgren, 1969) and 

there is no reason to assume that short-term memory might rely on one 

system exclusively.

Although the work of such people as Wickelgren and Hintzman 

raises a number of interesting empirical questions, this level of 

debate is trivial in comparison to the finding that material in short­

term memory is in some kind of auditory form. Part of the importance 

of this work has already been discussed and thus requires no addition­

al modification in the light of the above criticisms. Additionally, 

work on the acoustic confusion effects in short-term memory suggests 

strongly that a rehearsal mechanism is used to maintain material and 

the question of whether this relies on articulatory or acoustic feat­

ures of the material would seem of minor import.

Perhaps the first question to be asked therefore concerning 

short-term memory is why subjects should appear to remember inform­

ation in this acoustic fashion. This question is intrinsically 

interesting, but it is an especially important one since it would 

appear to relate to other phenomena of short-term memory. There are, 

furthermore,a number of levels at which this question may be answer­

ed and these both extend and stimulate debate.
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First of all, short-term memory has been often demonstrated as 

appearing to represent the storage of relatively unstable information.

If recall is delayed by an interpolated task before recall, performance 

suffers a severe decrement (Brown, 1958; Peterson & Peterson, 1959;

Murdock, I961). This observation may be interpreted in a number of 

ways, but it is doubtful whether any interpretation could ignore the 

disruption in rehearsal which an interpolated task necessitates (e.g. 

Peterson, 1966, p. 91)* Thus, rehearsal may be seen as a method of 

preventing the loss of unstable information.

This point leads to two further questions - why is short-term 

memory material unstable, and why should rehearsal be suitable for 

handling unstable information?

The instability of short-term memory would seem best inter­

preted in a functionalist way by reference to the usefulness of 

"buffer stores". F^genbaum (1967) has stated that no modern computer 

is built without a small amount of buffer storage (although this argu­

ment is reducible to a semantic debate). However, the reason for this 

widespread 'buffer* provision is that it is uneconomical to have central 

processes delayed by a slow or irregular input. This view gives some 

meaning to both short-term memory and to the sensory memory discussed 

earlier in this chapter, and is a view supported theoretically by 

Bower (1967). It is worth noting that such a buffer store has a lim­

ited capacity but may operate as readily on an event-dependent as a 

time-dependent basis. In other words, material could be lost from 

such a buffer store because later items entering it knocked out 

earlier ones, or items could be allowed to spontaneously decay after 

a fixed time.
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Turning to the mechanism which sustains information, verbal 

rehearsal would seem an efficient method for this since language 

skill is so well developed in normal humans. Thus, the rates at which 

verbal rehearsal can take place are very rapid - possibly as high as 

IOO-I5O msec, per item (Landauer, 1962; Pierce & Karlin, 1957)* The 

efficiency with which verbal rehearsal can take place is attested by 

the fact that it may be exceedingly difficult to prevent its taking 

place. Thus, Groningen (I966) reported that approximately 50^ of 

subjects claimed to have rehearsed material for later recall during 

an interpolated task of counting backwards by threes (after Peterson 

& Peterson, 1959)* If subjects persevere in rehearsing material even 

when the experimental conditions operate against their doing so, 

then it might be expected that material which subjects thinlc they may 

be required to recall v/ould have different effects from material 

which subjects feel they can ignore as has been shown to be the case 

(e.g. Brown, 1954; Gelzer & Wickelgren, I965)*

The relationship between rehearsal and the buffer-store con­

cept of limited short-term memory is one which need not necessarily 

have many implications for the nature of forgetting. Earlier, the 

phrase "mechanism which sustains information" v/as used and, although 

this implies that material will be forgotten if not rehearsed, this 

need not imply that memory is prone to decay rather than disruption.

The concept of rehearsal is very much associated with early decay 

theorists who saw the function of rehearsal as serving to revive 

fading memory traces (Broadbent, 1957, 1958; Brown, 1958). However, 

an interference theory viewpoint which postulates that material is 

disrupted by other events occupying the same mechanisms might just as 

readily require a rehearsal mechanism to prevent interfering material 

from entering the memory mechanisms. Such a view would emphasise the
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attentional aspects of verbal performance (cf. Broadbent, 1958). Un­

fortunately, the subject of rehearsal has been largely ignored by 

interference theory (Mehanic, 1964; Murray, 1966&^and so little dis­

cussion is possible at this theoretical level.

In any case, the decay-versus-interference debate has lost 

much of its impetus since the demonstrations cited earlier (e.g, 

Baddeley, 1966a,b) that interference due to the nature of the material 

used does occur in short-term memory in a similar manner to that 

shown in long-term memory. Although apparent demonstrations of for­

getting in short-term memory due to decay (Broadbent, 1958; Brown,

1958) provided some of the basis for early distinctions between short­

en d long-term memory, Melton's (1965) attack of this view and the 

later work on the nature of interference in short-term memory have 

left the present position somewhat in favour of interference but 

with just as much evidence for a distinction between at least two 

kinds of memory as the earlier decay theorists felt they had avail­

able. Tlius, the work cited earlier, on the similarity of material in 

the memory task, shows that it is associated with poorer memory per­

formance, as is the case with research in long-term memory (Postman, 

1961). However, the similarity between materials required to produce 

this effect has different dimensions in short-term memory (v/here it 

is basically acoustic similarity which is important) from those in 

long-term memory, where semantic similarity is more important*

Unfortunately, the issue of decay-versus-interference is 

complicated by the difficulty of operationalising an adequate test 

to discriminate between the two processes, so that, while some 

effects of interference due to similarity between materials may be 

demonstrated in short-term memory, it is not clear by how much an 

interpolated task before recall interferes with what is remembered,
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rather than prevents rehearsal, thus allowing decay to take place.

Further, as Brown (1958) has pointed out, the fact that subjects may 

recall words from an interpolated task rather than the memory list 

does not necessarily imply interference between the two sets of 

material - failure to discriminate between the "interfering" task 

and the original list may be a consequence of forgetting rather than 

its cause.

For these various reasons, an attempt to distinguish at a 

general level between the relative importance of decay and inter­

ference is probably not a particularly useful one to make. This is 

perhaps especially so in view of the number of additional parameters 

which are important in short-term memory. Thus, the decrement in 

recall produced by an interpolated task has been well documented, 

but it may be considerable, even when the task is simply one of say­

ing "0" before recalling a string of presented digits (Conrad, 1958,

I96O; Dallett, 1964). However, this is only true when the to-be- 

remembered sequence approximates to the length of the immediate 

memory span: the disrupting effect of such a single item before re­

call is negligible when a string of 4 digits is being remembered, but 

becomes appreciable when the sequence is as long as 6 or 8 items 

(Mortenson & Loess, 1964). There would seem no reason to suppose 

that the disruption caused by a large amount of interpolated activ­

ity on sub-span material necessarily involves the same processes as 

the disruption of at-span material by a small amount of interpolated 
activity.

An additional complication in such short-term memory research 

is that the disrupting effects of an interpolated task before recall 

may be reduced by leaving a blank interval of a few seconds before 

the interpolated task is presented. However, the results of such work
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are far from clear cut. Brown (1958) appears to have been the first 

to demonstrate an improvement in recall by delaying the onset of an 

interpolated task. A delay of nearly 5 seconds produced an improve­

ment of approximately over the no-delay condition. This was inter­

preted in terms of subjects using the rehearsal opportunity to trans­

late the nonsense syllables used into meaningful words rather than 

demonstrating any increased strength in the memory trace. Somewhat 

similar results were obtained by Peterson & Peterson (1959) but only 

when subjects were required to rehearse aloud during the unfilled 

delay before the interpolated task. This finding is somewhat puzzling 

since, despite Peterson & Peterson's suggestion that subjects who 

were not instructed to rehearse during the unfilled delay may not have 

done so, the evidence available would suggest that the mere lack of 

instructions would have been ineffective. Thus, accounts of how sub­

jects learn material (Bugelski, 1962; Clark, Lansford & Dallenbach,

I96O; Groninger, I966) indicate that it may be very difficult to pre­

vent subjects from rehearsing. Hcllyer (I962) found that vocalising 

to repeated presentations of trigrams led to a smaller decrement due 

to an interpolated task than the control condition of no repeated 

presentations, while Sanders (196I) found that silent rehearsal led 

to the material being less disrupted by an interpolated task. However, 

additionally, Sanders reports that vocal recall acted as a decrement 

(such vocal recall might be thought comparable to the vocal rehearsal 

of Hellyer). The contradictions between these studies are evident, 

but research in the general area of rehearsal and repetition effects 

is even more inconclusive, showing almost as many experiments demon­

strating beneficial effects as décrémentai ones. Studies showing im­

proved memory performance with repetition or rehearsal include Hebb 

(1961) and Melton (I963); experiments contradicting these include 

Dalrymple-Alford (1967); Heron (I962) and Woodhead (19660̂  ̂while a
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number of studios have shown interaction effects with other variables 

(McReynolds & Acker, 1959; Mackworth, 1965; Î ayzner & Schoenberg,

1967; Postman & Adams, 1958; Tulving, I966). To be sure, different 

methodologies have been used but, to date, there has been little 

attempt to reconcile these different findings, although it is apparent 

that such work is central to the very concept of short-term memory.

The contribution of Brown (1958) and Peterson & Peterson (1959) 

to short-term memory can be seen in the orientation of so much work in 

this field to the decay-versus-interference debate. Studies of the 

effects of presentation rate on memory performance are one further 

instance of this. As with most "technique areas" designed to invest­

igate the problem, the results are inconclusive in terms of the 

debate and not entirely consistent from the standpoint of a perform­

ance criterion alone.

A minority of studies have reported results which were taken 

as consistent with the decay theory of short-term memory in that they 

reported superior recall for fast rates of presentation (e.g. Conrad,

1957, 1958; Conrad & Hill, 1958; Fraser, 1958; Posner, 1964). However, 

the majority of studies have reported superior performance with slower 

rates of presentation (e.g. Bergstrom, 1907; Guthrie, 1953; Mackworth, 

1962c;Mayzner & Schoenberg, 1965; McReynolds & Acker, 1959; Pollack,

1953; Pollack, Johnson & Knaff, 1959). Naturally, methodological 

differences exist between these various studies and some attempt has 

been made recently at mapping the likely parameters associated with 

differences in performance with different presentation rates. Thus, 

Mackworth (1964,1965) has shovm that fast rates of presentation may 

lead to superior performance with auditory presentation, especially 

when the material is recorded in a rhythmic manner. These studies 

are especially interesting in that they may imply that fast present-
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ation rates are beneficial only when the material is presented in an

easily rehearsable form.In any case, it should be clear that present­

ation rate is confounded with rehearsal opportunity in all the above 

studies so that some conception as to the nature and function of re­

hearsal would seem necessary to interpret work on presentation rate.

It would be possible to fill out many more pages with 

"laundry lists" of controversial/inconsistent findings in the field 

of short-term memory. However, this would serve little purpose beyond 

emphasising that it is possible to relate many of these areas back to 

the concept of the most striking characteristics of short-term memory 

and in doing so stress how little is really known.

Further, it is not the purpose of this present chapter to

attempt to integrate confusing and apparently contradictory findings 

in the field of short-term memory. For one thing, the sheer quantity 

of research in this field precludes any meaningful attempt to cover 

the many different areas in which research has been pursued but, 

additionally, this introductory chapter must not be anticipatory of 

the research yet to be reported or of the developments which took 

place during the time span of this research.

For these reasons, some brief general points will now be made.

Short-term memory has been described as being characterised 

by the retention of unstable material in some kind of acoustic form. 

This definition excludes a number of interesting and possibly relevant 

studies on the short-term retention of non-verbal material (e.g.

Gilson & Baddeley, 19̂ 9; Posner, 196?) but, provisionally at least, 

it seems wiser to focus attention on those studies involving verbal 

material where some of the clearest evidence for a distinction between
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sboTv- and long-term memory has emerged. Also, it may be noted 

parenthetically that not all studies claiming to tap short-term 

memory have demonstrated the presence of an acoustic confusion 

effect (e.g. Adams, Thorsheim & McIntyre, 1969) or the absence 

of any effects of semantic similarity (e.g. Dale & Gregory,

1966), but such studies are exceptional.

As was suggested earlier in this chapter, short-term memory 

is a field which has generated a wide variety of methodologies. 

This fact presents considerable problems for the interpretation of 

discrepant empirical findings. Further research is needed in many 

areas, but research which promised to integrate apparently dis­

crepant studies would seem the ideal. The most promising area 

in which this might be achieved would seem to be that of rehearsal 

since this is so central to the concept of short-term memory. The 

research to be reported in the following chapters attempts to 

address some of the more important implications of this notion.

Summary

The present chapter attempted to explain the rapid growth 

of short-term memory as a research area. Consideration was given 

to some of the more important developments which have taken place 

both within and outside the field and which may have provided 

the main stimuli for its development. Some of the more important 

research areas within the field were noted and it was suggested 

that the acoustic nature of short-term memory provided a means 

of distinguishing short-term memory from long-term memory and a 

possible research area for integrating work in this field.
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CHAPTER II

Response preference in short-term memory

One of the main points to emerge from Chapter I was that, 

although a visual memory may manifest itself under certain circum­

stances^ material retained in this way is rapidly translated into 

some kind of auditory message which is then sustained by rehearsal*

Thus, one of the characteristics of short-term memory is that, even

when material is presented visually, it should be retained and for­

gotten according to the acoustic rather them the visual properties 

of that material.

The most definitive single study in this field is that by 

Conrad (1964) who established beyond doubt that in an immediate 

memory task for letters of the alphabet, even when the material is 

presented visually, recall errors occur which are similar in nature 

to errors of auditory perception arising from listening to the same 

stimuli partially masked by noise. To demonstrate this, Conrad needed 

to build up two confusion matrices for letters of the alphabet. The

first matrix for memory errors showed the frequency with which letters

of the alphabet were confused with each other at recall. The second 

for listening errors showed the frequency with which letters of the 

alphabet were confused with each other in perception. The overall 

correlation between these two matrices was significant beyond the 

p<»0001 level. There are a number of points in this design which re­

quire discussion.
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First of all, the memory error matrix was far less easy to 

construct than the listening error matrix. This is because all 

response sequences had to be rejected which did not contain only one 

error. Thus, since most of the data generated in the memory task would 

need to be ignored, Conrad restricted the memory error matrix to just 

10 letters of the alphabet. Material for the memory task then con­

sisted of 6 items drawn from these 10 letters and these were presented 

sequentially to subjects by means of a film projector at a rate of 80 

per minute. At the end of each sequence, the projector was stopped to 

allow written recall. The final memory error matrix was of the form 

10 X 10 items.

The listening error matrix, on the other hand, is an excellent 

one for all the letters of the alphabet (i.e. of the form 26 x 26 

items) and is built up from 1440 presentations of each letter. The 

difference between the size of the original listening error matrix 

and that derived from it, for purposes of comparison with the memory 

error matrix, should not have introduced any undue error (Clarke, 

1956). However, it would be risky to draw the conclusion that a full 

memory matrix for all letters of the alphabet would bear as much 

similarity to the full listening error matrix as the two smaller 

matrices do to each other. This is especially so since the 10 items 

in the memory error matrix contain relatively more acoustically 

similar items than does the full alphabet. (The memory error matrix, 

in fact, contained two sets of letters, BCPTV and FMNSX, which are 

of high acoustic similarity within each group, but of low similarity 

between each group). Further, although Conrad made some effort to 

safeguard against errors of perception in the memory task, ideal 

viewing conditions cannot prevent lapses of attention on the part of 

subjects and are no guarantee against errors of perception. While 

this note of caution does not detract from the very great contribution
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of Conrad to short-term memory, these are considerations to be borne 

in mind by those many who will, undoubtedly, use Conrad's listening 

error matrix as a predictor of input-output discrepancy in short-term 

retention.

Although it is not clear in which, or how many, ways memory 

errors might be expected to differ from listening errors, there should - 

nonetheless - be some differences, since man is something more than a 

noisy communication channel. Such idiosyncrasies as response prefer­

ences (e.g. Skinner, 1942) might be supposed to intervene to reduce 

the match between a memory error matrix and that derived from listen­

ing errors. The field of response preferences has been well described 

(e.g. Tune,1964, who listed over a hundred references to this pheno­

menon) but the striking accounts of human bias are sometimes forgotten. 

Thus, Bakan (I96O) noted that 80^ of his subjects called "heads" at 

the first toss of a coin. However, it is possible that the vagaries 

of the human operator might be equally well demonstrated in his per­

formance on a listening task as in memory. Examination of the full 

listening error matrix suggested that there ware certain irregularities 

in the listening confusions made. Thus, there are a number of listen­

ing errors in the matrix, which are not intuitively obvious as listen­

ing errors. For example, the stimulus letter "V" presented partially 

masked by noise produces the response "U" twice as often as any other 

response, whereas it would be expected that the most frequent con­

fusion would be an acoustically similar letter like T or B, Similarly,

R is given as a response to Y more than twice as often as I. There are 

a number of such irregularities and the existence of these recommended 

that the listening error matrix should be examined in more detail.
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The full listening error matrix of Conrad (1964) is presented in 

Appendix A. As stated earlier, certain irregularities exist in this 

which are not fully compatible with the view that the listening errors 

reflect the most likely acoustic confusions. There are a number of 

listening errors not intuitively obvious as acoustic confusions, but 

additionally some letters are given as responses far more often than 

others and further, the probability with which response will be 

given to the stimulus does not appear to be a good determinant of 

the probability with which response will be given to the stimulus 

• The existence of such irregularities in a memory matrix would 

probably have attracted little attention, but their appearance in a 

listening error matrix is more disturbing. These "discrepancies" 

carry the implication that memory described by acoustic confusability 

alone might be too good to be true. In view of the earlier discuss­

ion of response preferences, the relationship between this and the 

irregularities in the listening error matrix seemed an obvious line 

to follow. In particular, the question of whether response prefer­

ences are associated with the intelligibility of the letters seemed 

an interesting one, since Conrad (1964) would presumably argue that 

the higher the response frequency of a given letter, then the less 

acoustically distinct is that letter from others in the alphabet.

This follows from the assumption that letters difficult to detect 

in noise will be recognised as difficult and assumed to be present 

whenever noise is heard. Thus, high response frequency would be 

associated with low intelligibility. However, an alternative hypo­

thesis is tenable and this states that response preference exists 

independently of the acoustic properties of the letter. Items so 

favoured with response preference will be given more often as 

responses (although presumably only to acoustically similar items) 

and will show a higher detection rate when heard in noise. To examine 

the relationship between response preference and intelligibility the 
following study was conducted:-
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(1) The correlation between listening intelligibility and response

preference.

The intelligibility of letters had to be estimated from Conrad's 

listening error matrix. It was calculated by subtracting the sum of 

the total number of incorrect responses (i.e. listening errors) from 

the total number of times that the letter was presented (i.e. 1440). 

This is only an estimate since we have no way of knowing whether 

subjects completely failed to respond differentially to certain letters. 

However, there would seem no reason for expecting complete failure to 

respond to have occurred more frequently for some letters than others 

and, in any case, it is doubtful whether these would have occurred 

very often in Conrad's task. Response preferences were estimated by 

summing the rows of incorrect'responses (i.e. the listening errors) 

for each letter. This gave a measure of incorrect response frequency 

for each letter, henceforth described as response preference.

The relationship between these two measures was investigated 

by computing the Spearman rank correlation coefficient on the data. 

Details of the ranks of letters by response preference and by intell­

igibility are presented in Table I, on the next page. The correlation 

between response preference and intelligibility yielded a value of 

r^ = -.03 (t = .3, df = 2.4 NS). Thus, it might be concluded that there 

is no relationship between response preference for letters of the 

alphabet and the intelligibility of those letters heard in noise. 

However, visual inspection of the listening error matrix indicated 

that there might be opposing trends for acoustically similar letters 

and letters which are acoustically distinct. Two further analyses 

were conducted on the data for the most acoustically similar letters 

of the alphabet (PEVTBDGC) and for those most acoustically distinct 
(AHIJKOQRUVYD),



029
TABLE I.

INTELLIGIBILITY RESPONSE PREFERENCE
Rank Order Letters Frequency Letters Frequency

Ranked Correct Ranked Incorrect
1 W 1093 P 2109
2 U 1032 E 1830
3 R 991 N 1601
4 Y 909 A 1509
5 I 832 T 1427
6 A 725 U 1389
7 H 707 S 1304
8 L 683 B 1208
9 X 641 M 950

10 S 638 0 883
11 0 636 F 864 '
12 N 628 D 800
13 Z 623 Q 798
14 Q 507 V 797
15 p 490 X 711
16 M 463 R 652
17 J 458 L 626
18 F 450 I 523
19 E 400 H 381
20 K 398 Y 356
21 V 348 Z 348
22 T 331 J 331
23 B 271 G 326
24 D 138 K 308
25 G 81 ¥ 301
26 C 42 C 280

Estimated from Conrad (1964)

(2)
TABLE 11(a) Correlation between intelligibility and response 

preference for acoustically similar letters.

Rank order : 2 3 4 5 6 7 8
Intelligibility : P E V T B D G C

Response Frequency : P E T B D V G C

This- correlation yielded r =.8572 and this value is significant at 
the P<.02 level (two-taile§ test).

TABLE 11(b) Correlation between intelligibility and response 
______________ preference for acoustically distinct letters.

Rank order : 1 2 3 4 5 6 7 8 9 10 11 12
Intelligibility : ¥ U R Y I A H 0 Z Q J K
Response Preference A U 0 Q R I H Y Z J K W

This correlation yielded a value of r^ =.2958 and this value occurs 
by chance with P>,10 on a two-tailed test.
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Clearly a relationship does exist between response preference 

and intelligibility but this is not a general one applying to all 

letters. Furthermore it does not seem to be a rule which is destroyed 

by a few exceptions (e.g. the only maverick is W occurring 1st in 

intelligibility but 25th in the response preference rank). This 

relationship exists mainly with acoustically similar items and this 

may be a simple one of increased but selective guessing producing a 

greater number of correct detections. (The ratio of correct to in­

correct responses for this group is fairly stable around 1: 4,5 with 

V being the only obvious exception with a ratio of 1: 2.3 - that is 

a comparatively high intelligibility and a low response preference).

It would seem that although response preference for letters 

overall does not influence their detectability when heard in noise, 

some acoustically similar items may be relatively better detected 

than others because of response preference. However, whatever the 

effects of response preference, it is clear that such a phenomenon 

exists in the responses of subjects to letters heard in noise (see 

Table I). It is, therefore, of interest to know how reliable 

response preferences are across different kinds of task. An attempt 

was made to examine this by correlating the response preference shown 

in Conrad's listening task with that contained in the data of Under­

wood & Schultz (i960) on associative responses.

(3) Correlation between response preference in associative responses 
and that in the listening error matrix.

It should be noted that although the data from Underwood &

Schultz is based on associative responses given to letters of the 

alphabet as stimuli, summing of the frequencies with v''ich each letter 
appears as a response, yields the response preference for each in­

dividual letter of the alphabet.
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No implication is made that the listening error matrix may contain 

associative responses to the stimuli. The independence of response 

preference on the source of its elicitation has been attested in the 

listening error matrix and is a subject for further empirical invest­

igation here.

The rank orders of the response preferences derived from Under­

wood & Schultz (i960) and Conrad (1964) are presented in Table III :
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This finding is most interesting in suggesting that very similar re­

sponse preferences exist in two very different situations. It would 

seem likely that response preference may be related to the relative 

frequencies with which letters appear in the English language. This 

hypothesis was tested by correlating the response preference in 

Conrad's listening error matrix with the frequency of appearance of 

letters in the written English language given by Underwood & Schultz 

(i960) in their ”U" count.

(4) The correlation between the "U"count and the listening error 
matrix response preference.

The rank orders of letters in Underwood & Schultz's "U" count and 

the response preference for letters in Conrad's listening error matrix 

are given in Table IV (next page). The correlation between these two 

sets of data was .4? (t = 1.84, df = 24, p < .05)* This finding would 

seem to indicate that the response preferences demonstrated by subjects' 

responses in listening to letters presented partially masked by noise 

are due to the relative frequency of appearance of letters in the 

English language.

Since it was suspected that the correlation would be even higher 

than .47, an additional comparison was made between the two sets of 

data of Underwood & Schultz - i.e. the "U" count and the associative 

response frequency response preferences, viz.:

(5) Correlation between the "U"count and associative response 
frequency response preferences.

The two sets of data are presented in Table V (next page).
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Thus, the response preferences apparent in the associative response 

data of Underwood & Schultz would seem to be very strongly associated 

with the relative frequency of appearance of letters in the English 

language. Tlie relatively higher correlation between these two meas­

ures than between listening response preferences and the "U" count 

would further suggest that although the cause of response preferences 

in the two tasks may be the same, response preference is not the sole 

determinant of response frequency in a listening task.



034Having demonstrated the importance of the frequency of appear­
ance of letters in the English language for the responses that subjects 

make to letters as stimuli, it seemed worthwhile to examine whether 

the frequency of appearance of letters in English might not be related 

to the intelligibility of letters heard in noise.

(6) Correlation between the "U" count and listening intelligibility.

The two sets of data are presented in Table VI, below, for 
comparison:-
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Conclusions to the listening error matrix studies

This section enquired into the possible existence of response 

preferences in Conrad’s listening error matrix and the possible 

relationship between response preference and the intelligibility of 

letters heard in noise. The logical extension of Conrad's argument 

on acoustic confusions (i.e. that response preference would arise 

for the least intelligible letters) was not supported. Response 

preference in the listening task appeared to be independent of the 

acoustic properties of letters and apparently reflects the frequency 

of appearance of letters in the English language. Furthermore, while 

response preference is not associated with the intelligibility of all 

letters, it may increase the correct detection rate of letters heard 

in noise for those letters for which a number of acoustically similar 

alternatives exist. The intelligibility of letters in a listening 

task would also seem to be independent of the frequency of appearance 

of letters in English.

One additional finding was that the response preferences 

exhibited by subjects in the listening task are very similar to those 

exhibited by subjects in an associative response task. This suggests 

that response preference may be stable over different situations.

In order to extend these findings, it was thought worth­

while to draw up a visual confusion matrix and examine whether similar 

relationships might exist for seeing errors as were demonstrated for 

listening errors.
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B. The visual error matrix

The value of a visual error matrix is threefold. (1) At present 

there exists no visual error matrix although Tinker (1928) has provided 

a few "most probable shape confusions" • (2) It was intended to use

the visual presentation of letters in a series of short-term-raemory 

experiments and such a matrix would be useful in the classification of 

errors. (3) It would provide a useful comparison with Conrad's 

listening error matrix with respect to intelligibility and response 

preference. Furthermore, it would give some indication of whether 

some stimulus letters were associated with a higher level of omissions 

than others (it was assumed there were no differences between letters 

when calculating intelligibility from Conrad's listening error matrix 

in the earlier section of this chapter).

Twenty six slides were prepared by photographing each letter of 

the alphabet printed black on a white background, so that when the 

negative slide was projected in a darkened room the only illumination 

on the screen was provided by the letter itself. (This would yield 

differences in the field illuminated depending on the complexity of 

the letter, thus, it was hoped, possibly exaggerating the differences 

between the discriminability of different letters.)

The apparatus used was a Zeiss projector which was fitted with a 

solenoid to operate automatically a variable shutter. This allowed 

one letter to be exposed every 10 seconds, and as the slide change 

was automatic, E could devote his attention to the scoring of re­

sponses.

A pilot study indicated that the optimum exposure system for 

this experiment was a 200 m.s. flash at reduced intensity (by variable 

voltage regulator "Variac"). At approximately 100 volts through a
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240 volt bulb the correct detection rate was 40̂ . This level seemed 

desirable in order to yield a large number of errors for the matrix 

and yet be well above the chance level (1 :26).

Further, the data indicated that the number of omissions was 

very low and that omissions did not occur for some letters more than 

for others. Thus, only 13 omissions were made during the experiment 

and no letter was omitted more than once. This finding suggests that 

the calculation of intelligibilityffrom the listening error matrix 

was not likely to have been invalidated by high differential omissions 

to certain letters. Thirty subjects participated in this experiment, 

each being presented with 2 full sequences of the alphabet. Tlie first 

sequence was randomized before the experiment and the order of letters 

noted. The second sequence was randomized during the experiment and 

the order of letters noted after the experiment. Ten practice slides 

of single digits were presented to subjects at gradually decreasing 

intensities until that required by the experiment was reached. Sub­

jects were requested to recall aloud each letter of the experimental 

trials and a written record was made of these by E. Repetition of a 

subject's ambiguous response was requested by "Sorry?" and if this 

still held the possibility of a listening error by E, then the re­

sponse was scored as being an ambiguous one. Omissions were scored as 

omissions.

The data resulting from this study was sufficient to allow 

examination of any response preferences existing and, since the error 

rate was only 60?o, a ranking of the letters according to intelligibil­

ity. However, the individual cell entries for errors was too low to 

allow any discussion of the nature of the confusions. The problem of 

constructing an error matrix lies in the amount of data needed and 

it was clear that if a satisfactory matrix was to be arrived at, then
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group testing of subjects was necessary. This, in turn, would 

necessitate written recall and therefore an illuminated room 

for viewing so that new slides would need to have been prepared 

of black letters on white ground. This would have been carried 

out had the intended series of short-term-raemory experiments 

(using letters of the alphabet and visual presentation) been 

continued.

However, the data generated in this small scalp study 

is adequate for the present purposes. A number of correlations 

were computed, using the rank orders of intelligibility and 

response preferences derived from the visual confusion matrix 

study.

(7) The correlation between intelligibility and response prefer­
ence in visual perception.
The data is presented in Table VII (next page).

The discrepancy between the present results and those obtained 

from the analysis of the listening error matrix may, in part, 

be explained by the different error rate of the tasks. Conrad’s 

listening task gave an error rate of 40/& whereas the visual 

perception task gave an error rate of 60̂ . Higher error rates 

may allow response preference to manifest itself as a factor in 

intelligibility. The process envisaged is one which could arise 

if the overall error rate were such that the most intelligible 

items were perceived accurately on a majority of trials while a 

large number of other items were so rarely perceived that their 

probability of detection depended to a large extent on the 

guessing rate for those items. This hypothesis is testable by
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examining the correlation between intelligibility and response prefer­

ence for the most intelligible letters and for the least intelligible 

letters separately. For this purpose, the rank of letters by intell­

igibility was dichotomized. For the most intelligible letters the 

correlation between response preference and intelligibility was ,41 

whereas for the least intelligible items the correlation was -.31*
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Thus, the tendency is in the reverse direction to that expected*

Again, this breakdown by intelligibility goes against the similar 

breakdown by intelligibility for the listening error matrix where 

it was found that the intelligibility of acoustically similar 

letters alone was associated with response preference. The data 

from the visual error matrix can be seen as demonstrating a 

shaped distribution between intelligibility and response prefer­

ence where response preference for items in the middle range of 

intelligibility is less than that for those above and below 

average intelligibility.

In view of this finding, it would seem unlikely that the 

response preference in the visual error matrix would be similar 

to that found in the listening error matrix. This is examined 

below.

(8) The correlation between response preference in the listening 
error matrix and that in the visual error matrix.

The two ranks of letters are presented in Table VIII on the 
next page.

The correlation between the two ranks yielded 3̂  =,22 (NS), 
Thus, despite the finding that the response preference in the 

listening error matrix was very similar to that found in the assoc­

iative responses to letters by Underwood & Schultz (I960), no 

similarity exists in the present data drawn from the visual confusion 

matrix. In view of this, it would seem unlikely that the same 

correlation would be found between response preference in the visual 

error matrix and the "U" count (Underwood & Schultz, I96O) as was 

demonstrated between response preferences in the listening error 

matrix and the "U" count. This is examined in section (9),
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(9) The correlation between the "U*' count and response preference 
in the visual confusion matrix.

The ranks are shown in Table IX , below*
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The correlation between the two ranks was insignificant at .224. 

Thus, as expected, the response preference arising in the visual 

confusion matrix was not related to the frequency of appearance of 

letters in the English language and in this additional respect 

differed from the response preference in the listening error matrix, 

In view of the discrepancies between the present results and those 

in the earlier section on the listening error matrix, it seemed
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reason for so doing lay more in determining whether response prefer­

ence was different across visual perception tasks rather than in in­

vestigating whether the rank orders of intelligibility of letters was 

similar in the two studies. This is because the present interest is 

in memory and the listening error matrix but, further, Tinker reviews 

a number of other studies on the intelligibility of letters and notes 

very wide discrepancies in the results. Correlations between the 

studies cited were never negative,but were at times as low as zero. 

Additionally, Tinker's data is derived from a study involving the 

presentation of digits and various other characters so that subjects 

were not responding to a set of letters alone. For these reasons, the 

following analyses will be reported briefly.

(10) Miscellaneous correlations.

Since, for reasons of brevity, the ranks of letters by intellig­

ibility and response preference are not shown below, the reader is 

referred to the earlier correlational data and to appendix B, which 

contains the data from Tinker (1928).

Perhaps the first question to ask is whether the work of Tinker 

(1928) demonstrates the same response preference as shown in the visual 

error matrix. The correlation between the two sets of data was not 

significant at .128, thus indicating that there was no relationship 

between the two sets of data. Further, the correlation between the 

response preference in the listening error matrix and Tinker’s data 

was similarly non-significant at .222. Neither Tinker's data nor 

the visual confusion matrix showed a response preference in any way 

reminiscent of the frequency with which letters appeared in the 

English language ( .2 6 and .224 respectively). Turning to the intelli­

gibility of letters, the correlations between the listening error 

matrix data, the visual error matrix and Tinker's data were all
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correlated -.104 with the intelligibility of letters in the visual 

error matrix and .260 with Conrad’s listening error matrix while the 

correlation between the visual error matrix and the listening error 

matrix was similarly low at .21.

Conclusions to the visual error matrix studies

It was hoped that the visual error matrix studies would extend 

the findings of the earlier section on the listening error matrix in 

showing that response preference was a stable phenomenon existing 

across very different situations. The data suggested that this is not 

the case and that response preference may not be stable across similar 

situations (i.e. visual perception). However, since Tinker’s data was 

based on only 5 subjects, it may be that individual differences ob­

scure any stability which may ordinarily exist across studies of 

visual perception. The implications of the results so far must be 

strictly interpreted in terras of their bearing on memory phenomenon 

so that, to complete the analysis of data, the analysis will return 

to the relationship between the memory error matrix and the listening 

error matrix (Conrad, 1964).

C. The memory error matrix

Although response preference may not be the stable phenomenon 

that the section on the listening error matrix suggested, the exist­

ence of a response preference in the listening error matrix raises a 

number of interesting questions concerning the correlation between 

the memory error matrix and the listening error matrix. The correl­

ation between these two matrices has been attested (Conrad, 1964). 

However, in view of the fact that intelligibility of letters may be 

associated with response preference (see earlier sections on the 

listening error matrix and the visual error matrix), it would seem 

important to examine the memory error matrix in more detail.



045
The model of memory implied by Conrad (1964) is one which 

views forgetting as a function of the acoustic confusability of 

letters. Response preference has been demonstrated as a possibly 

complicating factor. It is the purpose of this section to examine 

the relevance of response preference to forgetting in short-term 

memory. The first prediction of Conrad (1964) to be tested is that 

the acoustic confusability of letters will determine their forgetting 

in memory. There should exist a high correlation between the intelli­

gibility of letters heard in noise and memory for letters such that 

the most intelligible letters are the best remembered.

(11) The correlation between intelligibility in listening and 
"intelligibility" in memory.

To derive a measure of the most memorable letters from the 

memory error matrix of Conrad (1964) it was necessary to sum the 

total number of errors under each letter. This gave the total number 

of substitutions for each presented letter and thus should approxim­

ate to the frequency with which the letters were forgotten. This 

procedure is similar to that adopted for calculating the intelligibil­

ity of letters from Conrad's listening error matrix. Again, the 

assumption is made in this estimation that the number of omissions 

was similar for all letters. However, the visual error matrix study 

had suggested that the number of omissions was likely to be low and 

similar for all letters. Henceforth, this estimation of the total 

number of errors is described in the inverse order as one of 

"intelligibility" of letters in memory.

The two sets of relevant data are presented for comparison 

in Table X (next page).
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TABLE X

Rank order of 1 
intelligibility

2 3 4 3 6 7 8 9 10

(a) in listening X T C F N P B M s V

(b) in memory X S N P M F V T B C

The correlation between these two ranks is insignificant at 
= -.08. Thus, despite Conrad’s demonstration that errors in 

short-term memory are similar to those obtained in a listening task, 

the intelligibility of letters in a listening task would not seem 

to be associated with the probability of a letter's retention in 

memory. It should be noted that the calculation of intelligibility 

in the listening task for these letters used in the memory task is 

derived from the full listening error matrix and not from the listen­

ing error sub-matrix. The reason for this should be apparent in 

that the sub-matrix, being derived from the full matrix, does not 

record incorrect letter responses outside those ten used in the 

memory task and so cannot yield a reliable estimate of intelligib­

ility. In any case, the correlation between intelligibility on the 

listening error sub-matrix and intelligibility in the memory error 

matrix is even further removed from the expected than is the 

correct estimate given above. The ranked data using the incorrect 

measure of listening intelligibility from the listening error sub­

matrix correlated r^ — .68 (t = 2.6 , df 8 , p < .05) with the rank 

of letters by intelligibility in memory.

To return to the lack of any correlation between intelligibil­

ity in memory and in listening reported earlier and to re-phrase 

the paradox: it would seem that forgetting is not determined by 

acoustic confusability but that partial forgetting is (in that 

acoustic confusability can explain the kinds of errors made)•
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This finding would seem somewhat puzzling. If acoustic confusability 

does not determine the distinctiveness of letters in memory, then 

what does? Response preference seemed a likely candidate for this 

position and this question is examined below.

(12) The correlation between "intelligibility" and response 
preference in memory.

Response preference was calculated in exactly the same way as 

was done for response preference in the listening error matrix - 

that is, by summing the rows of responses to obtain the total 

frequency with which the letters of the memory matrix were given as 

responses. The rank order of response preference for letters was then 

correlated with the rank order of "intelligibility'* of letters in 

memory as shown in Table XI, below:

' TABLE XI

Rank order in memory 1 2 3 4 3 ^ 7 8 9  10

(a) for intenigntdlity X T C F N P B M S V
(b) for responsepreference N T F M P V B C X S

The correlation between the two ranks yielded r̂  = .15 which does 

not approach statistical significance. Thus, it is concluded that the 

"intelligibility" of letters in memory is not associated with response 

preference for letters in memory. An additional correlation was, 

therefore, computed to determine whether memory intelligibility might 

be more strongly associated with the listening error matrix response 

preference. This response preference was correlated with the frequency 

of appearance of letters in the English language and it was suspected 

that the intelligibility of letters in memory might be associated 

with their frequency of appearance in English.
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listening error matrix response preference.

The two ranks of letters are given in Table XII, below:

TABLE XII

Rank order 1 2 3 4 3 6 7 8 9 10

(a) memory "intelligibility" X T C F N p B M s V
(b) listening

response preference P N T S B M F V X c

The correlation between the two ranks was insignificant at i^= -.17* 

Thus, it may be concluded that the intelligibility of letters in 

memory is not associated with response preference for letters in a 

listening task. An additional correlation, to check directly on the 

possibility that the "intelligibility" of letters in memory might be 

associated with their frequency of appearance in English,was computed 

against the "U" count (Underwood & Schultz, I96O). The correlation 

between memory intelligibility and the "U" count was, as expected, 

insignificant at = .I3.

Conclusion to the memory error matrix studies

While it was not possible to relate the intelligibility of 

letters in memory to response preference or to the frequency of 

appearance of letters in the English language, one important result 

did emerge from the present section. This was that there is no 

correlation between the intelligibility of letters in memory and 

the intelligibility of letters in a listening task.

Discussion

The importance of Conrad^s (1964) paper lies in its apparent 
demonstration that auditory recoding takes place of letters presented 
visually# It carries the strong implication that material is retained 
in short-term memory by rehearsal and that this rehearsal is an audit­
ory process. Thus, memory is for what is rehearsed rather than that 
which is actually presented.
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proposed by Conrad to explain auditory short-term memory. Briefly, 

this model views forgetting as a fall in the signal-to-noise ratio 

of material in memory. As the ever-present neural noise (Hebb, I96I) 

increases relative to the signal strength of the remembered message, 

the signal becomes increasingly blurred, such that the task of recall 

becomes comparable to that of detecting a signal in a noisy comrauni-
4

cation channel. This chapter questions how far the acoustic properties 

of letters sounds determine their "detection rate" or recall probabil­

ity in memory. The main findings relevant to Conrad’s model are :-

(1) Letters of the alphabet are not equiprobable. There exists a 
pronounced response preference for certain letters of the alphabet. 
Although this response preference is not stable across different 
studies, that manifested in the listening error matrix reported
by Conrad is very similar to that obtained in the associative re­
sponses to letters of the alphabet reported by Underwood & Schultz 
(1960) and both of these are correlated with the frequency of 
appearance of letters in the English language.

(2) Acoustic confusions and response preference. While response pre­
ference does not greatly affect the apparent intelligibility of 
letters in a listening task, it may be important in determining 
the apparent intelligibility of letters of high acoustic similar­
ity.

(3) Memory and the signal-to-noise ratio. The logical extension of 
Conrad’s (1964) model is to predict that letters readily detected 
in a noisy communication channel (i.e. those most intelligible 
when presented partially masked by noise) will be associated with 
high recall in memory. The analysis reported in this chapter 
suggested that this was not the case and that the correlation be­
tween the intelligibility of letters in listening and those in 
memory was virtually zero (-,08).

Before considering the general implications of these findings, 

a few points surrounding these results may require further elucidation* 

First of all, although there exists a considerable body of research 

on the relationship between response preference, item frequency and 

item intelligibility, this was not alluded to in the discussion of the
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relationship between these made earlier. The main reason for ignoring 

such work at the time is that the bulk of such work has been oriented 

to word frequency and tachistoscopic recognition and has produced 

somewhat different results from those obtained here. Numerous studies 

have demonstrated that words which occur most often in ordinary use 

have lower thresholds for recognition than words of low frequency of 

use in English (e.g. Howes & Solomon, 1931; Solomon & Howes, 1931)*

The hypothesis that the ease of recognition of common words is due 

to the fact that common words occur more often as guesses than rare 

words was soon rejected (Solomon & Postman, 1932)* In place of this 

simple model of the word frequency effect numerous alternative models 

have appeared (Broadbent, 196?; Morton, I968; Savin, I963)* Of these, 

perhaps that based on signal detection theory, viewing the ease of 

recognition of high frequency words as being due to subjects requiring 

less stimulus evidence than for low frequency words, provides the best 

fit to the available data (Morton, I968).

There are a number of discrepancies between the findings of re­

search on word frequency and the findings of the present chapter on 

letter frequency. Of these, the main one is that neither the intell­

igibility of letters in the listening error matrix nor the intell­

igibility of letters in the visual error matrix was associated with 

the frequency of appearance of letters in English as measured by the 

"U" count (Underwood & Schultz, I96O).

Although this data clearly indicates that the variables governing 

the intelligibility of letters are different from those associated 

with the ease of recognition of words, and so research on the latter 

cannot aid much the discussion of the present results, interpretation 

of present work is further complicated by the difference between the 

response preferences shown in the listening error matrix and those
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shown in the visual error matrix. However, it would seem very likely 

that the acoustic properties of letters in the listening error matrix 

and the visual properties of letters in the visual error matrix are 

the main determinants of the intelligibility of letters in the two 

situations which generated these matrices.

The complicating factor is that response preference in the 

listening error matrix did not correlate with that in the visual error 

matrix. The former response preference appeared to be largely in­

dependent of the intelligibility of letters and associated with the 

frequency of appearance of letters in the English language, whereas 

the visual error matrix response preference was apparently only assoc­

iated with the intelligibility of letters in the viewing situation. 

There would seem a basic contradiction between these two sets of 

results. One hypothesis which might have reconciled the conflicting 

results has already been examined and rejected. This stated that 

letters in the visual task may have been of broadly two kinds - either 

intelligible enough to be correctly detected on most trials or so 

difficult to see that their correct detection depended entirely on the 

guessing rate (i.e. response preference).

There are, however, two further considerations, each of which 

offers some partial explanation of the discrepancy between the two 

error matrices but which are difficult to reconcile with each other.

The first consideration is that the listening error matrix and 

the visual error matrix involved the presentation of letters in differ­

ent modalities. This is important for the processes involved in the 

detection of the letters since in each case the stimulus was of poor 

quality and not readily intelligible. Because of this characteristic
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of the stimulus, the decision as to which letter was presented on 

each trial would not be made with certainty and it would follow from 

this that subjects would examine the evidence for their decision until 

the time of responding* Since sensory memory (see Chapter I) would not 

be involved for more than one second, in both the listening error 

matrix and the visual error matrix, uncertain responses would have 

arisen from examination of processed information in short-term memory 

rather than from examination of the actual stimulus trace. The im­

portance of the difference between the auditory and the visual modality 

is apparent in that short-term memory for auditorally presented mat­

erial 'id.ll be much closer to the stimulus than will short-term memory

for visually presented material. Thus, Broadbent’s (195S) model of 
/Au.p iTQ&y
/memory and attention sees the raw stimulus retained in storage until 

perception and then recirculated to the same store and maintained there 

by rehearsal. The raw stimulus in visual memory is not so recirculated 

but translated into an auditory message which is then retained by re­

hearsal in short-term memory (Sperling, 1963)* For this reason, the 

subject’s task of detecting the stimulus becomes more difficult after 

a slight delay when material is presented visually. This has certain 

implications for the response preference in the two tasks. With the 

listening task, the articulatory response is much closer to the stim­

ulus and it is much more likely, therefore, that an articulatory re­

sponse preference would manifest itself, (There is good reason for 

viewing the listening error matrix response preference as an articul­

atory response preference since it correlated with the response prefer­

ence of an associative response task). With the visual task, on the 

other hand, any articulatory response preference must be matched 

against the blurred presented shape of the stimulus letter (as far as 

the subject can remember this) and it would seem less likely that the 

same articulatory response preference would dominate in the responses.

This would explain the lack of correlation between the response pref­
erence of the two tasks.
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In the visual error matrix, it would seem feasible that if 

letter frequency response preference did not dominatê r̂esponses 

would tend to be determined by the most intelligible letters. Faced 

with the problem of matching a blurred shape to a letter of the 

alphabet, subjects would select as the match those letters which had 

appeared most clearly in the past. Such an argument could claim 

support from studies demonstrating rigidity in problem solving where 

subjects tend to follow successful responses rather than change to 

any method which involves testing new hypotheses. (Bruner, Goodnow & 

Austin, 'I956; Wason, I96O).

The second consideration which, taken alone, goes some way to­

wards reconciling the conflicting results of the listening error 

matrix and the visual error matrix studies, involves a redefinition 

of response preference.

Response preference, as defined in the present chapter, refers 

to the frequency of use of incorrect responses. However, for the sub­

ject, an awareness of any response preferences will be based on the 

total number of responses both correct and incorrect. There is some 

justification for defining response preference in this way since it 

is perhaps naive to assume that correct and incorrect responses would 

be viewed independently by subjects; indeed, it would seem likely that 

subjects might avoid a correct response in a random sequence if they 

had already responded a number of times with that item. To view 

response preference in this way is to open a wide debate on memory 

factors involved in response preference (e.g. Baddeley, I962), sub­

jects’ concepts of randomness (Ghapanis, 1933) and so on. However, 

these broader implications are perhaps best avoided in the present 

context. Suffice it to say that when the total frequency of responses 

in the visual error matrix is compared with the total frequency of
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responses in the listening error matrix, the correlation becomes 

significant at r̂  = .34 (t = 2.3, df = 24 P < .05).

Although this finding and the above argument do constitute a 

consideration in the interpretation of the present work on response 

preference, it has certain limitations in its application. Perhaps, 

most importantly, it ignores the insight which a breakdown by intell­

igibility and response preference provides, particularly with reference 

to the differences in the modality of presentation of material. However, 

additionally, viewing response preference in terms of correct and in­

correct responses leads to an empirical impasse in that none of the 

correlations completed, using this measure, yielded any significant 

coefficient. For example, the total visual response frequency did not 

correlate with the frequency of appearance of letters in English 

(rg = .21) and neither did the total listening response frequency 

(% =.23).

For these reasons, it seemed preferable to attempt to interpret 

the discrepancies between the visual error matrix and the listening 

error matrix in terms of the different modalities used for the present­

ation of the letters.

While the main points to emerge from the present chapter are

no embarrassment for the decay theory of short-term memory, they do

constitute a criticism of the model developed by Conrad (1964). From

his results Conrad argues failings in Brown’s informational decay

model. It will be remembered that Brown (1938,1959) describes forgetting

as a fall in the signal-to-noise ratio, the effect of which on the

memory trace is similar to that of smudging a chalked letter on a

blackboard. Some smudging v/ill leave the letter still legible as it

has "internal redundancy" , but further smudging makes reading difficult.

This analogy vividly describes a visual equivalent to Conrad’s acoustic 
forgetting.
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Conrad’s criticism is that information theory would argue that 

when a letter is no longer legible due to excessive "smudging" , then 

"all the letters in the stimulus set are equally likely to be reported" 

(Conrad, 1964, p. 79)* It may be suggested that because Conrad re­

jects information theory, he considers acoustically similar items to 

be equi-probable. However, the existence of a response preference 

correlated with letter frequency, as demonstrated in this chapter, 

would seem to demand some notion of probability and differential in­

formation value of letters of the alphabet.

A secondary issue concerning Conrad’s criticism of information 

theory is that acoustic confusability is unlikely to replace such use­

ful concepts as "order information" and the related question of trans­

itional probabilities between items (Crossman, I96I; Warrington, Kins- 

bourne & James, I966).

A major problem exists for Conrad’s model when he offers the 

notion of acoustic confusability to replace that of redundancy. The 

similarity of the concepts in one sense is easy to see and if redund­

ancy could be equated simply with the acoustic properties of letters, 

then the more specific term must be favoured. However, Brown (1939) 

lists a number of factors influencing the effect of decay of the 

memory trace: (1) amount of initial redundancy of the trace, (2) the 

coding of the information in the trace, (3) the information available 

from other traces. The notion of redundancy here is more general than 

acoustic properties of letters and could explain why no correlation 

exists between listening intelligibility and memory intelligibility 

whereas Conrad’s concept cannot do this. In Brown's terms it could be 

that letters of the alphabet are coded with different degrees of re­

dundancy so that at time "t" some letters have the residual information 

still protected by redundancy so that, even though a fall in the signal-
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to-noise ratio has taken place, this is still compatible with correct 

recall. However, other letters will have deteriorated to a level not 

compatible with correct recall and only when this stage of decay has 

been reached are acoustic confusions likely. Conrad's model can be 

seen, therefore, as handling the problem of what is recalled when 

of information has been lost from the memory trace for a given letter.

While Brown's model has emerged unscathed so far, it has done 

so partly due to the generality of its concepts. It does not offer any 

prediction as to which letters will be more resistant to forgetting, 

and so the main problem of this chapter remains. Brown's (1939) 

trace system redundancy (which is concerned with item probability) 

could handle response preference but the solution is perhaps contained 

in the coding processes about which, unfortunately, Brown says very 
little.

One further apparent contribution in specificity by Conrad is 

that the change in the signal-to-noise ratio is due to an increase in 

neural noise. This argument is developed to explain the "tip-of-the- 

tongue" phenomenon. This is seen as being due to random fluctuations 

in neural noise. However, Conrad (1964, p. 82) concludes "In this paper, 

decay refers to a changed pattern of neural activity in a physical 

sense" (sic) and Conrad suggests that this is a more specific suggest­

ion than Brown’s, which allows decay to be represented by a change in 

the signal-to-noise ratio either as a result of increased noise or of 

decreased signal strength. The bewildering implication is that the 

memory trace is to be seen as stable and forgetting due to an in­

crease in noise, but that forgetting is due to decay so that the in­

creased neural noise does not represent interference from other material
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in memory. It is difficult to conceive of such a system which could 

handle rapid and yet time/event dependent forgetting in immediate mem­

ory, whereas a model allowing a decrease in the signal-to-noise ratio 

as a result of interference from other remembered material or as a 

consequence of a decaying signal would face relatively few problems.

One additional point is that while the "tip-of-the-tongue" 

phenomenon would seem to be associated with well learned material (i.e. 

long-term memory), Conrad does not imply this. It would seem, therefore, 

that the "tip-of-the-tongue" phenomenon is to be interpreted as reflect­

ing a uni-dimensional search through memory among acoustically similar 

items for the target word. Such a view would run counter to what is 

known of the phenomenon in that it would rather seem to represent a 

multi-dimensional search among words of similar length, meaning and 

sound (Brown & McNeil, I966).

The stimulus for this chapter lay in visual inspection of the 

listening error matrix which revealed certain apparently inexplicable 

irregularities in the "acoustic confusions" made to stimulus letters. 

Although response preference was demonstrated to exist as a variable 

confounding that of acoustic confusability, it is apparent that resp­

onse preference does not begin to explain individual peculiarities in 

the listening error matrix. A full explanation would seem to require a 

somewhat detailed taxonomy including letter frequencies, language habits, 

response preferences, acoustic confusability and memory, each further 

subdivided into as many categories as wit allows. It is, thus, necessary 

to leave this chapter very much as it was begun, with the observation 

that there are irregularities in the errors made in a listening task.

The existence of these suggests that the acoustic properties of letters 

may be the dominant variable in listening errors, but that they do not 

provide the only dimension relevant to the responses made. Such an
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observation suggests that the amount of variance in short-term memory, 

explained by acoustic confusability, may be much less than is commonly 

supposed.

Summary

The present chapter examined one possible source of error in 

Conrad’s (1964) demonstration that memory errors are similar in nature 

to listening errors# Response preference was not found to be assoc­

iated with the intelligibility of letters heard in noise, but response 

preference in this listening task was found to be reliably associated 

with the frequency of appearance of letters in the English language#

A small visual error matrix was constructed to allow comparison of the 

intelligibility of letters and response preference for letters with 

Conrad’s (1964) data. It was found that in this visual error matrix, 

response preference was associated with the intelligibility of letters, 

but that neither intelligibility nor response preference was associated 

with the frequency of appearance of letters in English. This discrep­

ancy between the two error matrices was interpreted in terms of the 

different modalities of presentation used,

Conrad’s (1964) memory error matrix was examined in the light of 

this work on response preference. The most important finding to emerge 

was that, while the errors made in memory are similar to the errors 

made in a listening task, the intelligibility of letters in that task 

did not correlate with the intelligibility of letters in memory. This 

finding contradicts one of the main implications of Conrad’s (1964) v/ork. 

The relevance of this finding was discussed for Conrad’s model of short­

term memory. It was concluded that the concept of acoustic confusability 

in short-term memory is most useful in predicting the errors made after 

some forgetting has taken place rather than in predicting which items 

will be forgotten.
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The speculative part of science;
some notes towards a general theory of short-term memory.

This chapter represents a precocious attempt to formulate à. 

general theory of short-term memory following the research of Chapter 

II. The principal aim was essentially quite modest: an attempt to 

integrate vhat is a somewhat fragmented field with a view to uncover­

ing an approach which could utilise published results. It was hoped 

additionally that, in attempting this task, it might be possible to 

describe, as in the fable, the "elephant" of short-term memory by 

reading accounts of its various "limbs" touched by the blind. In order 

to determine what common ground there might exist between experiments 

of differing theoretical orientations, discussion covers moré accurate­

ly those variables in short-term memory which are given the status of 

major determinants of performance rather than any theoretical models 

arising from their manipulation.

One such variable which is given the status of a "major deter­

minant" by its exponent is "acoustic confusability". This notion has 

already been examined in Chapter II and some predictions arising from

its use as a limited model have been tested.

The present interest in acoustic confusability stems from Con­

rad’s suggestion (Conrad, 1964) that it may well be the acoustic 

similarity between the items of a set which limits short-term memory 

performance and not the size of the set from which items are drawn. 

Perhaps an historical note may be made here:

(1) The first part of Conrad’s statement stems logically from

his finding that short-term memory is apparently acoustic 

in nature. This does not in itself indicate that acoustic
similarity between items of a set limits short-term memory 
performance.
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(2) The second part referring to size of set must be viewed in its 

historical context. The formal structure offered by information 

theory developed by communication engineers (perhaps "communic­

ation theory" may be more appropriate in denoting its origin - 

Cherry, 1957) appears very relevant to the study of memory. 

"Information" may be defined as a measure of the amount of un­

certainty removed by the receipt of a message (Shannon & V/eaver, 

1949) and is directly related to the ’vocabulary’ size (or size 

of the set) from which the message is dravm. If man is viewed as 

an information processor then he should have an upper limit 

("channel capacity") beyond which errors occur. The limit of 

short-term memory may be then described in terms of the inform­

ation content of the message. Given the definition of information 

above, information can be measured in "bits" as being log2 N 

where N is the "ensemble" or vocabulary size from which the mess­

age is drawn. Although it is customary to use logarithms to the 

base 2, the theory does not necessarily demand this (Summerfield 

& Legge, 1960). Since Miller’s (1956a) attack on this approach, 

however, it seems no longer quite as respentable to view the 

limits on short-term memory as being due to the amount of inform­

ation it can handle. ("The information concept ran into one 

serious problem in the study of memory: it didn’t work." - Norman, 

19690».. "I do not believe, however, that this approach was, or is, 

a fruitful one" - Neisser, I967). There are fewer today, there­

fore, who would argue that short-term memory is limited by the 

size of the set from which items are drawn. Thus, for many,

Conrad’s prediction that acoustic confusability will be a more 

important variable in determining performance than vocabulary 

size may be seen as a somewhat weak test of acoustic confusability.
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Nevertheless, the test (carried out by Conrad & Hull,

1964) did demonstrate the superiority of acoustic confusability 

over vocabulary size as a predictor of short-term memory perform­

ance. It is worth mentioning that acoustic confusability can 

be quantified as readily as "information" : Conrad & Hull, in 

drawing sequences for the test material, used letters of the 

alphabet and so, by referring to the listening error matrix 

(Conrad, 1964, and discussed in Chapter II here), were able to 

calculate the probability with which each item of a sequence 

confused with the others. However, the present interest is not 

so much in the support for acoustic confusability that this ex­

periment offers but in its evidence against the operation of 

vocabulary size as a variable : it was "irrelevant" to performance 

(Conrad & Hull, 1964) in that memory was only related to the 

acoustic confusability of the sets used and not to the size of 

the sets.

The important implication of this experiment is that 

acoustic confusability may have been confounded in studies of 

vocabulary size, and the acoustic confusability of sequences may 

have been inadvertently increased as "information" was increased. 

Conrad (1964) cites one case in which vocabulary size may have 

been confounded by acoustic confusability : Tlie study of Conrad

& Hille (1957) found  " the larger the vocabulary the better

the span.... it is notable that the 2-digit set used the digits 

2 and 3, the 4-digit set, 2,3,4,5, and the 8-digit set, 2, 3, 4,

5, 6, 7, 8, 9» Moser & Fotheringham (I96O) have shown that the 

two digits most likely to confuse acoustically are in fact 2 

and 3, Additional digits are likely to make the set in entirety 

less acoustically confusing..." (Conrad, 1964).
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The suggestion is an important one and worth examining 

in some detail:-

(i) At least one study using the digits 2 and 3 as a high 
acoustically confusable set and 2 and 4 as a low acoustic­
ally confusable set found no difference in short-term 
memory performance (Woodhead, 19664̂  (Moser & Fotheringham 
report 2 and 4 as rarely confusing with each other)•

(ii) One puzzling aspect of Conrad & Hille’s paper is that two 
sets of results are reported with opposing trends. The 
first set mentioned by Conrad (1964) is for auditory pre­
sentation, The results for the different vocabulary sizes

8-digit vocabulary size: 32^ correct 
2-digit vocabulary size: l4?o correct

The second set with visual presentation, (presumably simultan­
eous presentation of the material: "the numbers were read rather 
than heard") and unmentioned by Conrad (1964), produced the 
following results:-

8-digit vocabulary size: 40^ correct
4-digit vocabulary size; 50^ correct
2-digit vocabulary size: 70^ correct

These results are most interesting and Conrad & Hille suggest the 

result may be due to the increased time available under visual 

presentation leading to grouping. Unfortunately, the paper 

suffers from its clientele (P. 0. Telecommunications Journal) 

and little further detail is given.

Acoustic confusability would have some difficulty in 

handling both sets of results.

(3 ) The third point concerns the real vocabulary size. Fitts &

Switzer (I962) used sub-sets of items^ in an examination of 

cognitive aspects of information processing, j^"*îhe task con­

sisted in simply repeating back items. With "familiar" sub-sets 

(e*g, ABC) response time was fast, but'Unfamiliar'sub-sets
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(e.g.- EBP) produced response times comparable to those obtained 

when the whole alphabet was used. The study can be interpreted 

as meaning not that Hick’s law has broken down (Hick, 1952) but 

that there is a disagreement between S and E as to the size of 

the set. Apparently with unfamiliar sub-sets subjects were unable 

to "forget" items outside the set used.

It seems possible that the vocabulary sizes used by Conrad 

& Hull (1964) may have been subjectively equivalent. Although 

subjects were provided with the vocabulary set at the top of 

their response sheets, this may not have reduced the information 

per item so much as avoided overt intrusions in recall.

(4) A further but minor point concerns the listening error matrices 

of Moser & Fotheringham. Their study is a complicated one and 

16 stimulus items were presented ("selected variants" to normally 

spoken digits were included). Notably 3 was presented in three 

different ways: "three" ; "free" ; "tree" . This may have led to 

its relatively poor performance.

It is difficult to know by how much studies of vocabulary 

size have been confounded by the effects of acoustic confusability 

since details of the actual items used are not often given.

One study bearing directly on this question (Harrison, I966) 

reached the conclusion that for the vocabularies used in the experiment 

at least "acoustic confusability and information content while con­

founded are exactly correlated." By this, Harrison meant that 

acoustic confusability appeared to increase with the size of the set.

The vocabularies used were 4 (playing card suits); 8 (digits); 12 

(male names). However, increasing vocabulary size will not
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studies should certainly attempt to separate these two factors. Clear­

ly it would appear premature to reject information as a variable in 

short-term memory simply on the basis of available data from studies 

of acoustic confusability.

Tlie unpopularity of an information theory view of short-term 

memory today (Neisser, 1967; Norman, 1969^ lies elsewhere - in the 

difference between different vocabulary sizes not being as great as a 

hypothesis of constant information would require (Miller, 195-'"-) •»

Tliis does not mean differences in performance are not in the direction 

expected by information theory. In fact, there is some well documented 

evidence to show that larger vocabulary sizes are associated with poor­

er short-term memory performance than smaller vocabulary sizes (notably 

letters being worse than digits - from Jacobs, I887, up to Warrington, 

Kinsbourne & James, I966). However, the issue is by no means clear and 

alternative interpretations to the "size of the set" argument are 

possible. Thus, Jacobs suggested greater experience of random digit 

sequences might be a factor along with vocabulary size and Warrington 

et al take transitional probabilities between items as the limiting 

variable. However, these factors are clearly interrelated and not ex­

clusive to an informational viewpoint, as will be suggested later.

Perhaps at this stage the study by Cardozo & Leopold (I963) 

should be mentioned, as this has been cited (e.g. Welford, I968) as 

demonstrating no difference in performance between digits and letters. 

This is true, but somewhat misleading when their procedure is examined 

as this involved presenting sequences of increasing lengths and 

plotting the information loss at each length. From their published 

graph, it would appear that at seven items there was virtually no 

loss for digits or letters. At 8 items slightly more letters than
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digits were forgotten while at 9 items digits were clearly superior.

The explanation may be that while "span" was equivalent at 7 items 

7 letters used up nearly all the available storage space but 7 digits 

was well within the short-term storage capacity of most subjects.

Thus, by the time 9 letters were being presented the limit in storage 

capacity had been reached with digits (slight information loss at 

recall) but greatly exceeded with letters (fairly considerable inform­

ation loss at recall).

A further point is that, were vocabulary size "irrelevant" 

(Conrad, 1964), then it would be expected that there would be as many 

studies demonstrating better performance with large vocabulary sizes 

as there are studies indicating tetter performance with small vocabul­

ary sizes. However, such is not the case and it may be possible to 

reject those few that do on various grounds - e.g. Conrad & Hille 

(1957) for providing contradictory trends; Crannell & Parrish (1957) 

since the trend is insignificant; Woodhead (1966^ because the memory 

task was unusual. However, a number of criticisms apply to most 

studies of vocabulary size and instancing them (e.g. the use of sub­

sets, the confounding of acoustic confusability) is hardly construct­

ive and does not explain why the information hypothesis predicts too 

large a difference between vocabularies. One solution is offered by 

Crossman (I96I) who suggests that the total information contained by 

a recalled sequence is not simply that given by the vocabulary size - 

which is simply the item information - order information is also re­

tained, Total information is therefore expressed as n log N + log n I 

where n = span (number of items recalled) and N = vocabulary size.

With the addition of order information (log n .' ) the total inform­

ation retained by subjects for a variety of different vocabulary 

sizes was credibly close to a constant 25-55 bits.
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Although Crossman's experiment avoided the problem of sub­

sets (Fitts & Switzer, 1962) in using "exhaustive" categories - i.e. 

sets of naturally occurring different sizes (e.g. States of U.S.A., 

playing cards) a number of criticisms remain. The sets are unusual 

and states of the U.S.A. for example differ widely in their length 

and pronunciability. The most important criticism, however, is that 

order information is considered additional to item information.

Brown (1959) is credited with drawing the important distinction be­

tween these two, but himself considered item information to contain 

order information. Thus, for Brown item information = (n logg N) - 

(log^ n I) while for Crossman item information = n logg N. These 

different equations imply rather different memory storage systems.

If item information is to contain order information then only 

a limited number of models will be applicable. Perhaps only two types 

of system are possible - either an associative network so that order 

is necessarily coded by one item serving as the cue for the next (cf. 

Wickelgren, 1965); or a slot or bin system which is filled by chun’̂s 

of items (of. Miller, 1956a).

On the other hand, viewing item information and order inform­

ation separately^as Crossman does^may allow a more flexible system. 

There can be fewer limitations because the relative independence of 

the two types of information is not specified (they could overlap). 

While it is difficult to describe such a system it may be classified 

as an "address" (cf. Baddeley, I968) to locate the correct item and 

the correct position. If Baddeley's system corresponds to that of 

Crossman ( it is not clear from either whether this is a valid 

assumption) then support is claimed for it over the associative model.
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ution is considered important in suggesting that vocabulary size alone 

may be too crude a measure of the information transmitted by a message.

It is difficult to be sure what more subtle measuresof inform­

ation are needed, but the "response preference" of Chapter II may be 

one. For the present discussion, the interest in response preference 

is that, under a number of conditions at least, subjects appear to 

treat "random" sequences as stochastic series. Although the sequences 

are only random in a finite sense (suitable for the experiment), sub­

jects attempt to apply a statistical matching which is inappropriate.

It may be remembered that this response preference can take such a 

form that it appears to result from a sound knowledge of the statist­

ical rarity of letters of the alphabet in the English language. Thus 

in certain situations subjects behave as if they assume that the 

source of the messages they receive is geared to the frequency with 

which letters appear in English and respond accordingly.

The implication of this is that subjects have their own 

probability distributions of possible messages and if "information" 

is to be measured it must be done in terms of the "surprise" value of 

a message to a subject. Unfortunately, while subjective probability 

may be assessed, it remains an inference from performance made by a 

human experimenter who, strictly speaking, is part of the communic­

ation system he is attempting to describe. This kind of problem is 

intrinsic in the application of information theory to the human 

operator and has long been recognised as grounds for questioning the 

validity of such applications (Cherry,1955)• However, if this results 

in merely a loss of elegance for information theory, there are more 

immediate problems to be recognised: subjective probability may 

appear in a relatively "stable'* form as a response preference of
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a cognitive appraisal of the experiment and will consequently be a 

greater source of annoyance. One situation in which information may 

be greatly reduced is where messages or items presented are not seen 

as equiprobable by the subject. In a memory task involving the sequ­

ential presentation of 10 items a subject is likely to consider items 

from an ensemble of 2 to be equiprobable since these items are re­

peated throughout the sequence. The information given by the sequence 

may be then considered as 10 x log^ N. However, an ensemble of 26 

may not involve repeated items in the sequence of 10 and so the in­

formation may be considered as log^ N + log^ N - 1 + log^ N - 2 

log^ N - 9* This leads to some slight reduction in item information.

The information reduction may be substantial, however, when ensembles 

are used which are little larger than the presented sequence if no 

repeated items occur. Thus, log^ N of a digit sequence =4.7 bits 

per item if each item is equiprobable after each presented item, but

this drops to an average of less than 2.2 bits per item when the en­

semble is exhausted by the sequence presented. Furthermore, subject­

ive probability is clearly very subjective ground - a variety of 

strategies are possible for a subject and how much information is 

given by an unexpectedly repeated item will be far from easy to 

estimate.

If measurement of the short-term memory store in terms of 

information becomes so difficult, what alternative methods are avail­

able? Miller (1956a) concluded in a somewhat ambiguous paper that 

"chunks" of information provided the solution. Although the Miller- 

ian chunk is not clearly defined beyond being an organisation or 

grouping of the input sequence into units, two examples are instanced 

of this recoding. The first refers to the increasing organisation 

commonly found in the acquisition of skills - in learning the morse
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code, a man at first hears "dit" and "dali" as a separate chunk; soon 

he organises the dits and dahs into letters and eventually words and 

phrases. Thus, the chunks in skilled performance become larger and 

larger. The second example is an experiment by Sidney Smith who demon­

strated that his immediate memory handled a constant number of chunks 

by successively learning and testing himself on binary digits coded 

as base 2, base 4, 6, 8, or 10 arithmetic. While these examples have 

a face validity and the chunk appears a valuable notion, it does 

suffer from lack of definition. The chunk, unfortunately, is essent­

ially a subjective organisation of a sequence although it may be ex­

perimentally manipulated with some success (Cohen, 1965)* Moreover, 

while Miller appears to reject information: "immediate memory is 

limited by the number of items" (Miller, 1956a, p. 92), at times he

implies that information is a relevant factor, e.g "by (chunking)

...we manage to break (or at least stretch) this informational bottle­

neck". (Miller, 1956a, p. 95)*

However, the main question is whether chunking precludes the 

operation of information or acoustic confusability as variables in 

short-term memory. There may be common ground between these apparent­

ly mutually exclusive explanations of short-term memory.

There are a large number of studies which suggest that the re­

lationship between items in a sequence is an important variable in 

short-term memory performance. More specifically as sequences become 

more predictable they are better recalled. Thus, as word sequences 

become less random and approximate more to the structure of inormal 

English, the number of words recalled increases (Miller & Selfridge, 

I95O; Marks & Jack, 1952; Deese & Kaufman, 1957*) Similarly, sub­

jects appear to be able to make use of redundancy in letter sequences 

as an aid to recall (Miller, 1958; Baddeley, Conrad & Hull, 1965)*

While these findings are consistent with an information theory hypo-
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thesis in that the predictability of the sequences must lead to a re­

duction in information, the result of redundancy may also be to in­

crease "chunking" of the sequence as items organise themselves into 

familiar units (Miller, 1956b). Warrington, Kinsbourne & James (I966) 

found memory span for letter-digit sequences to be a function of the 

number of letter-digit transitions. Maximal performance was obtained 

with only one transition where this divided the list into roughly 

equal parts. This would no doubt encourage chunking of the sequence 

into two halves. Such a view may be consistent with Broadbent &

Gregory (1964) who suggest that transitional probabilities are reflect­

ed in a response set which has to be shifted when a change of class 

occurs. However, for Broadbent & Gregory the problem presented by 

class change lies in the extra time taken to switch response sets 

whereas for Miller the change in class results in more chunks being 

required (to describe each separate class) than would be the case with 

more homogeneous material..

It seems likely that the "chunkability" of sequences v/ill depend 

to a large extent on the nature of the material and acoustically sim­

ilar material for example may be unsuitable for chunking and so be 

associated with poorer memory. At this stage, perhaps a distinction 

might be made between various types of chunks. The examples of chunk­

ing offered by Miller may be best described as "recoding" where rules 

are used to translate a number of items into a single unit (e.g. base 

2 arithmetic into base 10). A second type would involve chunking of 

items by some kind of verbal mediation, e.g. "associative clustering" 

(Bousefield, 1955; Bousefield & Cohen, 1955)* A third may be seen as 

involving "adopted chunks" of a sequence and is demonstrated by the 

recall of some items in the same order as presentation when there is 

no necessity to do so (McNulty, I966; Rozov, 1964; Tulving & Patkau,

1962). Lastly there is the "physical grouping" of material such as 

digits in a temporal or rhythmic fashion (e.g. Adams, 1915).
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Although these classifications are arbitrary, it does seem 

that because of the- nature of short-term memory experiments the last 

use of chunking is the most applicable. This is due to the kind of 

materials used, the time intervals involved and the fact that the 

other types of coding imply some semantic mediation which is not 

usually found in short-term memory (Baddeley, I966; Baddeley & Dale, 

1966). Presumably, all kinds of chunking take time to occur. Thus, 

Klemmer (1964) found that span for binary digits was not much im­

proved even after practice in recoding them into octal digits when

exposure time was very short. However, physical grouping may be ex­

pected to occur more rapidly than the other types of chunking since 

it need not involve so much analysis of items in a sequence. Thorpe & 

Rowland (I965) found no real differences in the size of groups adopted 

by subjects with 1 item/second presentation rate compared to "un - 

limited" time and so grouping of digit sequences must be possible at

a faster rate than 1 item/second.

The effect of time in allowing grouping is considered important 

since it may be used to explain the lack of effect of presentation 

rate for acoustically similar items on short-term memory (Conrad, 

Baddeley & Hull, I966). Conrad et al argued that, assuming that 

short-term memory is of limited capacity (Broadbent, 1958; Murdock, 

1965; Posner u Rossman, 1965), then it is tempting to think that 

acoustically similar items are poorly remembered because they over­

load the system in some way. Thus, increasing presentation rate should 

lead to much worse performance with acoustically similar items than 

acoustically dissimilar ones. The reason why Conrad et al found no 

such effect may have been that acoustically similar items cannot 

benefit from chunking - they exist in a homogeneous form along the 

only dimension on which short-term memory chunking is likely to be 

made - that of rhythm. This view would hypothesise that at rates
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fast enough tc prevent the grouping of acoustically different material, 

no differences would exist between acoustically similar and acoustically 

different material.

Tliis argument receives some slight support from an experiment 

on memory span for vowel and digit sequences. This experiment is not 

reported in any great detail since the aims of the study were to in­

vestigate grouping strategies by subjects. It relied heavily on intro­

spective reports at the end of the session and, unfortunately, less 

than a quarter of the subjects were able to produce any information 

on how they handled the different sequences. The hypothesis was that 

digits and vowels should differ in their "groupability" • Digit 

sequences should be readily groupable because of the familiarity which 

subjects have in handling random digit sequences in the form of var­

ious identification codes. However, for the lack of these reasons, 

vowel sequences should not be so readily groupable. If grouping takes 

time to operate, then the difference between the memory span for vowels 

and the memory span for digits should increase with time as the digits 

benefit from becoming grouped.

EXPERIMENT (A)

30 slides of 10 items were prepared. Set (1) consisted of 15 slides

of 10 digits with each digit appearing once only. Set (2) consisted

of 15 slides of 10 vowels with each vowel appearing twice. Both sets

of slides were relatively unstructured in their sequences. 22 subjects

were presented with one entire set under one of the following con­

ditions: (1) -g second exposure time; (2) 1 second exposure time;

or (3) 2 second exposure time. Subjects were instructed to await 

the auditory cue of the slide projector carrier moving (approximately 

2 seconds after exposure) before giving verbal recall. The percentage 

correctly recalled (correct item in the correct position) for the
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different conditions was :

Exposure Time ^ second 1 second 2 seconds

Vowels 41 45 55

Digits 46 54 70

Percentage 
improvement of 
digits over
vowels 12̂ 0 20^ 36/̂

t tests computed between the conditions all yield values p  <.01•

The above data is ppcorrected for guessing. The classical 

guessing correction (Guilford, 1936) assumes incorrect responses to 

be random. Bricker & Chapanis (1953) and the work reported in Chapter 

II show that this assumption is not justified, but do not aid in 

formulating a suitable guessing correction.

From the table a differential effect of exposure is apparent 

since the differences between vowels and digits widen as the exposure 

time is increased. This would seem to argue against an interpret­

ation solely in terras of different reading rates for the two materials.

However, a difference in reading rate may be expected and to 

check on the magnitude of this, 10 subjects were asked to read 

through the entire set of test material. They were asked to read 

through the printed list silently and quickly but not to miss out 

any items. The overall difference in time for the two lists 

indicated that vowels took 13^ longer than digits to read. This 

difference is very similar to that found at the shortest exposure 

of ̂  a second where 12^ more digits were recalled than vowels, and 

therefore reading rate would not seem able to account for the much 

greater differences at the longer exposures.
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The interpretation of the increasing difference between the 

two materials with increasing exposure time is made in terms of 

grouping.

As stated earlier, subjects were not helpful in providing in­

formation about their methods of remembering the material. However, 

when subjects were able to volunteer introspective reports on their 

grouping strategies, these occurred for the most part with digits at 

the longest (2 seconds) exposure when grouping in 2s or 3s' wac noted.

It seems feasible that at ^ second exposure virtually no grouping has 

taken place (digits and vowels yield similar spans) but by 2 seconds 

subjects have been able to group the digit sequences at least far 

more than vowels. Possibly, grouping effects may not show much beyond 

2 seconds since at this exposure subjects were returning a creditable 

span of 7 digits, and there may be little room for improvement beyond 

this.

Support for the above argument is provided by Mackworth (I963) 

who demonstrated similarly increasing differences with increasing ex­

posure time between digits and letters. However, her study is somewhat 

difficult to interpret since "message lengths employed were those 

which gave optimal recall for that subject at each duration" (Mackworth, 

1963, p.79.) Nevertheless it is interesting to note that Mackworth' s 

data show an asymptote for digits at 2 seconds whereas letters were 

still improving with duration up to an exposure time of 6 seconds.

DISCUSSION AND SUMMARY

This chapter examined the usefulness of information theory, 

acoustic confusability and chunking as explanations of short-term 

memory performance. It was argued that chunking may occur in a number 

of different ways but that rhythmic grouping is its most probable
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manifestation in short-term memory. This type of chunking may reflect 

characteristics of the material such as its informational content and 

acoustical confusability. Thus, acoustically similar items may be 

difficult to group rhythmically because they are acoustically homo­

geneous. Similarly, it was suggested in Experiment (A) that grouping 

may have failed to take place with the vowel sequences because of 

their unfamiliarity (leading to low transitional probabilities between 

items and articulation difficulties).

The suggestion that grouping leads to better recall is of 

minor interest since it is in line with Miller's (1956a) predictions 

of the effects of chunking, and has been observed by previous research 

ers, e.g. Oberly (1928); Conrad & Hille (1957); Severin & Rigby (1963); 

Thorpe & Rowland (1965); V/ickelgren (1964). However, since grouping 

appeared to demonstrate itself only after a certain time (2 seconds 

with the digit sequences) it would seem feasible that it arises through 

rehearsal, that is, the rhythmic grouping is built into the sequence 

as it is repeated by the subject. This view of rehearsal as represent­

ing a reorganisation of the presented material to produce an improvement 

in recall is perhaps in contradiction to that of Brown (1958) who 

stated "...the effect of (such) rehearsal may be to counteract decay 

of the trace rather than to strengthen it much". It should be noted, 

however, that Brown (1958) found a 40^ improvement in recall in an 

immediate memory task when the onset of an interfering task before 

recall was delayed by an extra 4-seconds. He concluded that this 

effect was due "not to rehearsal as such, but to finding interpret­

ations of the letters, in the manner spontaneously reported by some 

subjects (e.g. "National Debt" for ND). While it is possible that 

Brown’s subjects did group items during the rehearsal period leading 

to improved recall, the conclusion that interpretations of the present­

ed material took place is not without interest. Indeed, it would
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appear to be an important point if the improvement mentioned earlier 

were due entirely to such "efforts after meaning" (Bartlett, 1932).

Everyday experience of attempting to learn material such as 

unfamiliar sequences of letters or nonsense syllables, (e.g. brand 

names, identification codes, etc.) which are to be neglected for some 

time before future recall, would suggest that these "interpretations" 

are common. However, this kind of learning by implication must in­

volve coding material into long-term memory. It may be, therefore, 

that short-term retention tasks could involve in part long-term memory. 

That is, some items may be stored in long-term memory because they 

have been suitably coded.

It should be added at this stage that the interpretations noted 

by Brown are assumed to be just as much a product of the rehearsal 

process as is the "grouping" noted earlier. This assumption accords so 

well with commonsense and introspective self-analysis confirmed by 

helpful acquaintances that the paucity of references to rehearsal in 

the literature is surprising. In a sense, it is understandable that 

short-term memory as a field has avoided the study of rehearsal since 

the avowed intent of much research has been to examine the effects of 

presenting rehearsal on short-term retention (e.g. Peterson & Peterson, 

1939), but even so subjects may still have opportunity to indulge in 

this activity even if only during the presentation of the to-be- 

remembered material. Studies of long-term memory by contrast would 

seem to be basically concerned with the products of rehearsal and its 

neglect is, therefore, less readily dismissed. It would be tedious 

to enumerate the published works in which rehearsal might be consider­

ed to demand mention, but is nonetheless ignored, but two recent 

volumes offer good examples of the subject’s neglect. Kausler (1966)
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edits over 500 pages of "Readings in verbal learning" without 

reference to rehearsal, and Adams (196?), perhaps famed for his 

studies of "natural language mediation" (cf. "interpretation" 

or "effort after meaning"), sees fit to exclude rehearsal from 

the index of "Human Memory".

For the moment, no precedence will be set by discuss­

ing and experimenting the characteristics of rehearsal since 

there are perhaps more immediate problems raised by the possible 

effects of rehearsal. These are that putative short-term memory 

tasks involve both short-term and long-term memory. The evidence 

for this will be considered in the following chapter.
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REHEARSAL AND RECALL

The preceding chapter terminated with the suggestion that 

rehearsal may not be a mere repetition to offset decay but a more 

dynamic process of reorganization of the presented material# While 

grouping effects may be the most likely manifestation of this 

rehearsal in short-term retention experiments, it was suggested 

that material may be rehearsed into long-term memory. Thus, studies 

purporting to examine short-term memory may, in fact, tap some 

material from a less labile store as well. Just how much information 

could be contained within long-term memory would seem to depend on 

the opportunity for rehearsal offered by the experimental design.

In many short-term memory studies the use of immediate recall or 

the introduction of a filled delay after presentation would suggest 

that the main opportunity for rehearsal occurs during presentation 

itself. Thus, with the sequential presentation of material, it 

would be expected that early presented items would be cumulatively 

rehearsed more than later ones (Welch & Burnett, 1924). Thus, items 

having the highest probability of being rehearsed into long-term 

memory would be those at the beginning of the presented sequence.

There are a number of experiments which support such a pre­

diction, but of these perhaps that of Glanzer & Cunitz (I966) is 

the most notable in reaching the conclusion embodied in the title 

of their paper, "Two Storage Mechanisms in Free Recall". Basically, 

the above paper involves a reinterpretation of the bow-shaped 

serial position curve characteristic of immediate free recall.

The authors suggest that this U-shape curve in fact reflects two
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Material recalled from the beginning of the list is primarily output 

from long-term storage and that recalled from the end is primarily 

output from short-term storage.

This conclusion is based on the finding that the two ends of 

the serial position curve are differentially affected by the in­

dependent variables of presentation rate and delay before recall.

Glanzer & Cunitz show that a slower presentation rate improves recall 

on items at the beginning of the presented sequence but has no effect 

on late ones, while delay disrupts the last few items, leaving early 

presented ones unimpaired. These findings, they argue, are in line 

with the predicted effects of presentation rate and delay on long 

and short-term memory.

Before considering this interpretation in detail, it should 

be said that the findings of Glanzer & Cunitz are considered reliable 

since similar effects of presentation rate were noted inter alia by 

Murdock (I962) and similar effects of delay by Postman & Phillips 

(1965). However, both experiments were interpreted in terras of 

proactive and retroactive inhibition. Murdock offers this as "one 

possible explanation" for the general shape of the serial position 

curve of free recall, but does so in an ad hoc manner without 

mentioning any others or making specific reference to the effects 

of presentation rate. Postman & Phillips, on the other hand, put 

forward a specific experimental hypothesis: "since PI (proactive 

inhibition) increases as a function of time, the terminal part 

of the list, which is subject to maximal interference from prior 

items, should gradually lose its advantage" (as the interval 

between the end of presentation and recall is lengthened).
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interpretation of the results in terms of the effects of proactive and 

retroactive inhibition, but the argument at times becomes tenuous.

Thus, the amount of retroactive inhibition falling on early items 

should increase with the length of the lists, but Postman & Phillips 

report less forgetting of early items with the longer lists used. In 

an attempt to remain loyal to their thesis, the authors declare this 

may have been due to "the progressive selection of items for strength!' 

This statement can presumably mean either that -proao-târve inhibition 

can wantonly reverse its normal effect of producing forgetting, or 

that in the face of heavy prbactlve inhibition, subjects perversely 

do well.

The main hypothesis that "proactive inhibition increases as a 

function of time" would seem readily testable by using either a 

slower presentation rate, or by increasing the length of the presented 

list. However, in neither case are the terminal items affected 

(Murdock, 1962; Postman & Phillips, 1965)*

The test offered by Postman & Phillips was to introduce a delay 

between the end of presentation and the beginning of recall. 

Interestingly, this delay was filled by requiring the subjects to 

count backwards by threes, the task used by Peterson & Peterson (1959) 

"to minimize rehearsal" in their study of short-term retention. Since 

the effects of this delay were mainly on the terminal items in the 

list, this would suggest that earlier items have a stability more 

characteristic of long-term memory. Thus, the effects of presentation 

rate, list length and delay are felt to support the interpretation 

offered by Glanzer & Cunitz, rather than that of Postman & Phillips.

Having discussed the findings of Glanzer & Cunitz, on which 

is based their model of "two storage mechanisms in free recall", it 

is now necessary to examine the model itself. The idea that immediate
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having been suggested apparently independently by Waugh & Norman 

(1965). Despite the similarities between the two models, that of 

Glanzer & Cunitz will be presented here since their evidence is more 

compelling, and the notions of Waugh & Norman (e.g. primary and 

secondary memory) may create confusion at this stage of the analysis.

Glanzer & Cunitz do not suggest any reason for viewing the 

serial position curve of free recall as they do, but state what is 

a proposal as their hypothesis. Their findings do not in themselves 

constitute an explanation of the shape of this curve although such 

an explanation would seem a necessary preliminary to their hypothesis.

In order not to prejudice their case, the statements which would seem 

relevant to the question of why the serial position curve should be 

bow-shaped under the two store model are quoted below,

"From the initial decline in the serial position curve....it may 

be...asserted that the capacity of long-term storage is limited. The 

more items there are already in, the less likely that there will be 

place for a new item. By definition, the short-term storage mechanism 

is limited not with respect to capacity but with respect to the 

amount of time it can hold an item."

These statements represent the only attempt to explain the 

shape of the curve and may not be considered particularly enlightening. 

Perhaps, the main criticism is that the serial position curve has 

apparently determined the definitions of long and short terra memory 

given. Thus, to state that the capacity of long-term memory is 

limited, and then by the following sentence imply that the limit lies 

in the number of items it can contain, is clearly nonsense.

\i/hat the initial decline in the serial position curve would 

seem to suggest is that the processing rate for long-term memory is 

limited. In other words, as argued at the beginning of this chapter.
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limited time available for this offered by the experiment, the items 

most likely to be learned are the early ones in the list.

Rather more problems are posed by the shape of the curve for 

later items which are assumed to reside in short-term memory. In a 

sense, the decay theory offered by Glanzer & Cunitz would fit the data 

if it were assumed that items inevitably decay in short-term memory 

with time. If this were true, then the serial position curve of 

short-term memory would be one of recency, that is, the later an item 

in the sequence, the higher its probability of recall. However, such

a view would be only tenable if subjects could or did not revive it«ns

by repeating them to themselves and, in this case, "pure" delay

(without the interpolated task) should rapidly reduce the "recency"

effect. Glanzer & Cunitz mention in passing that after such a pure 

delay of thirty seconds 'the serial position (showed) a clear end pealc".

One possible explanation of the curve for late items could be 

that it reflects not one subject's recall but the composite of a 

number of subjects, some of whom may recall only the last item, some 

the last two, and so on. This would avoid the problem of explaining 

the inevitable decay above but, even so, it would suggest a very 

limited short-term memory. The possibility exists, of course, that 

the short-term memory involved in the recall of the terminal items in 

a list is somewhat different from that described by most short-term 

memory experiments because such studies have not recognised the 

possibility of a substantial proportion of items entering long-term 
memory.

Whatever the interpretations of the results of Glanzer & Cunitz, 

their findings are felt to indicate the existence of two different 

stores in immediate free recall. The present argument has been that 

the stability associated with early presented items is due to rehearsal
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unprocessed and labile. This being the case, it would seem likely that, 

given more time, subjects should be able to encode the last few items 

into long-term memory in addition to the early presented items, which 

are already there. Thus, while pure delay has no effect on the shape 

of the curve for immediate free recall (Glanzer & Cunitz, I966) it may 

produce a change in the stability of the last few items.

This possibility was investigated in a relatively crude pilot 

study, using fifteen item sequences of common English words recorded 

at the 1.5 second rate. Six subjects took part in this study, each 

one being required to complete eight trials. These trials corresponded 

to the conditions of immediate free recall, or a varied pure delay 

(0 ,2 ,5 ,10,13,20,30 seconds) before a filled delay (20 seconds of 

counting backwards by threes). To simplify the task of E and S, the

presentation was made in either an ascending or descending order of

delay times. The results indicated that by 30 seconds of pure delay 

the terminal items had become sufficiently stable as to be virtually 

unaffected by the normally disrupting task of counting backwards.

The effects of the filled delay immediately after presentation 

were similar to thosd reported by Postman & Phillips and Glanzer &

Cunitz in being almost entirely confined to terminal items. This pilot

study appeared to support the idea of a pure delay after presentation, 

allowing the rehearsal of items from short-term into long-term memory.

For the main experiment a number of modifications were made 

to the design. It was decided that apart from the function of 

rehearsal after presentation, two other questions could be examined.

The first was whether the short-term memory component in free recall 

could be increased by encouraging the subject to consider the last 

five items separately from the earlier ones. This could be achieved
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atibn of the last five items. In terms of subject strategy, it would 

be advantageous for the subject to learn the first ten during present­

ation but then handle the last five within short-term memory for 

immediate unloading. The advantages of this would be in a reduction 

in the effort of learning so many items, while leaving open the "easy 

come, easy go" short-term memory for the maximum amount of material 

(five items should be well within the immediate memory span - Miller,

1956).

Under these conditions it might be expected that subjects 

should be able to recall all of the last five with immediate free 

recall. Further, when a filled delay is to be interpolated, a pure 

delay after presentation should encourage coding of these last five 

items into long-term memory; earlier items can be neglected (since 

the filled delay does not disrupt them), but late items cannot. 

Therefore, the strategy of rehearsing the last five during this delay 

could lead to a gain of possibly five items with little danger of any 

loss.

The second question is one conveniently answerable by the 

design suggested of introducing a pause before presentation of the 

last five items. This question is, by how much is the serial position 

curve of free recall influenced by the recall order? It is known that 

the recall of items in short-term memory can interfere with the 

retention of items yet to be recalled (e.g. Brown, 1954). Therefore, 

the recall of terminal items first in immediate free recall might 

disrupt any unstable early items which might exist.

Thus, the observation that early presented items are not 

affected by filled delay might be a fallacious one, based on the in­

adequate baseline of immediate free recall which introduces a filled 

(by terminal items) delay before the recall of early ones. One method
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of testing this hypothesis is to use a partial recall procedure, 

so that when recall is requested, subjects are only required to 

recall early, or middle or late presented items. Such groups 

of items can be suggested during auditory presentation by pauses 

between the groups.

On the basis of the effects of pure and filled delay 

suggested by the pilot study, it was decided to employ a three 

factor ( 2 x 2 x 3 )  analysis of variance design for repeated 

measures on the third factor. The first two factors would 

be presence or absence of pure delay and presence or absence 

of filled delay. The third factor would be the repeated 

measures on the three groups of five words composing the 

presented sequence.

The pilot study suggested that after twenty seconds of 

pure delay the terminal items of the presented sequence had 

become sufficiently stable to largely withstand the effects of 

twenty seconds of filled delay. For the main experiment a 

pure delay of twenty seconds and a filled delay of ten seconds 

were selected since it was felt that these time intervals 

would demonstrate the stabilising effects of pure delay.
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METHOD

Materials Since Mrrdock (I962), Postman & Phillips (1964) and 

Glanzer & Cunitz (I966) all used sequences of common 

English words, these were the test materials selected for the main 

experiment. Three hundred words were taken from the AA lists in the 

Thorndike-Lorge word count (194̂ 0. No restrictions were imposed on 

their selection and so they comprised nouns, adjectives, adverbs, and 

verbs of varying lengths. These words were organised into twenty 

sequences, each of fifteen items. In this task, the words composing 

each sequence were not placed together randomly since any approximation 

to English grammatical structure (for example, adjective-r.oan, verb-ad- 

vorb sequences) was felt undesirable and to be avoided. Further, an 

attempt was made to match each sequence and each group of five words 

within each sequence for word length. IVhen the list was completed, 

two judges aided E in an examination of the list for any sequences 

which seemed particularly difficult or easy to remember and these 

were reorganised.

The decision to use sequence lengths of fifteen items stemmed 

partly from the arbitrary selection of such lengths in the pilot 

study which proved an acceptable task for subjects and yet provided 

sufficient errors for a well bowed serial position curve. Also,

Murdock (I962) and Glanzer & Cunitz (I966) used this length of 

sequence, thus providing results which could be compared with those 

obtained in the present study.

The total list of 20 x 15 item sequences was recorded by a 

female colleague who read the words into a Ferrograph tape recorder 

to the beat of a metronome. The recording session took place in a 

soundproof room, so that the combination of room acoustics, quality



of equipment and voice characteristics of the reader provided a tape 

of high quality. The metronome beat, occurring every 1.5 seconds,^was^ 

the signal to read each word aloud except after the fifth and tenth 

words, when a pause of one metronome beat was introduced. This metro­

nome beat was audible on the completed tape. All words were read in a 

monotone voice except the fifth and tenth words, which were stressed 

suitably to indicate the end of a group of five items. Thus, the 

presentation rate was one word every 1.5 seconds within each of the 

three groups with a three second pause between each group.

This rate of 1.5 seconds per item is not especially fast. 

Postman & Phillips used a 1-second rate, Murdock used both a 1- and 

2- second rate per item, and Glanzer & Cunitz used 3- seconds per 

item as their fastest speed.

IVhen this list of the twenty sequences had been recorded, four 

further lists were prepared by randomising for each list separately 

the order of occurrence of the sequences within the list and by re­

arranging within each sequence the order of occurrence of the three 

groups of five words. This large amount of material was prepared to 

obviate the tedious and often inconvenient necessity of playing back 

the tape when short lists are used, in order that all experimental 

groups receive equal exposure to each of the sequences.

Procedure Subjects were thirty-six unpaid undergraduate volunteers 

at the University of Leicester, who were tested in­

dividually in a soundproof room. Subjects were assigned randomly to 

one of four experimental conditions:

A1 B1 =s twenty seconds pure delay and recall request
A2 B1 = immediate recall request
A1 B2 = twenty seconds pure delay followed by ten seconds of filled 

delay (counting backwards by threes from a given 3-digit 
number) followed by recall request

A2 B2 = filled delay of ten seconds followed by recall request.

The experiment was described as a memory task, and the appropriate 

experimental condition explained to the subject.
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Partial recall procedure The partial recall procedure is super­

ficially a complicated one. Subjects were 

informed that they would receive three practice trials to facilitate 

understanding of the task. On each trial, they were to hear a different 

sequence of fifteen common English words which had been tape recorded 

in three groups of five.

Following the experimental condition, they would receive a 

request for either "first" , or "middle" or "last" which denoted 

recall of either the first five, the middle five or the last five 

items respectively. These were to be written down on the paper 

provided in any order that they chose. In this recall, subjects 

were encouraged to guess at items but informed that credit would be 

given only to items recalled from the correct group. In the first 

three practice trials they would be given an opportunity to recall 

each of the three groups and with this knowledge they could therefore 

more readily predict the group to be requested. However, the test 

trials were completely randomised (an improbably long randomisation 

was given as an example) so that guessing would be useless. Further, 

it was suggested that guessing of the group required was known to 

impair performance and, in any case, would foul the experimental 

results. This latter entreaty to consider all groups as equiprobable 

on each trial was received with much sympathy and assurance of 

compliance.

Following the three practice trials, subjects received the 

three test trials with recall being demanded on all three groups.

The order of recall request for these groups over the three trials 

was randomised. Thus, each subject provided data on the first, 

middle and last five items.



While a large minority of subjects became aware at the 

termination of the experiment that they could have predicted for 

which grouj, recall would be requested on the last trial, the 

instructions to desist from guessing were apparently efficacious 

in all but two cases. All thirty-six subjects included in the 

analysis failed to admit guessing when strongly invited to do 

so,and their honesty is attested by the scores on test trial 

one, (76), being similar to those on test trial three, (74),

(t = 0.31 NS). The success of the instructions was attributed 

largely to the implication that subjects would receive far 

more trials than they did, so that subjects did not have time 

to suspeot any pattern in the groups requested for recall.

Throughout the experiment, timing was strictly observed 

with the aid of a stopwatch. Subjects were allowed up to ninety 

seconds for recall and, between trials, were diverted by con­

versation for approximately two minutes.

RESULTS In scoring a word correct it was only considered 

as such if it was the same as a word in the group 

requested or a homonym of one or a recognisable misspelling of 

either. Repetition of words was not counted. The main number of 

words correct for each group was computed and these expressed 

as percentages which are described in Figure I. Figure I 

represents the percentage recalled for each group for the four 

experimental conditions.

Visual inspection of Figure I suggests that the hypothesis 

that pure delay would stabilise terminal items is pyrrhically 

supported, if at all. Clearly, any slight gain in the stability 

of the last group is more than offset by the decrement in 

performance on the earlier two groups. This is borne out by the 

statistical results shown in Table I.
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Table I 091

Source df F ratio Significance
Level

A (pure delay) 1,32 0.12 NS
B (filled delay) 1,32 13.34 .01
AB (interaction) 1,32 0 NS
C (groups) 2,64 3.17 .10
AC (interaction) 2,64 0.32 NS
30 (interaction) 2,64 3. 7 .01
/J3C (interaction) 2,64 0.66 NS

Difference between:
(l) B1 - B2 under A1 cnCD 1,32 7.10 .01
(2) B1 - B2 under A2 CD 1,32 6.2 .03
(3) A1 - i\2 under B1 H -0 9 1,32 0.01 NS
(4) A1 - A2 under B2 H 1,32 0.01 NS

(See also Appendix D)

The main effect of pure delay is not significant nor is 

the interaction of pure delay with filled delay. If anything, the 

opportunity to rehearse items before the filled delay is a dis­

advantage (the difference under A1 between B1 and B2 is slightly 

greater than that under A2 between B1 and B2). The main effect of 

filled delay is, as expected, significant in leading to poorer 

performance, especially in the last group (EC interaction significant) 

Somewhat surprisingly, the difference between the three groups 

approaches significance only at the 10$!̂ level.

The advantages predicted from the partial report procedure 

were twofold. On the one hand, improvement was expected, on the first 

and middle groups^ particularly in immediate recall, since they would 

no longer be delayed by the immediate recall of the terminal items.

On the other hand, the number of terminal items held in short-term 

memory for immediate recall was expected to increase as subjects were 

encouraged to handle the last five items as a separate group.
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The results of the present experiment can be compared with those 

from the more conventional procedure of full free recall: viz.

Table TJ showing percentage correct

Experimenter Presentation
Rate

First
5

words

Middle
5

words

Last
5

words

Murdock* 1 second/item 47 42 77
Cumberbatch 1.5 secs/item 47 44 73
Glanzer & 3 secs/item 48 34 46
Cunitz*

*derived from published graphs

The results of Postman & Phillips are not comparable, since the 

authors used sequence lengths of 10, 20 and 30 items.

The close similarity between the results of the present 

experiment and those of Murdock would seem to indicate that 

neither of the expected advantages of partial recall took place. 

The poorer performance on terminal items in the Glanzer & Cunitz 

study does not, of course, contradict this statement, but 

this difference is, nonetheless, interesting and will be 

discussed more fully below.
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The results of Experiment I were disappointing in the 

failure to confirm any of the hypotheses put forward*

The finding that pure delay did not serve to stabilise 

terminal items was somewhat surprising in view of the results of 

the pilot study. The reason for this lack of effect is far from 

clear, but since the partial recall procedure was the main 

difference between the present experiment and the pilot study, 

peculiarities of this procedure may provide the solution. There 

are, moreover, a number of possible reasons why the partial 

recall technique may be suspected.

Since subjects were unaware of which group they would 

be required to recall, they were encouraged to pay equal 

attention to all three groups. It seems unlikely that the demands 

of full free recall would be such as to lead to subjects 

dividing their attention equally over the presented sequence.

In fact, the rationale of this experiment was in part that 

items are not equally rehearsed over the sequence. While this may 

have been a factor in the obtained results, it is unsupported by 

the data of immediate recall, which suggests that performance on 

the three groups is similar to that obtained with full free 

recall.

A second possibility exists that the partial recall technique 

demands memory for order as well as item information, and that order 

information, as it were, decays more rapidly with time. Thus, with 

increasing delay, more and more order information is lost so that 

subjects find it increasingly difficult to comply with the request 

to recall items from particular positions (first five, middle five 

or last five).



Unfortunately, an analysis of the number of intrusions_from Q g ̂  

other groups within the sequence, given under the different con­

ditions, would not cast any light on this as an explanation since 

it cannot be assumed that guessing strategies will not change over 

the conditions of delay. Subjects may either not record items when 

they are unsure of the group to which they belong or alternatively, 

when few items from the correct group are remembered, subjects may 

fill out their answer sheets with more risky guesses from the other 

groups. Thus, to examine this possibility at all, a separate ex­

periment, using full recall but with a request for the recall of 

items in the correct groups would be necessary.

In comparing the immediate recall scores on the three groups 

with the results presented by Murdock and Glanzer & Cunitz, it was 

noted that the latter study obtained much lower recall on the last

five items. It is not immediately obvious why the Glanzer & Cunitz

study should differ in this respect from Experiment I, reported 

above, and that of Murdock. However, the latter two studies used 

auditory presentation while Glanzer & Cunitz used (sequential) 

visual presentation. It would be comparatively easier to ignore 

incoming stimuli with visual presentation (by relaxation of visual 

acuity) and rehearse instead earlier items. A proportion of subjects 

adopting this strategy would lead to a proportionate reduction in 

the end peak of the curve. At the same time, some benefit would be 

expected in memory for earlier items. However, all three studies 

show similar recall levels for the first group.

In view of the slower presentation rate used in the Glanzer

& Cunitz study (3 seconds per item against 1.3 seconds (Cumberbatch)

and 1 second (Murdock) ), this is especially puzzling since the slower 

rate should have led to better performance on early items. The 

explanation of this would appear to be that Glanzer & Cunitz used 

army recruits as subjects while both of the other studies employed
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samples in conjunction with the differences in presentation modality 

could well account for the difference in performance.

The results of a number of studies wouldssuggest that high I Q 

subjects have a faster processing rate than low I Q subjects. The 

serial position curve of short-term memory and serial learning show 

better retention of early items with the more intelligent subjects 

(Lepley, 1934; Barnett, Ellis & Fryer, I96O; Postman & Jensen, I963).

Thus, while a university student sample would be expected to

retain more early items than an army recruit sample, if the latter 

are allowed to rehearse early items at the expense of later ones, 

then the difference in performance may no longer exist at this point.

The effect on later items will be marked, however; the high I Q 

sample will show high recall on terminal items while the low I Q

sample will show much lower retention.

If the results of Glanzer & Cunitz are considered in this way, 

then it would be expected that the effects of filled delay would be 

less disrupting than in the present study. This is because in 

Experiment I., subjects would have rehearsed earlier items less (due 

to the faster rate and auditory presentation) and handled more of the 

terminal items in short-term memory. The relevant data are shown in 

Table H I
Glanzer & Cunitz

% correct, using slow 
visual presentation

Cumberbaton 
Expt. I 

% correct, using fast 
auditory presentation

Condition First 3 Middle 3 Last 3 First 3 Middle 3 Last 3

Immediate Recall 48 34 46 47 44 73
10 secs filled delay 30 32 39 31 29 33
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These results are in line with the above prediction in showing much 

greater overall loss due to the effects of filled delay in Experiment 

I, and in particular a more marked reduction in the recall of the 

terminal group. However, the improvement due to slower presentation 

in the visual modality may be exaggerated by the use of partial recall 

in Experiment I, since, as argued earlier, delay may have produced 

forgetting of order information, thus depressing recall for item 

information.

Conclusion The failure to demonstrate any beneficial effects of

rehearsal opportunity given before a filled delay 

was felt to have resulted from the partial recall procedure used in 

the experiment. It was suggested that partial recall demands both item 

information and order information and that the latter may decay more 

rapidly than item information, thus leading to a failure in recall of 

the items from the appropriate group.

By the same token, the apparent failure to demonstrate beneficial 

effects of partial over full free recall may have resulted from the 

necessity of retaining order information, thus reducing the channel 

capacity available for the items themselves. However, no firm con­

clusions can be drawn from comparisons with the results of two similar 

experiments, since the information reported affords comparison on only 

the gross details of experimental design, procedure and analysis.

In order to investigate further the problems raised by this 

research, a number of experiments were designed. The first of these, 

again to investigate the effects of pure delay on the serial position 

curve of free recall, is reported below.



Experiment II

The purpose of this experiment was to examine the effects of 

pure delay on the serial position curve by interpolating a filled 

delay before recall. The lack of any effect of pure delay in Experiment 

I may have been due to the partial recall procedure adopted. This 

experiment, therefore, follows the pilot study to Experiment I in 

demanding full free recall.

Procedure The method of Experiment I (vide) was broadly retained 

in using the same 2 x 2 x 3  factorial design with pure 

delay x filled delay x groups as the variables. The same material ivas 

used as in the earlier study, namely common English words. The 

experiment differed only in demanding of subjects that they should 

attempt to recall as many items as possible in any order from the 

presented sequence.

Forty-four subjects took part. As in the previous experiment, 

these were student volunteers who were tested individually. The 

experiment was described to them as a memory task and the materials 

used were explained? Mention was.made of the recording mr-thcrt (i*e, 

that they would hear three groups of five words). The scoring method 

was detailed (i.e. that homonyms and misspellings would be classified 

as correct), since a number of subjects requested information on this 

point in Experiment I. The experimental condition to which subjects 

had been allotted was then described and any questions of procedure 

answered.

Subjects were to await the recall signal (O.K.) before writing 

down on the paper provided as many words as possible in any order.

They then received two practice trials (Ss were informed they were 

such) followed by three test trials. As in Experiment I, the recall 

interval was ninety seconds and in the inter-trial interval two 

minutes, during which the subject was diverted by conversation.
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results Figure II represents the obtained data in graphical

form, showing the percentage correct over the three 

groups for purposes of comparison with Figure I of the previous 

experiment. It is apparent from these data that the opportunity 

for rehearsal before a filled delay did serve an advantageous 

function. This is demonstrated by the statistical analysis 

summarised in Table IV, below:
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Table IV

Source of variation df F ratio Significance
level

A = pure delay 1,40 3.68 .10

B = filled delay 1,40 21.72 .01

AB interaction 1,40 28.21 .01

0 - groups 2,80 34 .01

AC interaction 2,80 0.41 NS

BC interaction 2,80 10.3 .01
ABC interaction 2,80 .43 NS

differences between 
B1 - B2 under Al* 1,40 2.379 N S
B1 - 32 under A2* 1,40 24.8 .01
Al - A2 under B1 1,40 .11 NS
Al - A2 under B2 1,40 9.278 .01

*see Figure II for legend and graphical 
see also Appendix D,
1L.....  _ — - - -

representation

Thus, while the improvement in performance with pure delay (A) 

reaches significance at the 10$ level, the interaction with filled 

delay is significant beyond the 1$ level. As figure II shows, the 

effect of pure delay before the filled delay (condition A1 B2) 

is to make all three groups more resistant to the disrupting 

effects of filled delay. In fact, there is no significant difference 

between B1 and B2 under Al, and the difference between A1 -A2 at
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^  100B2 is significant at the level, although the graph does show some 

loss of terminal items with filled delay. There is a clear difference 

in performance over the three groups (C effect significant) and the 

filled delay disrupts items, mainly from the last group (BC inter­

action significant).

Discussion These results supported the predictions made following 

the pilot study. An opportunity to rehearse items before 

a filled delay very much reduces the disrupting effects that such a 

delay has. The discrepancy in the findings between Experiments I and 

II would suggest that subjects in partial recall cannot benefit from 

rehearsal as the subjects in full recall do. Why this should be has 

not been resolved but, at least, the main hypothesis of pure delay 

has been supported.

Inspection of the graphical representations of the results 

shows, however, that there is a substantial loss of terminal group 

items, despite the rehearsal opportunity. The difference in recall 

scores significant at the level (see Appendix D) may suggest that 

the rate at which subjects can transfer material from short- to long­

term memory is slower than that suggested by the pilot study. However, 

in view of the forgetting of initial group items with filled delay, 

some revision of the two-storage mechanisms model would seem in order.

The model proposed by Glanzer & Cunitz suggests that early 

items are contained in a stable long-term memory while terminal items 

are contained in a labile short-term memory store. Forgetting of early 

items would seem to imply either failure to retrieve from this stable 

storage or an unstable long-term memory store, or perhaps loss of 

unstable short-term memory items amongst other items contained in 

stable long-term memory.



In view of the characteristics normally attributed to short­

term memory, the last would seem an unlikely proposition. The first 

would be, in the present context, an unhelpful explanation. Therefore, 

the results may suggest an incremental long-term memory. This was 

implied in the discussion of Experiment I when it was used to suggest 

the reason for the more stable memory for early items in the Glanzer 

& Cunitz study. Since the view is not an unlikely onê  it was intro­

duced without comment, although it would seem to differ from the 

concept of long-term memory as used by Glanzer & Cunitz^

1

There exist some unexpected differences between Experiments I 

and II, apart from the different effects of pure delay. Perhaps the 

most interesting of these is the overall lower recall score in 

Experiment I. This can be seen from the results shown in Figures I 

and II. The differences in per cent recalled for the immediate 

recall condition are presented below (Table V) for comparison:

Table V

First Middle Last

Experiment I :Partial recall 47 44 73
Experiment II: Full recall 53 44 81

Data on partial recall suggest that the usual effect is one 

of improvement in the per cent recalled (e.g. Brown, 19̂ 4; Anderson, 

1960; Sperling, I96O). It would appear that this effect is not 

demonstrated with free recall. The benefit of the partial recall 

technique for ordered recall is perhaps obvious under the present 

model in that the unstable terminal items are no longer obliged to 

wait until early items have been unloaded. Thus, with free recall, 

the advantage offered by partial recall is lost. Moreover, the 

procedure may actually produce a decrement if, as suggested, the
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necessity of remembering the groups takes up channel capacity which, 

under full recall, can be devoted to the items themselves.

The other effect which is unexpected and puzzling is the 

different effect of filled delay alone in the two experiments in 

leading to some change in the distribution of recall scores over 

groups. For the moment, no explanation is available and so discussion 

of these results must await further research.

The full free recall procedure, used in the present 

experiment, allowed analysis of the recall order given by subjects 

under the different conditions. It is assumed that with immediate 

recall, subjects must unload late items first if they are not to be 

disrupted by the filled delay provided by the recall of other items.

However, two possibilities suggest themselves for the pure 

delay condition. Subjects may simply repeat the last few items so 

that they are just as unstable at recall as they were immediately 

after presentation. Alternatively, subjects may rehearse the 

terminal items into long-term memory, (perhaps unnecessary since no 

filled delay is to be imposed), so that recall of the last items 

first is no longer a necessity for their recall. For the analysis, 

the presented and recalled sequences were dichotomised into early 

and late (this involved dropping one item in all sequences con- 

taining an odd number of words). A X test was then computed on 

this data and the results of this are presented in Table VI (on 

next page).



TABLE VI

Immediate recall Pure delay Pure + Filled delay Filled delay
Recall: Early Late Recall: Early Late Recall: Early Late Recall: Early Late

EARLY 27 90

PRESENTED
LATE 109 46

EARLY 33 79
PRESENTED
LATE 94 49

EARI.Y 49 63

PRESENTED
LATE 62 48

EARLY 43 37 
PRESENTED 
LATE 42 49

X = 63 > 10.38

sig. > .001

X = 37 > 10.38

sig. > .001

X = 3 .5 > 2.71

sig. > .10

X = 1.43

N S

The table illustrates the pronounced tendency in immediate free recall 

for subjects to recall last items first and then go back to recall the 

early presented items. The tendency is only slightly diminished by pure 

delay, but the effect of filled delay is such as to lead to the re­

call order being much closer to that of the presented sequence. It 

seems possible that the effects on stability of pure delay in the 

absence of any filled delay interpolated before recall may be very 

slight since no marked change in recall order is apparent.

Conclusion The present experiment, using a full free recall

procedure, demonstrated the beneficial effects of pure 

delay on items in increasing their resistance to the disrupting 

effects of filled delay. The advantage of pure delay - an 

opportunity for rehearsal - was not restricted to the terminal 

(’’short-term memory”) items, thus suggesting that the model of 

Glanzer & Cunitz requires some revision. Because early presented 

(i.e. long-term memory) items also benefited from pure delay, the 

two-storage mechanisms model may be retained only if the strength 

of material in long-term memory is considered to be incremental.

In the many questions raised by this research, the effects 

of partial recall is considered to be among the most important and 

intriguing. This is so particularly in the context of the effects 

of rehearsal on recall.



Experiment III . _ .
1 0 4

The earlier two experiments suggested that, with identical 

materials and presentation rates, different results on a memory task 

could be expected when one study used a partial recall procedure and 

the other full free recall. The main difference obtained was in poorer 

overall performance when partial recall was demanded. This finding 

was unexpected, especially in the immediate recall condition, where 

partial recall scores were not higher than those of full free recall 

although earlier studies (Brown, 1954; Anderson, I96O; Sperling, I96O) 

have found that the former procedure leads to a substantially superior 

performance.

Of particular interest was the differential effect of pure delay 

b@for@ the filled delay in the two studies. With partial recall, 

performance was depressed to a uniformly low level over all three 

groups in the sequence, whereas full free recall demonstrated an 

improvement over all three groups compared to the performance after 
filled delay alone.

To investigate the reason for these differences, the experiment 

III was designed. The main difference between full free recall and the 

partial recall condition was that subjects were required to remember 

the group to which items belonged. This "order” type information may 

have occupied channel capacity, thus depressing performance and further 

it may have decayed through time, thus artificially depressing the 

recall scores for the items themselves. To examine this, Experiment 

III used full free recall but requested that in recording their 

responses subjects should note in which group the items were presented.

Method The design was identical to that of the previous experiment 

II (vide), except that subjects were asked to write down 

their responses in three groups, corresponding to the first, middle 

and last five items in the presented sequence. The subjects were 

informed that while it was very important to record items under the



correct group, they should not omit an item if they could not remember 

the group in which it occurred. In such cases, they should guess at the 

group. In writing down their responses, they were free to recall itans 

in any order.

105

Forty subjects (undergraduate volunteers) were individually tested 

after being allocated one of the four experimental conditions as used 

in the previous two studies. Each subject received two practice trials, 

followed by two test trials, which were separated from each other by 

two minutes of neutral activity (conversation).

Results Responses were scored correct if the correct item appeared 

under the correct group. As earlier, homonyms and mis­

spellings were judged as correct.

Figure III represents the percentage recalled for each 

condition over the three groups. It is clear that these results are 

somewhat different from those obtained in either of the previous 

experiments (see Figures I and II). However, the expected lack of 

effect of pure delay is obtained and shown with the complete statistical 

results in Table VII, below:
TABLE VII

Source of variation d f F ratio Significance
level

A = pure delay 1,36 0.3 NS
B = filled delay 1,36 6.31 .03

AB interaction 1,36 0.6 NS
C = groups 2,72 4.9 .01
AC interaction 2,72 0.8 NS
BC interaction 2,72 2.98 .10
ABC interaction 2,72 3.99 .03

Difference between:
(1) B1-B2 under Al 1,36 3.3 .03
(2) B1-B2 under A2 1,36 1.3 .23

(3) A1-A2 under B1 1,36 0.3 N S
(4) A1-A2 under B2 1,36 0.1 NS

See also Appendix D
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It would seem, therefore, that the necessity of remembering the group 

in which items are presented prevents any stabilising effect of pure 

delay from being demonstrated. While in this respect the results are 

similar to Experiment I, they differ from it in suggesting that in 

the present experiment the effects of filled delay are less dis­

rupting. Thus, in Experiment I, the percentage recalled in the two 

non-filled delay groups (i.e., immediate recall and pure delay alone) 

was greater than the percentage recalled in the present experiment 

(33% and 3^% as against 4?%. .and 52%), but in Experiment I the percent­

age recalled by the two filled-delay groups (i.e., filled delay alone 

and pure delay + filled delay) was smaller than in the present 

experiment (34% and 32% against 40% and 37%). To some extent the 

attenuation of the effects of filled delay which led to there being 

no significant difference between the immediate recall and filled 

delay conditions is accounted for by the comparative lack of primacy 

in the immediate recall of the word lists. Thus, for the first group 

of items, immediate recall is inferior to the filled delay before 

recall conditions (significant at the 10% level). This depression in 

immediate recall scores of the first group of items would seem to 

have contributed to the significant pure delay x filled delay x 

groups interaction.

Discussion While the different graphs of Experiments I, II and 

III lead to difficulty in the interpretation of the 

effects operating, some conclusions are possible. It was suggested 

that the necessity of remembering some order information (the group 

in which items were presented) under the partial recall procedure 

may have depressed performance in two ways. The first possible effect 

is that this order information takes up some of the limited channel 

capacity available, thus leaving less room for the storage of item 

information.
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TJ”ie second possibility is that this order information may decay 

rapidly with time and at a faster rate than the item information, thus 

preventing subjects from recalling the full item information which 

they have available# This second possibility can be examined by re- 

analysing the data of the present experiment and scoring as correct 

items recalled in the wrong group (i.e. intrusions). This is a meaning­

ful method since subjects were encouraged to write down all the items 

that they could remember, guessing at the group when they were not sure 

of an item's position in the presented sequence. This scoring procedure 

is, therefore, one adopting a free-recall criterion.

The table below shows the improvement in recall scores resulting 

from including the "wrong group" items (denoted by scoring method 2), 

and Figure IV represents this data graphically.

TABLE VIII

First Middle Last Total
5 5 5

Al B1 % correct by scoring method (l) 52 27 76 51.6
Al B1 % correct by scoring method (2) 55 34 78 55.4

A2 B1 % correct by scoring method (l) 35 26 81 47.3
A2 B1 % correct by scoring method (2) 40 27 83 50

Al B2 % correct by scoring method (l) 44 25 43 57.5
Al B2 % correct by scoring method (2) 48 56 53 45.6

A2 B2 % correct by scoring method (l) 51 32 36 59.6
A2 B2 % correct by scoring method (2) 56 35 38 43.0

The results of scoring as correct items which were from other groups is 

depicted graphically in Figure IV, It can be seen that the number of 

items recalled correctly as items, but assigned to the wrong group, 

tends to increase with the length of the delay between presentation 

and recall. The actual number of items in the incorrect group for 

each recall condition is given in Table IX. (These scores represent 

the total given by ten subjects over the two test trials.)
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TABLE IX 1 1 0

A2 B1 = immediate recall (no delay) = 8 items

A2 B2 = filled delay (10 seconds delay) = 10 items

Al B1 = pure delay (20 seconds delay) = 12 items

Al B2 = pure + filled delay (30 seconds delay) = 23 items

Unfortunately, the number of items recalled in the wrong group is too 

small for any firm conclusions to be drawn. However, of interest is 

the fact that the condition which most benefits from the more liberal 

scoring criterion is that involving the longest delay. It is not 

clear why this condition should produce so many intrusion errors, but 

this finding does, at least, explain in part the differences between 

Experiments I and II in the effects of pure delay before a filled 

delay. It seems very likely that pure delay before a filled delay in 

Experiment I did produce a relatively depressed recall score because 

a certain amount of group location information was lost. However, the 

scoring of intrusions as correct responses in Experiment IV does not 

raise recall of this condition very much above that of filled delay 

alone, so that it would seem useful to invoke some notion of limited 

channel capacity for memory in which group information competes with 

that for the items themselves. Discussion will return to this question,

The discrepancies between Experiment I and III are far greater 

than would have been wished, since it was felt that the present 

experiment was a closely similar study. The main difference lay in 

the effects of filled delay being somewhat attenuated compared to the 

earlier experiment. However, another important difference also 

occurred. From the recall profiles it is apparent that in Experiment 

I there was less difference between recall scores over groups compared 

with Experiment III and this is borne out by the analysis of variance 

for the two sets of data. In Experiment III the main effect of groups 

was significant at the 3% level, whereas in Experiment I the main
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effect of groups was merely significant at the Q̂P/o level. In other 

respects the recall profiles were roughly similar with the sole 

exception of the immediate recall scores on the first group of items 

being relatively depressed in Experiment III compared to that of the 
other recall condition».

Although these differences between the experiments may reflect 

chance factors rather than treatment effects, it seems probable that 

the partial recall procedure would have given rise to smaller 

differences between the groups than the full recall procedure since 

the former procedure emphasised the importance of paying equal 

attention to each of the three groups. This emphasis was implicit 

in the subjects' task since recall after each sequence was for one 

group only, but more than this, the recall instructions were to the 

effect that subjects should pay equal attention to the three groups.

It is difficult to envisage the processes which might have 

intervened to produce any differences between Experiment I and III 

in the effects of filled delay and it is tempting, therefore, to 

attribute these to chance variations. However, one possibility exists 

which is that under the filled delay condition,the partial recall 

technique of Experiment I may have encouraged less guessing than did 

the full recall of Experiment III, A difference in guessing criterion 

could affect the number of items correct, assuming that there is some 

probability of a guess being correct. The reason why a difference 

might be expected between Experiment I and Experiment III is that 

the maximum number of words subjects were required to recall was 

different and, while it is assumed that the number of guesses made 

might be some proportion of this, there would seem no reason to 

expect a linear relationship to exist. Thus, following the inter­

fering task, more guessing might be expected in response to the 

greater uncertainty (i,e, more guesses are needed to make a respect­

able score.



112
One way of examining the guessing criterion adopted is to look 

at the number of intrusions, as was done in Experiment III. This would 

allow some comparison between Experiment I and III, since in both of 

these the subjects were required to record items in the correct 

groups. Items allocated to the wrong group are defined as intrusions.

To compare the two experiments, Experiment I was rescored to record 

the total number of intrusions under each condition# As with Experi­

ment III, any word from the correct sequence, but recorded under the 

wrong group, was defined as an intrusion. The data for the two

experiments are presented in Table X :

TABLE X - Number of intrusions in Experiments I and III

EXPERIMENT III EXPERIMENT I
Data based on 10 x 2 x 13 Data based on 10 x

items presented 3 % 3 items pre­
sented, but X 2 for 
comparative purposes

Total number of Total number of
intrusions. intrusions.

Immediate recall A2 B1 8 28

Pure delay Al B1 12 42

Filled delay A2 B2 10 38

Pure + Filled
delay Al B2 23 60

It will be seen that when the number of intrusions from Experiment I 

is corrected to allow for the fact that the data collected was only 

half that of Experiment III, the table shows considerably more in­

trusions in the partial recall condition of Experiment I. However, 

clearly this data does not support any interpretation of the different­

ial effects of filled delay in Experiment I and III in terms of 

differential guessing criterion. The proportion of guesses in the 

filled delay conditions of Experiment I to that in Experiment III is 

very similar to the proportion obtained under the absence of filled 

delay. Thus, the attenuated effects of filled delay in Experiment I 

compared to III cannot be interpreted in terms of differential



guessing criterion. This difference may reflect chance factors and ^ ̂

certainly no explanation would seem readily available.

Nevertheless, the results of the comparison are far from

uninteresting. The difference in the number of intrusions in the two 

experiments is quite apparent. What the data would seem to suggest 

is that the number of guesses per trial is constant, regardless of 

the number of items which the recall condition specifies. In other 

words. Experiment I generated roughly three times as many intrusions 

for each block of 15 words recalled as did Experiment III. This 

result is somewhat surprising, since it was felt that subjects would 

record confident responses and then record guesses in some rough 

proportion to the number of certain responses given. The finding 

which contradicts this hypothesis would not seem explicable in terms 

of the demand characteristics of the two experiments. Indeed,

Experiment III actively encouraged guessing whereas no instructions 

were offered on this in Experiment I. Thus, if anything. Experiment 

III would be expected to produce a more risky guessing criterion than 

Experiment I.

The main interest in Experiment III is that it attempted to 

investigate the discrepancy in results between Experiment I and II.

The most important discrepancy lay in the effects of a rehearsal 

opportunity (pure delay) before a filled delay. Experiment III does 

cast some light on the problem in suggesting that the recall scores 

of the pure and filled delay conditions were depressed relative to 

the other conditions in Experiment I, because of the forgetting of 

group information, which is necessary for the recall of item inform­

ation under the partial recall procedure. It should be stressed that 

the intrusions demonstrated in Experiment I are not considered 

relevant data to this issue since complete recall was not required.

These are only suggestive of the guessing criterion adopted and not 

indicative of anything which might constitute an effect on the



114
guessing criterion. Thus, with complete recall, as used in Experiment 

III, we can assume that subjects will have recorded all the item 

information which they have available, and that the allocation of 

correct item information to the wrong group will be a consequence of 

inaccurate group information. With partial recall, on the other hand, 

we cannot assume that the number of items recalled from the correct 

sequence, but in the wrong group, will reflect the total number of 

items of which the group information has been forgotten. This is 

perhaps most apparent when one considers that only five items are 

requested for recall. Thus, with Q̂P/o correct recall, the subject is 

only required to supply an extra 2.5 items per trial. There is no way 

of knowing hov/ many items in excess of 2,5 were lacking group inform­

ation at recall in Experiment I.

The results of Experiment III are, therefore, suggestive ones 

only. If '’group'* information is a contributory factor in the relative­

ly depressed recall scores of the pure and filled delay condition in 

Experiment I, then forgetting of the group information alone would not 

seem sufficient to account for this. The favoured hypothesis is that 

retention of the group information takes up some of the limited 

channel capacity and this is critical in the pure and filled delay 

condition. Exactly how this would operate is not clear. Nor for that 

matter is the nature of the group information. It could be in the 

form of some characteristic of the stimulus such as voice quality, 

which is used as a ’’time tag”, for example (Yntema & Trask, I965). 

Alternatively, the identity of the group may be provided by a much 

more specific ’’order” information covering each of the serial 

positions. In the former case, the ’’tag” may not be rehearsed with 

the item and so may suffer loss simply as a function of time. In 

the latter, it may be sustained through rehearsal if the group in­

formation is provided by the ordered retention of items. For example, 

’’associative threads” (Ebbinghaus, 1885)1 running through the 

sequence, would tend to provide the correct item in the correct



115

position throughout rehearsal and at recall. The observation that 

there is a tendency for order information to be lost with time 

would seem to suggest that order information may not be retained 

with rehearsal. However, further discussion will be made of the 

nature and effects of order information so this matter will not 

be pursued at this stage.

One final point deserving mention is the superior perform­

ance on the first group of items of the pure delay condition 

compared with that of immediate recall. This may reflect better 

rehearsal of the earlier items with this condition because this 

condition allows rehearsal of later items after presentation. 

However, this result was not expected and is not consistent with 

the results of Experiments I and II.

Conclusion Experiment III was similar in design to the first 

study in this series in demanding recall of the 

presented sequences in three groups of five. As in the first 

experiment, no benefit was accrued from the opportunity to re­

hearse items before a filled delay. Ihe experimental results, 

therefore, differed from Experiment II in this respect. This 

suggested that the reasons for the lack of this effect in 

Experiments I and III might lie in the demand for some degree 

of "order” information by the instructions requesting recall of 

items in temporal groups.

This possibility is investigated in the following 
experiment.



Experiment IV  ̂ ^lib
The purpose of this experiment was to investigate the 

effect of order information on the retention of items under the 

various conditions of delay, as used in the earlier studies. In the 

three previous experiments, the differing results obtained were 

attributed to the "order" information demanded by the recall procedure 

of Experiments I and III, This recall procedure may be best 

described as "free recall with grouping" , in that subjects were 

allowed recall in any order but were requested to record their 

responses in three groups corresponding to those in the presented 

sequence.

While the amount of order information required at recall is in 

a sense low (an item is either early, middle or late in the sequence) 

the actual information in bits per item given by knowing the correct 

group is 1.585 (i.e. log^ 3)* Thus, for a fifteen-item sequence, on 

this basis, the total amount of information carried by this group 

knowledge is 15 x I.585 = 23.775 bits. This is a substantial amount 

of information and if it is stored separately from the item information 

(see Chapter III for discussion of this) then some decrement in per­

formance may be expected. However, the order information given by 

remembering a full sequence of fifteen items in the correct order 

would be even greater at nearer forty bits.

One way of examining the load of order information on per­

formance, therefore, would be to increase the demands of the recall 

task from one of correct item in the correct group to that of correct 

item in the correct position. Unfortunately, the task then is usually 

no longer one of free recall but of ordered recall.

Since the present interest is in the effect over time (with 

pure and filled delays) of the need to retain order information, the 

experiment reported below was designed to avoid ordered recall and 

to use free recall while increasing order information.
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Except for the instructions given to subjects, the design 

v/as identical to the earlier experiment in so far as it used the same 

recorded sequences of common English words and the same conditions of 

pure and filled delay before recall.

To increase the order information, while retaining the free 

recall instructions, response sheets were designed so that subjects 

could recall items in any order but place the correct item in the 

correct position. These response sheets consisted of blocks of cells 

in the form of five rows by three columns corresponding to the three 

groups of five items of the recorded sequence.

The forty subjects (student volunteers individually tested) 

used in the experiment were instructed in the use of the response 

sheets. They were asked not to omit any items through lack of know­

ledge of their positions.

In this experiment, subjects were not randomly allocated to 

the four conditions but were assigned to conditions depending on their 

performance on an immediate recall sequence. Although this is an un­

conventional procedure, the purpose was to reduce as far as possible 

any initial differences in ability between the four groups.

After the allocation sequence, subjects were informed of the 

full procedure details and allowed one practice trial before receiving 

three test trials. The administration of the trials was similar to 

that reported for the earlier experiments.

Results The response sheets were scored by two methods:
(1) Correct item in the correct position (= cell) 

i.e. ordered recall criterion.
(2) Correct item regardless of position 

i.e. free recall criterion.
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(1) Ordered recall scoring

Figure V gives the profile summary of the percentage recalled 

under the four conditions for the three groups. This can be used 

in the interpretation of Table XI (below) which presents the 

statistical analysis of the results.

TABLE XI
Source of Variation df F ratio Signifie,

A = pure delay 1,36 2.73

Level

.23
B = filled delay 1,36 14.69 .01
AB interaction 1,36 2.73 .23
C groups 2,72 40 .01
AC interaction 2,72 2.29 .25
BC interaction 2,72 20.33 .01
ABC interaction 2,72 2.29 .25

Difference between:
(1) B1-B2 under Al* 1,36 2.38 N S
(2) B1-B2 under A2* 1,36 13 .01
(3) A1-A2 under B1 1,36 3.46 .05
(4) A1-A2 under B2 1,36 0 NS

*see Fig. V 
see also Appendix D

The results resemble those of the earlier studies in demonstrating the 

disrupting effects of filled delay, particularly on items in the 

terminal group (B effect and BC interaction both highly significant). 

Also, as predicted, the results are in line with those of Experiment 

III in so far as they fail to demonstrate any beneficial effects of 

rehearsing the material before a filled delay.

Thus, the total amount recalled under the two filled delay 

conditions (i.e. filled delay with presence and absence of pure delay) 

is identical in both cases at 109 items or of the total possible. 

In other respects, the results are unexpected: pure delay alone 

results in substantially lower recall scores than the immediate
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recall condition. This difference is significant at the 5/b level. 

However, interestingly, filled delay does not further depress the 

recall scores of the pure delay condition (B1-B2 under Al NS),

120

Before attempting an interpretation of these results, the 

second analysis of the data will be presented, since the present 

interest lies more in the effects of the retention of order inform­

ation on the number of items remembered and less in the number of 

items remembered in the correct position.

(2) Free recall scoring

This method of scoring enables analysis of the effects of the 

retention of order information by comparison with the earlier studies 

conducted. Scoring in this way should yield the total number of 

items which subjects had available at recall since subjects were 

instructed to write down all the words that they could remember even 

if they could not remember their position in the presented sequence.

Figure VI shows the profile summary for the percentage correct 

on the three groups for tlie four experimental conditions, A separate 

trend analysis computed for the free recall criterion data is 

summarised in Table XII, below:

TABLE XII
Source of Variation d f F ratio Significance

A pure delay 1,36 0 ,2

Level 

N S
B filled delay 1,36 16.33 ,01
AB interaction 1,36 6.8 .03

C groups 2,72 36.84 .01
AC interaction 2,72 1,67 .23
BC interaction 2,72 9.43 ,01
ABC interaction 2,72 ,036 N S

^Difference between:
(1) B1-B2 under Al 1,36 1,06 N S
(2) B1-B2 under A2 1,36 22.32 .01
(3 ) A1-A2 under B1 1,36 4,76 .03

(4) A1-A2 under B2 1,36 2.29 .10
*See Figure VI (see also Apïendix D)
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While the change in analysis from an ordered recall criterion to that 

of free recall produced little change in the main effects or their 

interactions, some change in the profile of the recall scores (Figure 

VI) is apparent. It is clear that the largest improvement resulting 

from the different scoring method lies under the pure plus filled 

delay condition such that there is now an indication that it may be 

reliably superior to the filled delay alone condition. (A1 B2 > A2 B2 

at the 10^ level). As in the ordered recall criterion results, pure 

delay alone produces a decrement but the effect is less marked. These 

opposing trends of pure delay account for the now significant AB 

interaction. However, the failure of filled delay to depress per­

formance after a pure delay is common to both sets of data (B1-B2 

under A1 NS.)

Discussion The results are interesting in showing that an

opportunity to rehearse material can lead to some 

stabilising of the items retained, but that the order of these items 

is likely to be forgotten. Thus, in the present experiment, there is 

no significant interaction of pure delay with filled delay when the 

recalled sequences are scored by the criterion of correct items in the 

correct position, but when a free recall criterion is adopted, this 

interaction does become significant.

In Experiment III, the -’order" information locating an item in

the correct group appeared to decay as a function of time regardless

of the intervening activity. Somewhat similar results are apparent in

the present experiment and this is clearly seen when the number of

items recalled in the wrong position is expressed as a percentage of

the number of items recalled in the correct position, viz.:
A2 B1 (no delay) = 24%
A2B2 (10 seconds filled delay) = 40%
A1 B1 (20 seconds pure delay) = 42%
A1 B2 (30 seconds pure and filled delay) = 70%
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These findings would suggest that order information is lost more 

rapidly than item information. Although it is difficult to separate 

these two types of information completely, a subsidiary experiment 

(previously unreported) suggests that when item information is lost 

no order information remains.

This observation was made in the present experiment by 

providing all subjects with the items of the last presented sequence 

printed on individual cards, and requesting them to place the cards 

in the correct order. Since the average number of items recalled in 

the correct position in the experiment was just less than 5 (4.5) 

then subjects would be expected to achieve just over 1 further 

correct item (1.05) on a chance basis (1 in 10)yjSince their task 

would be to allocate the ten items given to the ten unknown positions 

remaining*^Jn fact, the gain in number of items (placed in the correct 

position) was 1.25 per trial. This is not significant above the 

chance level (Z = 1,4 < p.20).

The present experiment was expected to demonstrate similar but 

greater differences between Experiments III and IV, as were shown 

between II and III, since more order information was demanded in 

IV than in III. These experiments can be summarised in terms of the 

mean number of items recalled per subject for each condition:

TABLE XIII

Condition Experiment II Experiment IH Experiment IV
full free full recall in full ordered
recall groups (marked recall (markedas free recall) as free recall)

A1 B1 8.7 8.3 6.6
A2 B1 9.0 7.5 7.7
A1 B2 8.0 6.8 6,0
A2 B2 6.2 6.4 3.1
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in Experiment IV than in III, thus supporting the hypothesis that an 

increase in order information would reduce recall scores, the pattern 

is not one which explains the discrepancies between Experiments II 

and III. The effects of retaining order information on the number of 

items and the stability of items is difficult to interpret in view of 

the varied and unexpected effects over the different conditions. 

Examination of the recall profiles over groups does suggest possible 

starting points for interpretation. For example, the improvement in 

recall with the interpolation of pure delay before recall in Experiment 

III is provided by the difference in scores between immediate recall 

and pure delay alone at the first group of items. With Experiment IV, 

on the other hand, the reversal of the effects of pure delay is again 

largely provided by the difference in recall scores at the first group 

of items. Further, Experiments III and IV have in common a trend 

towards immediate recall being superior to pure delay alone on the 

last group of items. It can be seen from the relevant graphs that 

the loss of order information does not change this relationship 

particularly, so that any explanation of these results must include 

this finding too. This presents no mean problem. Superficially, the 

trend for pure delay to produce lower recall of terminal items is the 

easier problem to tackle since we know from earlier data (Experiment 

II) that the tendency to recall late items presented late increases 

with the delay before recall. Thus, pure delay may tend to act as a 

filled delay before the recall of terminal items. Filled delay 

before recall lowers performance (Experiments I, II, III and IV) and 

therefore it is not surprising that pure delay reduces recall of 

terminal items over the immediate recall condition. Unfortunately, 

Experiment II does not display this trend when it should. Experiment 

I does not show any tendency for any decrement in the recall of 

terminal items either, but this would, of course, be predictable 

from the above argument, because the partial recall procedure could
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not allow any increased delay of terminal group items. Experiment II 

could be excepted as relevant data if it were assumed that the trend 

towards pure delay depressing terminal group items only occurred when 

order information was being retained. This could be the case, but 

the only reason for believing this possible is the noted correlation 

between delay and the tendency to recall items in the presented order*

Of course, this speculation in terms of order information is an 

empirical question : the effects of recalling late items late under 

conditions of free recall and ordered recall could be examined. Since 

the best way of conducting this experiment would probably be to inter­

polate a filled delay before recall, then data is already available 

in the form of Experiments II and III or Experiments II and IV. 

Experiments II and III provide better data for comparison than do 

Experiments II and IV, since, in the former, the immediate recall 

scores on the terminal group of items are nearly identical (8l% and 

83% respectively)• If the hypothesis that the retention of order 

information leads to lower recall on terminal items is true, then 

Experiment II should be significantly superior to III on the terminal 

group under the filled delay condition. In fact, the amount recalled 

in Experiment II was 48% as against 38% in Experiment III, While the 

trend is in the predicted direction, this difference is not 

significant (t value below unity). However, even if this difference 

were deemed sufficient to account for the lower recall of terminal 

items with pure delay, dissatisfaction must be expressed about the 

level of this explanation. In other words* it is not apparent why 

recall order should change with increasing delay before attempted 

recall, unless as a consequence of the unavailability of certain 

items or the increased stability of others (i.e. terminal items) 

which no longer need to be recalled early.
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There are even greater problems in attempting to interpret 

the differences between Experiments III and IV in the recall scores 

of the first group of items under the conditions of immediate recall 

and pure delay. In Experiment III there is a reminiscence effect, 

whereas in Experiment IV pure delay produces a decrement on the first 

group of items. Although these differences may reflect chance 

variations, both of these effects are quite pronounced. (In 

Experiment III, A1 B1 > A2 B1 F = 4.4, df = 1,36, p < .03 while in 

Experiment IV, A2 B1 > A1 B1 F = 3«7 for ordered recall criterion 

and F = 3*3 for free recall criterion, df = 1,36 p < .10), The 

results of Experiments I and II show very similar recall scores for 

these two conditions so that whatever reason there is for the dis­

crepancies between Experiments III and IV it would seem to be 

associated with the retention of order information and with full 

recall. Unfortunately, there is no apparent reason for this.

Possibly, the process involved, which resulted in the different 

recall scores on the first group of items is that of differential 

rehearsal under the two conditions of immediate recall and pure 

delay, but there are no clues as to why differential rehearsal 

should have' taken place or indeed whether it did.

Perhaps the main difficulty in interpreting the results of 

these experiments is that we have no way of knowing whether the 

immediate recall scores over the groups do represent what subjects 

have available before the various conditions of delay are imposed.

Indeed, it would seem unlikely that subjects would not attempt to 

handle the presented information differently, depending on the 

task to be performed before recall is allowed. Thus, emphasis on 

the rehearsal of early presented items would seem a useful subject 

strategy when a filled delay is to be imposed before recall. While 

it is possible to suggest in this way useful or probable subject
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strategies arising in response to experimental treatments, the 

advantages of doing so in the present context are limited. This is 

because the experimental design adopted is not one which allows the 

effects of treatment variables on remembered items to be separated 

from those effects arising from a subject’s anticipation of those 

treatment variables. This would seem an important but neglected 

point in memory research. In a sense, this fear of confounding of 

results provided the stimulus for the first main experiment of this 

present series in so far as the partial recall procedure attempted 

to investigate whether terminal items were, in fact, disrupted by a 

filled delay imposed before recall. However, the main throw of the 

present discussion is one which urges caution in the use of such 

language as "filled delay disrupts terminal items....’’ when we have 

only the evidence that a filled delay condition produces lower recall 

of terminal items than an immediate recall condition. What is needed 

before an adequate model of memory can be attempted is to know what 

information is remembered prior to the introduction of post present­

ation treatments.

This is by no means a simple problem, but one approach to re­

solving this will be discussed in the introduction to the following 

experiment.

Conclusion The main finding of Experiment IV was that an opportunity 

to rehearse items can increase their resistance to the 

disrupting effects of a filled delay, but that the order in which 

items were presented is likely to be forgotten. The effects of the 

experimental treatments were not entirely in line with the prediction 

made from the previous experiments, so that a further experiment is 

considered necessary for the interpretation of the results reported 
so far.
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In Experiment IV it was suggested that the experimental

design utilised in the present series of experiments may make certain 

unjustified assumptions which create problems in the interpretation 

of treatment effects. Thus, the effects of a filled delay before 

recall are deduced from the difference between the scores under the 

immediate recall condition and those under the filled delay condition. 

While this is a valid assumption, it is so on a relatively undiffer­

entiated level. It is quite possible that the amount of material 

available before the filled delay, under the filled delay condition, 

is not the same as that available under the immediate recall con­

dition and, mutatis mutandis, the same may be true for the pure 

delay condition.

There are reasons for expecting such differences since 

the practice trials offered subjects opportunity for a cognitive 

appraisal of the situation (e.g., perhaps suggesting for them that 

certain items or groups of items should be rehearsed more than others). 

Thus, the results of the experimental design, using full recall, do 

not differentiate between the cognitive effects on a subject of the 

treatments and their physical effects on the material which subjects 

are holding in store. The problem becomes more acute when the 

distribution of responses over the sequence is considered since the 

different conditions may encourage differential rehearsal over the 

sequence. Moreover, we cannot assume that any cognitive effects which 

arise from the anticipation of treatments in an experiment using free 

recall will be identical to those arising from an experiment using 

ordered recall.

Experiment I - using a partial recall procedure - would 

seem to offer one solution to the problem of cognitive effects, since 

it encouraged subjects to pay more equal attention to the three groups 

of the presented sequence. However, there is no guarantee that equal
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has also the disadvantage that it is wasteful of data and does not 

lend itself readily to free recall criterion analysis. An alternative 

method of ensuring equal rehearsal during presentation under the 

different conditions is therefore preferable.

To prevent differential rehearsal under the different con­

ditions, it would seem necessary to impose heavy demands on the 

subject by either preventing him from rehearsing or only allowing 

a fixed number of rehearsals per item. Both of these techniques 

would be suitable but pilot trials, using the former technique, 

suggested a number of disadvantages over the latter. First of all, 

it was an unpopular technique in that such an attention-demanding 

subsidiary task as digit-counting was considered irritating. The 

reason for this was in the sheer demand of the final task but, 

apparently, the "need" to rehearse items was so strong that 

"deprivation" must be listed among the main causes of this. This 

raised the second problem of the adequacy of any attempt to -prevent 

rehearsal. Subjects indicated that a subsidiary task, no matter how 

demanding, would be unlikely to guarantee that no differential 

rehearsal of items would take place over the presented sequence. 

Further recall scores using this technique were very low, so that 

an attempt to prevent rehearsal would be comparatively wasteful of 

data. On all these accounts, the technique of using a fixed 

number of rehearsals per item appeared superior,

A variety of alternative approaches to the problem of 

separating the effects of experimental treatments per se from the 

effects of the anticipation of those treatments was considered. 

However, none appeared to be without obvious disadvantages. Thus, 

one possibility would be to present to each subject at random all 

of the experimental conditions so that anticipations of certain 

treatments would affect all conditions. Perhaps the main disadvantage
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and unless the results are counter-intuitive (in terms of the expect­

ations of the subjects) we cannot know whether the experiment has 

recorded anything more than the phenomenon of self-fulfilling prophecy. 

Of course, such research would not be without interest, but it is not 

the best of designs for addressing the present problem.

The only other alternative, perhaps, is to impose the ex­

perimental treatments unexpectedly on the subject. This would be most 

useful in that this would allow definitive statements about the effect 

of experimental treatments on what is being remembered. Unfortunately, 

this approach presents a variety of problems, the most difficult of 

which is that of briefing the subject sufficiently to allow him to 

accommodate the post-presentation condition to which he has been 

allocated without encouraging him to anticipate that treatment. This 

is more important for - and more difficult to achieve in - some 

conditions than others. Thus, an unexpected pure delay would be hard 

to introduce without interrupting the subject with filled delay (to 

inform him of this rehearsal opportunity before recall).

For these reasons, the technique of controlling rehearsal by 

allowing subjects a fixed number of rehearsals per item recommended 

itself for the purpose of attempting to reduce the effects of the 

subjects’ anticipation of experimental treatments.

Method In view of the manner in which the word sequences had been

recorded, i.e. 1.5 seconds per item within each group of 

five items, and a three-second pause between groups, a pilot study was 

required to suggest the optimum method of controlling rehearsal. It 

soon became clear that subjects could not say aloud each item within 

the groups more than once if they were to correctly detect the follow­

ing presented item of the sequence. Therefore, subjects were asked 

to say each item aloud once as soon as they had heard it.
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At the end of a group, in order to fill the pause recorded be­

tween groups, subjects were asked to repeat all five items in a grotp. 

The procedure appeared satisfactory, although it was found that sub­

jects were likely to need more time between groups to verbalise the 

five words than the recorded sequence allowed. With some practice,

it was possible for E to stop the tape recorder (using a non-locking

pause button) consistently at approximately a second before the first 

item of the next group. Thus, as the subject spoke the last word of 

a group, the pause button was released to allow the first item of 

the next group to be presented without delay. This allowed the three- 

second pause between groups to be extended to something in the region 

of six seconds.

This procedure of allowing subjects to verbalise each item 

once, as presented, and then to repeat all five items of each group 

at the end of the presentation of each group, appeared to fill quite 

satisfactorily all the free time during presentation which could be 

used for rehearsal, and was adopted in Experiment V.

For purposes of comparison with the previous experiment, the

present study was identical except that the controlled rehearsal pro­

cedure was adopted during presentation. Thus, forty subjects were 

tested individually. Each subject was tested on one of the four 

experimental conditions to which subjects were allocated after 

"matching" on one practice trial of immediate free recall. Recall was 

made by allowing subjects to write down items in any order in the 

correct cells of the response sheets ( as used in Experiment IV).

As earlier, subjects were requested to guess at the position of items 

in cases of doubt rather than omit the item. Each subject received 

two practice trials followed by three test trials.
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At the termination of the experiment, subjects were invited 

to comment on the task and were specifically asked if they had been 

able to rehearse to themselves the material during presentation. None 

of those tested felt this was possible. The purpose of the vocalisation 

(to prevent differential rehearsal of items) was then explained, and 

all subjects agreed that it was effective, but somewhat unpleasant to 

perform.

Results As in the previous experiment, the data was analysed by the 

ordered recall criterion and then separately by the free 

recall criterion.

(1) Ordered recall criterion The results are summarised in Figure

VII, in the form of profiles of 

percentage correct over groups for the different conditions. The 

change in the profiles compared with the earlier studies is remarkable. 

The trend analysis computed on the raw scores is summarised in Table 
XIV :

TABLE XIV
Source of Variation d f F ratio Signif.

A pure delay 1,36 3.76

level

.10
B filled delay 1,36 8.9 .01
AB interaction 1,36 6.32 .03

C groups 2,72 1 38.7 .01
AC interaction 2,72 9.31 .01
BC interaction 2,72 12 .01
ABC interaction 2,72 3 .9 .03

Difference between:-
(l) B1-B2 under A1 1,36 13.4 .01
(2) B1-B2 under A2 1,36 .1 NS
(3) A1-A2 under B1 1,36 10 .01
(4) A1-A2 under B2 1,36 0 N S

see Fig. VII
see also Appendix D.
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The effects of filled delay (B) in leading to lower recall, particularly 

on the last group of items (AB interaction), are as predicted and obtained 

in the previous studies.

However, the present experiment differs in many other respects. 

Examination of Figure VII shows that there is a much clearer separation 

between conditions, and the profiles of the different conditions are all 

relatively dissimilar compared to the earlier experiments. Thus, the C 

effect (of groups) is highly significant and all the interactions possible 

with it (i.e. AC, BC, ABC) show significant trends. Of particular note, 

within the context of profile separations, is the advantage displayed 

by the pure delay alone condition over that of immediate recall. Pure 

delay is of no advantage when filled delay follows^3% correct against 

23*3% for the filled delay alone condition) so that while the main treat­

ment does show a significant effect, the AB interaction enables the null 

hypothesis of no effect of pure delay to be rejected with a higher degree 

of confidence.

Before discussion of these results, those arising from the second 

analysis of the data using the free recall criterion will be presented,

(2) Free recall criterion Figure VIII represents the recall scores

arising from the more liberal scoring 

criterion. As in Experiment IV, a marked improvement is occasioned by 

this change of scoring method. However, unlike Experiment IV, there is 

no suggestion that pure delay is of any benefit before a filled delay 

when a free recall criterion is adopted. Thus, the significant A x B 

interaction arises because pure delay alone results in superior perform­

ance to the immediate recall condition.
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1 Source of Variation df F ratio Significance

level

A pure delay 1,36 4.7 .03
B filled delay 1,36 16.3 .01
AB interaction 1,36 3o4 .03
C groups 2,72 33.0 .01
AC interaction 2,72 3.3 .03
BC interaction 2,72 1.8 .23
ABC interaction 2,72 3.7 .03

Difference between:
(l) B1-B2 under A1 1,36 20.0 .01
(2) B1-B2 under A2 1,36 1.4 .23
(3) A1-A2 under B1 1,36 10.0 ,01
(4) A1-A2 under B2 1,36 0 N S

See Figure VIII 
See also Appendix D,

Of particular interest in these results is the lack of signific­

ance of the B X C interaction. Thus, unlike all the other experiments 

in this series, the filled delay conditions do not lead to the largest 

loss of items at the terminal group. (The pronounced recency effects 

under all the conditions is apparent in Figure VIII), The significant 

A X  C interaction is due to the more pronounced recency and less pro­

nounced primacy of the two pure delay conditions. (This effect is more 

marked in the data from the ordered recall criterion scoring, because 

of the shape of the profile of the filled delay alone condition). It 

is the exceptionally pronounced primacy and relatively attenuated 

recency of the filled delay alone condition which would appear to be 

responsible for the significant A x B x C interaction in both this set 

of data and that arising from the ordered recall criterion scoring*

Discussion As with all the experiments in this series, the present 

study offers as many questions as it provides answers.

The main purpose of Experiment V was to replicate the previous experi­

ment, but to control the rehearsal taking place during presentation, so 

as to examine more precisely than hitherto the effects of the various 

delay treatments on what is remembered. Perhaps the starting point for
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assumption that the controlled rehearsal was effective in distrib­

uting rehearsal equally over the three groups of items.

First of all, the subjects' reports - as described earlier -

suggested that equal attention had been paid to the items during

presentation. If this were the case, however, then the recall pro­

files resulting would be expected to be characterised by a very much 

diminished primacy effect, particularly under the condition of 

immediate recall. While the various conditions overall do differ from 

the results of the previous studies in this respect, the lack of any 

primacy effect is most pronounced in the two pure delay conditions.

The main evidence against the assumption that items were equally re­

hearsed is provided by the immediate recall condition scored to the 

ordered recall criterion. (See Figure VII). Examination of the 

reliability of this primacy effect (as measured by the difference 

between the recall scores on the first group of items and the recall

score on the middle group of items) indicates, however, that the 

effect is an insignificant one (t,df = 18 = ,49 NS).

The effects of filled delay are also interesting in that if 

items were all equally rehearsed, then the early presented items would 

be expected to suffer a larger decrement, due to filled delay, than 

in the previous studies. Unfortunately, it is apparent that this is 

far from being the case when the results of immediate recall are com­

pared with those of filled delay alone. Indeed, the recall profiles 

of these two conditions, particularly in Figure VII, are remarkably 

reminiscent of the results of Experiment III, where loss of terminal 

items, due to filled delay, coincides with some improvement on earlier 

ones, such that filled delay does not lead to any overall decrement 

(compared with the results of immediate recall). The two pure delay 

conditions, on the other hand, provide somewhat contradictory inform­

ation in suggesting that with both scoring criteria the effects of
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filled delay are equally disruptive over the three groups. This would 

seem to indicate that a roughly equal number of unstable items are 

present under each group of items and this may be an indication that, 

compared with previous studies, early items are relatively less well 

rehearsed and late items relatively better rehearsed. These two pure 

delay conditions, however, present lees compelling evidence than the 

other two conditions, since they leave open the possibility of differ­

ential rehearsal of items during the pure delay before recall and the 

information provided by Experiment V is most useful in suggesting what 

is remembered when differential rehearsal does not take place.

In view of the importance attached to the adequate control of 

rehearsal in this present experiment and the puzzling lack of effects 

of filled delay alone, a subsidiary experiment was conducted to check 

on the adequacy of the design in controlling rehearsal. Basically, the 

method was to replicate Experiment V, but to impose unexpected filled 

delays before recall. If Experiment V has adequately controlled re­

hearsal, then the effects of unexpected delay should not differ from 

the effects of expected delay.

Experiment VI

Method Thirty subjects were individually tested on either immediate 

recall or with a rehearsal opportunity before recall, in 

exactly the same way as in Experiment V. At the outset of the experiment, 

subjects were told that they had been allocated to an "easy condition", 

in that other subjects were required to count backwards from a given 

number by threes, before recall. An example was given of what was meant 

by this, and the subject was invited to try the condition, so that he 

might savour his good fortune in not being required to perform the 

task. The subject then performed one practice trial of the condition 

to which he had been allocated (i.e. either A1 B1 or A2 Bl), vocalis­

ing each item as it was presented, as in Experiment V. Then followed
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immediately before the expected recall, the subjects were interrupted 

and asked to count backwards by threes for ten seconds to fulfil the 

requirements of the other two conditions (i.e. A1 B2 or A2 B2), A 

number of subjects (five) were considered to have experienced enough 

difficulty with this unexpected condition as to require their being 

replaced by further subjects.

Results The results are presented, with those of Experiment V,

for comparison. Data was scored to the ordered recall 

criterion and then separately to the free recall criterion. Figures 

in brackets indicate scores on the free recall criterion analysis.

TABLE XVI Percentage correct by ordered recall and by
free recall criterion in Experiments V and VI.*

GROUPS OF ITEMS: -
First Middle Last Total

Expt. V. A1 Bl 27 (47) 37 (61) 72 (83) 45 (64)

Expt. VI. A1 Bl 21 (40) 35 (70) 66 (83) 40.3 (69)

Expt. V. A1 B2 13 (28) 13 (39) 43 (70) 23 (43)
^pt. VI. A1 B2 23 (35) 19 (45) 30 (63) 33.3 (48)

Expt. V. A2 Bl 19 (37) 12 (35) 31 (8l) 27 (31)
Expt. VI. A2 Bl 13 (45) 9 (45) 60 (90) 28 (36)

Expt. V. A2 B2 31 (45) 20 (35) 23 (37) 23 (46)
Expt. VI. A2 B2 40 (65)

Free
16 (40) 30 (49)

recall criterion in bra<
29

kets
(31)

Although the results overall are marginally higher in Experiment VI 

than in V, it will be noted that against their respective baselines, 

the effects of filled delay are almost identical in the two studies.

It seems unlikely, therefore, that the control of rehearsal by vocal­

isation during presentation could allow any effects of the anticipation
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of treatments to intrude into the results of Experiment V, (The 

marginally higher results of Experiment VI could be due to the fact 

that this experiment was conducted during the vacation period, when 

students, still at the university, could possibly be more intelligent. 

Certainly, the relative lack of students in the coffee bars resulted 

in a larger proportion of subjects being obtained from the university 

library than in Experiment V.)

In Experiment V, the effects of filled delay alone in simply 

altering the distribution of correct responses over groups may, 

therefore, be considered a fairly reliable one. It can be seen that 

this result arises, in part, because after filled delay alone the items 

in the earlier two groups tend to be remembered in the correct order 

somewhat better than the corresponding items of immediate recall.

Thus, the difference between immediate recall and the filled delay 

alone condition, when the data is scored to the ordered recall criter­

ion, is insignificant with an F ratio of 0.1. However, in the data 

scored to the free recall criterion, there is a trend towards a 

reliable difference between these two groups ( F 1,36 = 1.5 P < .25). 

This tendency for filled delay alone to result in better retention of 

order information, comparatively speaking, than the immediate recall 

condition, contradicts the findings of Experiments III and IV. It will 

be remembered that in these two experiments order information appeared 

to decay with time more rapidly than item information. Turning to the 

other conditions for further examination of this point, it is apparent 

that there is no tendency for this to be true in Experiment V. In 

this present study, the ratio of items remembered in the wrong position 

to items remembered in the correct order is very similar for all the 

conditions, except that of pure delay alone. Expressed as a percentage 

the figures are : -
A1 Bl 43^ A2 Bl T̂/o

A1 B2 96#  A2 B2 8 0#
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It will be seen that these ratios are considerably higher than those 

obtained in Experiment IV (where the average over the conditions was 

44̂ ,) This would suggest that the vocalisation during presentation 

required in Experiment V is a condition which is not conducive to 

the retention of order information. Thus, however order information 

is retained, it would not seem to depend on the repetition of items 

in the order in which they are presented, unless vocalisation of 

material disrupts the efficiency of this method. It may be wrong 

to look to the pure delay alone conditions as being exceptional to 

the other conditions, since it is apparent from the data that it is 

the terminal group of items which fails to benefit much from the move 

from ordered to free recall scoring. No doubt the very high recall of 

these terminal items allowed a ceiling effect to operate, whereby it 

was not possible to remember many items in the incorrect order, since 

over 709̂  of items were recalled in the correct order. The way in 

which order information is retained would seem an important issue, 

but since the examination of the full serial position curves could 

prove useful in indicating which items are best retained in the 

correct position and these curves are to be presented later, dis­

cussion will return to this question.

The central problem in the interpretation of Experiment V is 

that the results would seem internally contradictory. Thus, to begin 

by attempting to explain the strikingly superior performance of the 

pure delay alone condition over that of immediate recall, it would 

seem useful to invoke some concept such as "reminiscence". However, 

the only reason whereby some improvement might be expected is that 

the information retained becomes consolidated in some way. Many 

factors could lead to some improvement in recall with time - the 

forgetting of competing information, random fluctuations in the signal- 

to-noise ratio, the dissipation of inhibition, the transfer of material 

from short-term to long-term memory and so on, but these would all
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to-be-remembered information. Unfortunately, the effects of filled 

delay following a pure delay are far more disruptive than the effects 

of filled delay alone, and this suggests that after pure delay there 

are more unstable items than immediately after presentation. The only 

way in which this observation could be conceived as at all possible 

would be if, immediately after presentation, there were a large 

number of items which were too unstable to suffer the interference of 

recall, but which were sufficiently stable to be rehearsed. Rehearsal 

of such items would then need to be sufficient to allow enough 

stability for the items to be recalled, but less than that required 

for such items to withstand the effects of the filled delay task.

Such a phenomenon might be conceivable, were it to occur solely within 

the terminal group of items, but in the present experiment all groups 

of the presented sequence are afflicted with this unstable reminisc­

ence effect. In other words, material held in short-term memory by 

virtue of being last presented could fulfil these requirements 

(although such an interpretation would not be without problems), but 

the existence of such material early in the presented sequence would 

seem very unlikely in view of the disrupting effect, which later 

presented items would have; unstable early items would be eliminated 

by the presentation of later material. The alternative, to view 

later items as creating instability in earlier ones, would not seem 

tenable since the kind of instability required in the above explanation 

is one where items are in a rapidly fading state rather than a 

weakened one. Indeed, the only circumstance under which this kind 

of instability would be expected is where last presented items are 

held in short-term memory. However, Experiment V did contain some 

unusual features in its control of rehearsal and the vocalisation 

of items as they were presented. It is assumed that in this experiment 

early items did not receive the processing from which they ordinarily 

benefit and this must result in some relative weakness in the strength
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of early items. Possibly, the vocalisation of items, coupled with 

the lack of opportunity for common rehearsal, led to some emphasis on 

the acoustic characteristics of the items such that the characteristics 

of short-term memory became manifested in the coding of early items 

in long-term memory.

However, besides being highly speculative, one observation made 

during Experiment V suggests that the above interpretation is not true. 

Experiment V was most useful in allowing acoustic confusions in recall 

to be classified as listening errors or memory errors. Unfortunately, 

although the vocalisation during presentation could generate information 

on this, no systematic recording was made of listening errors during 

vocalisation. Nevertheless, the subjective impression from being 

present at the vocalisations was that subjects very rarely indeed 

heard words incorrectly. Perhaps the most striking feature of the pro­

cedure was that subjects would imitate the intonation of the recording 

when vocalising each item as it was presented, but, when all five words 

were recalled at the end of each group, the subjects' own dialect would 

dominate and, in addition, acoustic confusions appear. Further, perusal 

of the data suggested that very few acoustic confusions were made in 

addition to those made in this very immediate recall. This would seem 

to suggest that the acoustic characteristics of the presented material 

are not retained as the dominant characteristics of the material for 

more than a few seconds.

Although there are many further points which require discussion, 

it would seem unlikely, in view of the difficulties encountered so far, 

that any attempt to pursue these could lead to fruitful discussion. On 

account of the present impasse it is preferable to attempt to integrate 

the present experiments in the light of the empirical and theoretical 

work of others, and since the full serial position curves have not been 

presented so far, to examine these for a more fine-grained analysis of 
the data.
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design of previous research in attempting to obviate the possibility 

of cognitive effects due to the anticipation of experimental treatments 

confounding with the effects of those treatments on what is remembered. 

The adequacy of experiment V in controlling cognitive effects was val­

idated by a subsidiary experiment (VI). The results showed that the 

disappearance of the recency effect under the filled delay condition 

could not be accounted for by the failure of subjects to pay attention 

to terminal items. The results were unexpected in showing better re­

call after pure delay than immediate recall and yet greater attenuation 

of recall scores after filled delay in the pure delay condition than 

the immediate recall condition# Although the results were felt to be 

internally contradictory, a highly speculative interpretation was 

offered in terms of very unstable items existing tliroughout the sequ­

ence immediately after presentation.

Summary The stimulus for Chapter IV lay in some recent research which 

suggests that in immediate free recall terminal items are held in 

short-term memory whereas earlier items are held in long-term memory. 

The main evidence for this lies in the apparently disrupting effects 

localised on terminal items of a filled delay before recall.

Experiment I tested the hypothesis that terminal items are 

not unavailable after a filled delay but are simply not recalled first, 

A partial recall procedure was used to investigate this but the hypo­

thesis was not supported by the data. Experiment I also investigated 

whether terminal items could be rehearsed into long-term memory if a 

pure delay was offered before filled delay. Contrary to the results of 

a pilot study (using full recall), no evidence was found that this was 

possible. Experiment H  attempted to replicate the pilot study in 

using full free recall and, in doing so, found that a pure delay before 

a filled delay led to increased resistance to forgetting. However,
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nor did the terminal items fail to show a substantial loss due to 

filled delay.

A subsidiary finding of note was that Experiment II did not 

yield lower recall scores than the earlier experiment. It was suggested 

that the advantage usually reported for partial recall only arises 

when ordered recall is required because partial recall allows terminal 

(short-term memory) items to be recalled without delay. With free 

recall, requesting full recall is of no disadvantage since subjects 

can recall these last items first. Experiment III investigated the 

reason for this discrepancy between Experiments I and II in the effects 

of pure delay. It did so by replicating Experiment I in so far as 

subjects were required to remember in which of the three groups items 

were presented, but followed Experiment Hin requesting full recall.

As expected, the results showed no advantage of a rehearsal opportunity 

before a filled delay. The reason was, in part, that subjects grew in­

creasingly inaccurate with time in their allocation of items to the 

correct group. It v/as suspected that the necessity of remembering this 

group information may have depressed recall, particularly under the 

condition of pure plus filled delay. A subsidiary finding of Experiment 

III was that the number of guesses subjects malce per trial appeared 

to be constant regardless of the number of items which they were re­

quested to recall.

Experiment IV examined more closely the effects of the 

need to retain information additional to item information. The 

procedure was to increase the demands of the task from remembering 

items in three groups to remembering items in the correct position.

The results suggested that while pure delay may lead to some gain 

in the stability of items, the order in which the items were pre­

sented is likely to be forgotten. Although the results were also
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consistent with the hypothesis that the necessity of remembering 

order information tends to lead to a loss of item information, this 

was not more marked in the longest delay condition of pure plus 

filled delay. One further finding was that no memory for order 

information remains when item information is forgotten.

Experiment V and the subsidiary Experiment VI were 

designed to investigate a possible artefact in research designs.

The purpose was to attempt to exclude the cognitive effects of 

the anticipation of experimental treatments from the effects of 

treatment per se. The main experiment controlled rehearsal during 

presentation whereas Experiment VI validated this method by 

presenting unexpected treatments. The results suggested that 

differential rehearsal of material under the filled delay con­

dition in the earlier studies could not account for the low recall 

of terminal items. The results were characterised by attenuated 

primacy effects and therefore were consistent with the hypothesis 

that the primacy effect depends on cumulative rehearsal. Among the 

more unexpected findings was a strong reminiscence effect under 

pure delay alone, even though there were more unstable items 

under this condition than after immediate recall. The chapter con­

cluded with the recommendation that the full serial position curves 

should be examined for a more fine-grained analysis. This is done 

in the following chapter, where an attempt is made to integrate 

the experiments and relate the findings to other published work.
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CHAPTER V

Rehearsal and recall: further analysis and discussion

The time period embraced by the research reported in the pre­

ceding chapter saw a remarkable development in the field of short-term 

memory, such that the basic conceptualisation of the serial position 

curve of immediate free recall, as reflecting both short-term and long­

term memory components, has become widely accepted. However, despite 

the numerous studies which have been generated in this problem area, 

relatively little advance has been made in areas pertinent to the out­

standing problems of the earlier chapter.

Before examining in more detail and at a wider level the re­

sults of Chapter IV, it would seem worthwhile to discuss briefly some 

recent developments which are in line with the model adopted for the 

research reported earlier.

'The work of Glgnzer & Cunitz (I966) has contributed greatly to 

the recent research, which has examined free recall data for the basis 

of a distinction between short-term and long-term memory. However, 

the paper by Waugh & Norman (I965) has emerged as possibly even more 

influential. Viewed in retrospect, it is apparent that Waugh & Norman 

(1965) had developed a more sophisticated theory of short-term memory 

than Glanzer & Cunitz (1966) and, in addition, both anticipated and 

extended their findings, albeit partly, by reanalysis of previously 

published results. Although Waugh & Norman were unjustifiably neg­

lected, it is clear that the cryptic presentation of material in 

their paper must have contributed in no small way to its neglect by
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othC-S researchers. Tlius, a number of the recent studies on the "two

storage mechanisms" theory have only cited Glanzer & Cunitz among the

relevant precursors (e.g. Baddeley, 1970; Bartz, 19̂ 9; Craig & Bartz,

1969; Ellis & Hope, 1968; Jahnke, I968). Also, Kintsok(l970), in

reviewing this model of memory, emphasises the work of Glanzer &

Cunitz and only some pages later does he review the theoretical con­

tribution of Waugh & Norman (Kintsch,1970, pp.1^4-160). Further, 

Norman (1969 ,̂ in reviewing the paper he co-authored with Waugh, 

emphasises the theoretical contribution which Waugh & Norman made, 

without reference to any of the empirical work, so that the reader 

is left with the impression that an interesting notion is being pre­

sented, rather than a tested theory.

Waugh & Norman (1965) did, however, present convincing evidence 

for their model. First of all, they presented the results of an ex­

periment, varying presentation rate to show that the probability of 

recall of the presented item (digit sequences) was proportional to 

the number of items intervening between presentation and recall and 

"for all practical purposes was independent of the rate at which the 

digits were read" (Waugh & Norman, I965, p.92). The authors assume 

that the instructions to subjects to concentrate only on the last 

presented digit were effective and the study was, therefore, only 

measuring "primary memory". There are reasons for disbelieving the 

efficacity of such instructions (see Chapter I), but since only four 

subjects were tested, personal relationships with the experimenters 

may have accounted for an unusual degree of cooperation and the 

authors' empirical results certainly support their assumption* 

Secondly, Waugh & Norman present reanalysos of earlier studies of 

free recall by Deese & Kaufman (1957) and Murdock (1962) to support 

their theory of the independence of short-term memory of present­

ation rate but, in this instance, restrict their analysis to terminal 

items of the lists. The authors compare these reanalysed results
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with some published data by Waugh (19Ô2) which also show that the re­

call performance on terminal items is independent of list length and 

of whether the items were presented in a massed fashion (repeatedly 

in a row) or a distributed fashion (repeated in different places in 

the lists).

The recent developments in short-term memory have served to 

underline the reliability of these findings that terminal items are 

not affected by the same variables which affect earlier items in a 

list.

The main findings to have emerged are that variables which 

affect long-term memory and early presented items of a sequence - 

such as word frequency, semantic and associative factors - do not 

influence terminal items of a list (Craik & Levy, 1970» Glanzer & 

Schwartz, 1971; Kintsch & Buschke, 1969; Raymond, 1969), Not unex­

pectedly, there are many more studies which make the point that the 

recency effect of immediate free recall represents memory for compar­

atively very unstable material (e.g. Bruder, 1970; Craik, 1970; Cohen, 
I97O; Ellis & Hope, 1968; Ellis & Anders, 1969; Glanzer, Gianutsos &

Dub in, 1969; Madigan & McCabe, 1971*» Tell, 1971» Thurm & Glanzer, 1971 )- 

Further, the reliability of such effects allows the interpretation of 

a number of earlier studies in terms of different memories being in­

volved at different serial positions (e.g. Howe, I965» 1967; Murdock, 

1963; Posner, 1964).

Of particular interest for the present thesis are those studies 

which have examined repetition and rehearsal in terms of the "two 

storage mechanisms'* model. Some discussion will be made of these 

before re-examining the empirical work described in the previous 

chapter, since this subject is central to the experiments reported
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earlier. Some of these studies are complicated by interaction effects 

or are confounded with vocalisation and these will be discussed in 

more detail at a later stage, since only the last two experiments re­

ported utilised the technique of vocalisation-at-presentation. Further, 

these studies by no means present a tidy picture of effects and make 

very little attempt to reconcile their differences with previously 

reported research.

A certain amount of recent research presents results consistait 

with the "two storage mechanisms" model and the results described in 

the earlier chapter, in so far as they attribute the primacy effect 

of the serial position curve to cumulative rehearsal of material (e.g. 

Thurm & Glanzer, 1971» Corballis, 1969» Sampson, 1969) and such re­

sults, are quite consistent with the research reported in the earlier 

chapter, with the recent work cited above and with such early studies 

as Welch & Burnett (1924).

More interesting are those studies which deal with the "fate 

of primary memory items in free recall" (Craik, 1970)* A number of 

studies have suggested that the material retained in terminal pos­

itions cannot be recalled when subjects are offered a second and un­

expected opportunity to recall the presented sequence (e.g. Craik, 

1970; Madigan & McCabe, 1971). These experiments are not too import­

ant for the question of whether material held in short-term memory 

can be rehearsed into long-term memory, since they merely show that 

such processing is not essential. They do not indicate whether sub­

jects are able to process terminal items. However, such studies are 

interesting in that they demonstrate that the act of recalling short­

term memory items does not lead to any "automatic" transfer to long­
term memory.
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A similar kind of experiment performed recently is one which 

has examined the Hebb (196I) effect in terms of the "two storage 

mechanisms" hypothesis. Hebb (196I), it will be remembered, demon­

strated that when digit strings in an immediate memory task are re­

peated, some improvement in recall takes place. Subjects listened to 

9 digits presented at the rate of 1 item per second. Twenty-four such 

trials were given and, on every third trial, the same string of 9 

digits was repeated. Recall on these repeated strings improved as a 

function of trials whereas the new strings did not change, so that a 

practice effect can be ruled out. As Melton (19&3) has pointed out,

Hebb felt that this proved that immediate memory does not simply in­

volve activity traces but lays down some more permanent memory trace.

If immediate memory is viewed as representing both long- and short­

term memory, with early presented items being retained in long-term 

memory, then it might be expected that learning would only take place 

for early items in the presented string. Such a view is supported by 

Bartz, 1969, and by Craig & Bartz, 1969, who showed that improvement 

with repetition of digit strings only takes place on early presented 

items. Further evidence for this comes from Schwartz & Bryden (1966) 

who failed to show any effect of repetition when the first two items 

of the repeated string were changed. Interpretation of these findings 

is somewhat complicated by the results of Bower & Winzenz (I969) who, 

in addition to essentially replicating the above studies, showed that 

a change in the grouping of repeated digit strings (e.g. 17-683- 

943-2 repeated as 176-8-394-52) can prevent learning taking place.

This experiment would seem to question by how much material is re­

coded in memory by processing and may suggest that when material is 

presented in a rhythmic or grouped manner (see Chapter III), then sub­

jects do not attempt to recode the information. Support for this view 

would seem to be provided by Müller & Schumann (l894) who apparently
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noted that subjects repeated back material in a "chunked" fashion, 

when nonsense syllables were presented to them in a rhythmic manner. 

McLean & Gregg (I967) have recently presented similar findings in 

showing that when random sequences of letters were presented visually 

in groups of 1,3,4,6 and 8 items, subjects appeared to recall the 

material in groups corresponding to the size of those used at present­

ation. Such findings would be quite consistent with those studies re­

porting superior recall for grouped sequences (e.g. Ryan, 1969a,b; 

Severin & Rigby, 1963; Thorpe & Rowland, I963) in so far as they 

suggest that presenting material in a grouped fashion saves subjects 

having to process the information for themselves.

It is not clear from the data of Bower & Winzenz (I969) how 

much change in the grouping of the digit strings was necessary to 

prevent any beneficial effect of repetition. However, the amount of 

material held in long-term memory on a new trial would largely reflect 

the presentation rate and possibly only involved the first two items 

of a sequence (off Matthews & Hoggart, 1970).

These studies of the Hebb effect are interesting but are per­

haps most relevant to the previous chapter only in supporting the "two 

storage mechanisms" view by demonstrating that the learning in this 

task takes place in a serial manner. They do not offer any data 

relevant to the question of whether terminal items of a presented 

sequence can be transferred from short-term to long-term memory, nor 

do they offer much theoretical advance on the conceptualisation of 

the preceding chapter*

Unfortunately, to date there has been no empirical evidence 

relevant to the question of whether subjects can transfer terminal 

items successfully to long-term memory if given the opportunity to
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do so. However, one recent theory of human memory represents an ambi­

tious and sophisticated attempt to address the relationship between 

rehearsal and short-term and long-term memory.

Atkinson & Shiffrin (I968) proposed that memory consists of 

three major components: a sensory register, a short-term store and 

a long-term store. All three are similar enough to the tripartite 

distinction adopted earlier as not to require definition. In most 

verbal learning and memory tasks the sensory register will not con­

tribute to performance because its duration is too short. However, 

the short-term store is particularly important in that it constitutes 

a "rehearsal buffer" which allows the transfer of material to the 

long-term store. Transfer takes place with a probability proportional 

to the length of residence of material in the buffer and items are 

disrupted from this buffer by new incoming items. It is impossible to 

do justice here to this model, cited above (see also Brelsford & 

Atkinson, I968; Shiffrin, 1970; Shiffrin & Atkinson, 1969;) which 

covers over 100 pages in its fullest form. However, perhaps the most 

interesting feature of the model is that it places emphasis on the con­

trol processes possible in memory. Thus, there is a wide variance in 

the amount and form of the transferred information. V/hen a subject 

rehearses material in the short-term store by simply repeating it,

"the information transferred would be in a relatively weak state and 

easily subject to interference. On the other hand, the subject may 

divert his effort from rehearsal *to various coding operations which 

will increase the strength of the stored information!' (Atkinson & 

Shiffrin, I968, p. 113).

*Atkinson & Shiffrin use this concept in the sense of mere re­
circulation of information - i.e. repetition
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This aspect of the model has two features worthy of comment.

The first and most unusual is that material can be lost from long­

term memory. The second is that a slow transfer of information from 

short- to long-term memory is possible with mere repetition but this 

will be much increased by a deliberate attempt to make this transfer 

possible. Unfortunately, for the present discussion, the empirical 

work in support of the model is derived from an item probe task which 

discourages the use of the buffer store as a means of processing in­

formation into the long-term store. The task adopted in the experi­

ments is very close to that outlined by Yntema & Mueser (I96O, I962) 

and similar to that utilised by Waugh & Norman (I963)* It involved the 

presentation of continuous sequences of trials of paired associates 

with random selection of stimuli for test. The subject’s task was to 

give the most recent response paired with the test stimulus. The data 

arising from such experiments gives the probability of correct re­

call as a function of the lag between item presentation and item test. 

Both Waugh & Norman (I963) and Atkinson u Shiffrin (I968) present 

this kind of data almost as if it were the recency effect of an 

immediate free recall experiment. However, item probe and free re­

call studies would typically differ in the important respect that 

subjects would know when the sequence was going to end in free recall 

experiments. Since the rehearsal buffer is seen by Atkinson & Shiffrin 

as being under the control of the subject, it would seem possible 

that subjects could clear this buffer at some optimum point before 

the last few items were presented and refill this to capacity with 

terminal items for immediate unloading.

For the present discussion the item probe task has the dis­

advantage noted earlier that it does not facilitate long-term memory 

processing. This is a point which Atkinson & Shiffrin (1968, p.124) 

recognise ; "... the subject soon learns that the usual long-term
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storage operations, such as coding, are not particularly useful#... 

the subject is forced to rely heavily on his short-term store....".

Of course, Atkinson & Shiffrin did not attempt to test all of the 

implications which their model makes, but the use of the item probe 

procedure results in their test of the rehearsal buffer - long-term 

store relationship being of only slight relevance to the research 

reported in the previous chapter. This experiment (Atkinson & 

Shiffrin, I968, Experiment IV, p. 153 ff.) examined whether an in­

crease in the duration of an item in the rehearsal buffer could be 

made possible by experimental treatment. This was tested by requiring 

subjects to vocalise twice each item as it was presented. This pro­

cedure led to an improvement in the recall scores over a silent 

study control condition. Although these results are apparently in 

line with the authors' expectations (a full discussion of the hypo­

thesis is not offered) a number of problems are presented by this 
study.

First of all, it would seem that the occasions on which subjects 

do not use the rehearsal buffer are those on which subjects can re­

member more information by not storing a recent item in the buffer.

For example, "the buffer at some particular time may consist of a 

combination of items especially easy to rehearse and the subject may 

not wish to destroy the combination" (Atkinson & Shiffrin, I968, p. 

128). Thus, forcing the subject to enter each new incoming item 

into the rehearsal buffer could be expected to lead to poorer per­

formance on Atkinson & Shiffrin's model. Secondly, the improvement 

due to the vocalisation at presentation is almost entirely localised 

on the last few presented items. Performance for the two groups is 

identical on the last item presented, but superior for the vocalis­

ing group on the penultimate item and the two items presented before
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this. All earlier items show very similar recall probabilities* 

Although the model of Atkinson & Shiffrin allows information trans­

ferred to the long-term store to be in a weak state, the results 

would seem to demonstrate only that the probability of a recent item 

being located in the rehearsal buffer is higher when subjects are 

required to vocalise the presented material. As such, the results are 

quite consistent with other studies examining the effects of vocal­

isation at presentation to visually presented material to be dis­

cussed later.

At a somewhat broader level than that of empirical findings 

is that of quantitative limits placed on parameters by Atkinson & 

Shiffrin, One of the interesting aspects of their model is that it 

represents one of the first, and remains one of the most successful 

and illuminating attempts at a mathematical/computer model of human 

memory. Atkinson & Shiffrin attempt to describe their empirical 

results by curve fitting according to certain parameters. Of these, 

that of the capacity of the rehearsal buffer and that of the rate of 

information transmission from the rehearsal buffer to the long-term 

store are of particular interest. Unfortunately, as with nearly all 

of the recent mathematical/computer models (see Norman, 1970), the 

level of analysis of the curve fitting lags well behind that of the 

initial conceptualisation of the problem. This is perhaps most 

clearly seen in the Atkinson & Shiffrin data since their analysis 

covers more empirical work than most such studies. Throughout the 

series of experiments analysed, little attempt is made to assess the 

meaning of the parameter values which are thrown out. Of course, these 

values are largely taken in support of the initial model since they
"  ft ^work in describing the data. Just one example will be given of this 

since it is most relevant to the work of Chapter IV.
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Atkinson & Shiffrin report parameter values for the rate of 

information transmission from the short-term store to the long-term 

store of between 0.04 and^ per second. Little attempt is made to 

explain the great variation in these information transmission rates, 

and it is not entirely clear what unit of measurement is used. Pre­

sumably, the values refer to the probability of recall of items per 

second of duration in the buffer store. However, the fact that the 

lowest information transmission rate (of .04 per second) was obtained 

from analysis of free recall experiments would suggest that there is 

something drastically wrong in their method of estimating parameters. 

The reason for asserting this is that the majority of the information 

transmission rates are obtained from analysis of item probe studies, 

which, as Atkinson & Shiffrin recognise, discourage transfer of mat­

erial to long-term memory. Studies of free recall, on the contrary, 

typically show a very large long-term memory component and strongly 

suggest that the task encourages information transfer from short- to 

long-term memory. This aspect of free recall studies has been well 

emphasised in earlier discussion.

A somewhat similar criticism may be applied to attempt to 

estimate the size of the short-term memory store. A number of writers 

have offered values for this parameter and although more than one tech­

nique has been suggested for this, the arguments remain unconvincing. 

Broadly speaking, three methods of assessing the size of short-term 

memory have been recommended.

The first method, put forward by Tulving & Colotla (1970) is 

one which classes recalled information as being from short-term memory 

provided that no more than 7 words (either later stimuli or responses) 

have intervened between an item’s presentation and its recall. This 

formula ignores the possibility of some terminal items being contained
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within long-term memory and yet recalled early. This could happen 

where a terminal stimulus has certain distinctive features which 

allow its rapid access to long-term memory (the subject’s own name 

as an extreme example) but is nonetheless recalled at the same time 

as terminal items because the subject attempts to recall items in 

temporally equivalent groups, (cf. Tulving, I969).

The second method, described by Baddeley, Scott, Dynan &

Smith (1969), relies on the difference between the recall scores of 

immediate recall and recall after an interpolated task. This formula 

ignores the possibility of forgetting in long-term memory and the 

possibility of items being contained in long-term memory at terminal 

positions in immediate free recall.

The third method allows for the fact that the immediate 

recall of terminal items may tap long-term memory and applies a suit­

able correction for this probability (Waugh & Norman, 1965)# A 

slight variation on the standard psychophysical guessing correction 

recommended by Waugh & Norman for this has recently been offered by 

Baddeley (1970). These 2 methods are preferable to the other two, 

but ignore the possibility of forgetting in long-term memory (Atkinson 

& Shiffrin, I968),

These various estimates of the size of the short-term memory 

component in free recall are clearly open to question but, in com­

parison to the estimates of the transfer rate from short-term memory 

to long-term memory, do not yield such widely discrepant rates. The 

range reported for the size of the short-term memory store would seem 

to be from a minimum of 2.1 (Baddeley, 1970) to 3*6 items (Craik,

1970). However, this range is sufficient to urge caution in this 

area.
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Turning to the theoretical developments in the last few years, 

it is sad to note that there is little in the way of guidelines for 

predicting the outcome of the main experimental hypothesis of the pre­

ceding chapter. The model of Atkinson & Shiffrin would seem the most 

relevant in that these authors imply certain outcomes consist with the 

hypothesis that a pure delay before a filled delay should lead to the 

transfer of material from the buffer store to long-term memory. Since 

the basics of their model have already been presented, it is un­

necessary to restate the relevant arguments here. Suffice it to say 

that the mere recirculation of information in short-term memory should 

lead to some transfer to long-term memory but that if active recoding 

by rehearsal is attempted by subjects, then such transfer should be 

much more rapid and more permanent.

The experiments of Chapter IV

Since the outcome of these experiments has been adequately summarised 

at the termination of the preceding chapter, the reader is referred to 

this for introduction to the present discussion. Experiment I of the 

preceding chapter used a partial recall procedure to test the two hy­

potheses that information from terminal items was still available after 

a filled delay and (if not) that a pure delay before a filled delay 

would allow its transfer to long-term memory where it would not be dis­

rupted by an interpolated task.

The results of this experiment taken in conjunction with those 

of Atkinson & Shiffrin (I968) suggest strongly that terminal items are 

largely unavailable after a filled delay and that other results demon­

strating this (e.g. Glanzer & Cunitz, I966; Postman & Phillips, I965) 

are not interprétable in terms of subjects choosing not to recall 

terminal items first.
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The second hypothesis that a pure (unfilled) delay of 20 

seconds before a filled delay (digit subtraction task) lasting 10 

seconds would allow the transfer of all the terminal items in the 

recency effect from short-term to long-term memory was not supported. 

The rehearsal opportunity offered by the pure delay did not lead to 

any significant improvement in recall under a filled delay alone con­

dition, Since this result contradicted a pilot study using full re­

call, a series of experiments was initiated to investigate the piobLem. 

In these experiments discussion and hypothesis were generated more by 

the discrepancies between the experiments in the series than by the 

original question.

It would seem useful, therefore, to make some general state­

ments about the experiments as a series in terms of the fate of 

terminal items.

As a series, the experiments of Chapter IV indicate that 

while some gain in the stability of terminal items is occasioned by 

rehearsal opportunity, the order in which these items are remembered 

is likely to be forgotten. Although the differences were not always 

significant, none of the experiments failed to show some improvement 

in the recall of terminal items in the pure plus filled delay condit­

ion over that of filled delay alone.

The puzzling aspect of these findings is that the number of 

terminal items recalled after the pure plus filled delay was never 

as great as that in the immediate recall condition. In other words, 

the expectation that subjects would be able to transfer all of the 

terminal items from short- to long-term memory and thus make these 

items resistant to the disrupting effects of the interpolated task
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VOUS not confirmed. There would seem to be two possible explanations 

for this - either subjects were not able to transfer all the material 

in the last presented group to long-term memory or items were trans­

ferred, but some forgetting took place in long-term memory. There is 

some reason for disbelieving both of these possibilities.

Taking, first of all, the question of the ability of subjects to 

transfer terminal items to long-term memory, it is possible to give 

some estimate of the likely transfer rate and that actually achieved.

If subjects for some reason found the processing of information more 

difficult to achieve as list lengths increased, it would be expected 

that the number of items recalled from the long-term memory in the 

terminal group would always be less than the number recalled in the 

middle group of the sequence. Except for experiment I, none of the 

other experiments in this series supports this hypothesis. For this 

reason, no reduction in the processing rate should be expected during 

the additional rehearsal opportunity offered when the sequence has 

been presented» Indeed, since all items in the terminal group are al­

ready in the rehearsal buffer, it should be higher. Although the ex­

periments differ, in many respectsjit is possible to give a crude 

overall indication of the processing rates during presentation and 

during the rehearsal opportunity. The number of items recalled from 

the final group after filled delay alone suggests a long-term memory 

transfer rate over all the experiments was approximately 0.15 items/ 

second. The difference between the number of items recalled after pure 

delay plus filled delay and that recalled after filled delay alone may 

allow a rough estimate of the transfer rate to long-term memory during 

the pure delay. Over all the experiments this transfer rate is .03 

items/second. Thus, on these crude estimates, the transfer rate from 

short- to long-term memory would seem to be approx. 5 times higher 

during the presentation of items than it is during silent rehearsal 

following presentation.
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It would seem very unlikely that terminal items are not rehearsed 

during this rehearsal opportunity, since in each experiment the pure 

delay alone condition showed little if any forgetting of terminal 

items compared with the immediate recall condition.

Turning to the possibility that terminal items were rehearsed 

into long-term memory but forgotten during the filled delay, it cannot 

be stated with any certainty whether this was the case. The problem of 

knowing whether forgetting takes place in long-term memory over short 

retention intervals would seem impossible to answer, since there would 

seem little way of distinguishing operationally between rapid forgett­

ing in long-term memory and rapid forgetting in short-term memory. 

However, if the terminal items which have been transferred to long­

term memory are liable to forgetting at a slower rate than items still 

in short-term memory, then the order of recall for the transferred 

items might be expected to be of some importance. In particular, 

since last presented items are recalled last after pure plus filled 

delay (see Experiment II), then requiring subjects to recall these 

items first should lead to some improvement. 'The results of experiment 

I using a partial recall procedure do not support this hypothesis.

Thus, if forgetting takes place after terminal items have been trans­

ferred to long-term memory, then this forgetting is accomplished with 

a similar rapidity to that shown in the loss of the terminal items 

when a filled delay is introduced immediately after presentation.

The more likely explanation of the results of Chapter IV would 

seem to be that subjects are not able to transfer much information to 

long-term memory beyond that which is processed during presentation. 

Although the findings on which this interpretation is made seem in 

line with a number of earlier studies ( e.g. Brown, 1958; Hellyer,

1962; Sanders, I961), the similarity of the present results to those
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of earlier studies is somewhat surprising. The main methodological

difference between earlier studies, demonstrating a small improvement 

due to rehearsal opportunity before a filled delay, and the present 

series of experiments, lies in the model adopted in the present work# 

This led to postulating that short-term memory would typically only 

appear in the immediate free recall of the last presented items.

Other studies which have used ordered recall would not be likely to 

measure a short-term component. Additionally, it cannot be known from 

earlier work where the improvement occurred, so that interpretation of 

the causes of the improvement are problematical. The present results 

provide a notable advance on interpretative possibilities by showing 

that subjects appear to rehearse terminal items during a pure delay 

and stabilise these items to some extent. They also show that after 

pure delay followed by an interpolated task, recall order does not 

appear to be important for the number of terminal items recalled and 

that the necessity of recalling items in the correct order may de­

press performance.

Before examining the issue of order information, it is conven­

ient to conclude discussion of the retention of terminal items by 

reference to the full serial position curves. These curves are pre­

sented in Appendices 0, P, Q, R, S, T and U.

It was anticipated that the method of presenting material in 

the experiments of Chapter IV, namely in three groups of five items, 

would have encouraged subjects to attempt to recall all of the last 

group of items from short-term memory. Although immediate recall of 

this terminal group was high (85% in Experiment V) it is apparent 

from examination of other free recall data that recall scores over 

the last five items of around 80^ are possible (e.g. Glanzer & Meinzer, 

1967; Murdock, 1962)0 Thus, the modified experimental design cannot 

be said to have led to any noticeable gain on the terminal group.
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However, it is of interest to note that the recency effect of immed­

iate free recall is not a constant number of items. Auditory present­

ation typically leads to a more pronounced recency effect and this 

point will be discussed later. However, other studies using auditory 

presentation have reported recall scores over the last five items of 

as low as kO/o (e.g. Murdock, 1967b)# The main point of this observ­

ation is that while numerous studies cited earlier have suggested 

that the recency effect of immediate free recall is independent of 

most experimental treatments such as presentation rate, list length, 

repetition and word frequency, studies apparently differing only on 

these dimensions differ in the amount of recency effect shown.

Although the total number of items recalled over the last group 

was not as high as anticipated, inspection of the serial position 

curves for the experiments of Chapter IV (see Appendices 0,P,Q,R,S,T 

and U) suggests that the presentation of material in groups changed 

the slope of the serial position curve. Typically, the recency effect 

of immediate free recall is described by an exponential decline from 

the last presented item. The serial position curves of the present 

series of experiments show irregular functions, but, vd.th the except­

ion of Experiment I, clear separations of the last presented group of 

items from the middle group. In particular, the first item of the 

last group, item 11, is exceptionally well recalled. It is apparent 

from the serial position curves that this item is not invulnerable 

to the disrupting effects of the interpolated task so that there is 

little reason for assuming that it has a higher probability of trans­

fer to long-term memory than other items. Additionally, there is 

little indication from Experiments IV and V, which scored items by 

both a free recall and an ordered recall criterion, that the serial 

position of this item is relatively well remembered. This is some­

what surprising since, although the pause introduced before the final
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group no doubt made the first item of this group distinctive (von 

Restorff, 1938), and possibly as a consequence made an "anchor point" 

for other items (Fiegenbaum & Simon, I962), subjects were well aware 

that a pause preceded each group of items and so should have remember­

ed the position of the ll^h item very well.

The "bowing" of the serial position curves within the terminal 

group of items is also shown to some extent in the two earlier groups 

where there is some indication that the first item in each group, and 

to some extent the last item in each group, were better recalled than 

middle items. Drevenstedt (1970) has recently presented similar data 

from grouped material but the cause of this effect is not clear. The 

most obvious explanation is that breaking the presented sequence up 

into groups anchors serial position knowledge within the sequence. 

However, the bowing within each group of the serial position curves 

is much more marked in Experiment II, which did not require knowledge 

of serial position, than in Experiment I, where memory for the pos­

ition of the first item of a group was very important for the recall 

of items because of the partial recall procedure. Quite possibly, 

this phenomenon simply reflects some additional rehearsal given be­

cause the distinctive position of an item suggests it may be easy to 

remember and this additional rehearsal reduces the amount of attent­

ion given to the following few items (Massaro, 1970, and cf. Tulving,

1969)' However such a view would carry the implication of increased 

resistance to forgetting of the rehearsal favoured items and there 

is little evidence to support this. An attractive alternative notion 

is that distinctive cues (such as provided by the pauses) define the 

search set through memory, A restriction to examine selectively 

items near the beginning of each group should increase the probability 

of recall of such items over a random search strategy (McLaughlin,

1968; Shiffrin, 1970). Such an explanation would account for the
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failure of Experiment V to remove the primacy effect despite con­

trolled rehearsal. Certainly the model of Atkinson & Shiffrin (1968) 

which views the length of residence of material in the response buffer 

as a determinant of the primacy effect would not seem able to handle 

the difference in transfer rates between initial items in a sequence 

and the last items during the pure delay.

The technique of grouping the presented material and the separ­

ate measures of item and order information discussed above may intro­

duce a complicated debate on organisational processes in recall.

Despite the importance attached to a distinction between item and 

order information by such writers as Brown (1959) and Grossman (1961 ), 

this issue has been surprisingly neglected. A majority of studies 

would seem to suggest that order information is important to the re­

call of item information: Rosenberg (1966) and Tulving (I962) have 

demonstrated a high correspondence between multi-trial recall orders, 

Kintsch (1970) has shown that items temporally adjacent at present­

ation are recalled in adjacent positions. Young (I968) has shown 

that subjects can be instructed to retrieve information on a temporal 

basis. However, the most impressive evidence that subjects remember 

material in the order in which it is presented, and that order in­

formation is necessary for remembering the item information, comes 

from studies using digit strings (e.g. Bower & Winzenz, 1969; Corballis, 

1969; Donaldson & Glathe, 1969; Johnson, 1970). It would seem probable 

that digits are more likely to be retained in their presented order 

than other kinds of material since to remember ordinal information 

otherwise may be considered disfunctional. Possibly a similar case 

might be made for letter strings. Thus there may be some justific­

ation in assuming that the amount of information transmitted by the 

retention of digit strings, and possibly letter strings, is given 

by the amount of item information alone, whereas for other
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vocabularies the total information transmitted would be the amount of 

item information plus the amount of order information (see Chapter 

III). If Crossman's data (I96I) is re-examined in this way, the ex­

ceptionally high information rates for digits and letters reduce to a 

figure very similar to that given for the other vocabularies used in 

Crossman's memory task.

This is not to deny that the retention of the order in which 

other material is presented may not be closely associated with the 

retention of item information. Indeed, in one recent study the 

authors concluded from their results "••#. our preferred interpret­

ation is that position knowledge of a spatial-temporal nature is 

such a fundamental dimension of memory that it is an integral part of 

the learning process" (Zimmerman & Underwood, I968, p. 306), In a 

sense it is not too surprising that subjects should handle verbal 

material in a sequential order since this is compatible with most ex­

perience of using verbal skills. Thus, subjects typically report 

rows of letters in the same order as their reading habits would indic­

ate : with English-speaking peoples from left to right (Corballis, 

1964; Heron, 1957; Kimura, 1959), except when mirror-imaged letters 

are presented, when the order of report is from right to left (Harcum 

& Filion, 1965; Winnik & Dombush, I965)# Hebrew readers, on the 

other hand, typically report tachistoscopically-presented material 

from right to left (e.g. Harcum & Friedman, 1963)#

Although there is a certain amount of evidence of this kind 

that a sequential order of presentation of material may be compatible 

with the processing which subjects would perform on material, such 

observations are of a different order from the conclusions of 

Zimmerman & Underwood (I968) cited above. These authors suggest that
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temporal information about items is processed without any "cost" to 

the system: a temporal code about each item is part and parcel of 

what the subject stores about the material to be remembered even under 

instructions to process only item information (Tulving & Madigan,

1970)* This conclusion is one which contradicts that made in Chapter 

IV and, since both studies used common English words, the basis for 

Zimmerman & Underwood’s conclusions must be examined.

Perhaps the main reservation which should be entertained in 

interpreting the results of Zimmerman & Underwood is that, like 

ExperimentVI reported in the previous chapter, it was a study in­

volving some deception of the subject. Separate groups of subjects 

were informed that they should remember either item information or 

order information but all groups were required to recall order in­

formation. Unfortunately, Zimmerman & Underwood do not make refer­

ence to the possibility of subjects being aware of the purpose of 

the experiment. Since the study was conducted at an American univers­

ity and the subjects were likely to have taken part as a course re­

quirement, the possibility of communication between subjects must be 

considered seriously. It may be noted parenthetically that such 

problems were recognised in the deception study reported in Chapter 

IV and measures were taken to ensure that subjects were ignorant of 

the aims of the experiment. If/hen subjects were invited to partic­

ipate, they were asked - for purposes of excluding sophisticated 

subjects - whether any friends had commented recently on taking part 

in a psychological experiment. This is a far better method than a 

post-experimental interview (Berkowitz, 19&7), since subjects may 

be reluctant to confess to "cheating" after they have completed the 

experiment, as this would mean that they had wasted the time of 

the experimenter.
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However, if steps were taken to safeguard against this source of 

error, then the results of Zimmerman & Underwood are of interest and 

relevance to the present research. Their experimental design was quite 

different from that used in the experiments of Chapter IV since subjects 

were allowed up to 60 seconds to learn either 8 or 12 words printed on 

a card. Possibly under such circumstances subjects attempt to learn 

the words in a cumulative rehearsal manner, thus learning serial pos­

itions as they proceed (Corballis, 1969)• Unfortunately, since serial 

position curves are not presented, this can only remain a likely ex­

planation.

Support for the view that the serial position of items is learned 

by cumulative rehearsal comes from Experiment V, reported in the 

preceding chapter. In this study, which effectively discouraged 

cumulative rehearsal, the order in which items were presented was very 

poorly retained compared with the other experiments of the series*

This would seem to constitute an additional consideration in favour of 

the earlier point made in Chapter IV that the necessity of retaining 

order information appeared to reduce the amount of item information 

retained. Examination of the serial position curves of Experiments 

II, III and TV for suggestive trends, fails to reveal any points be­

yond those already raised. However, therg is some slight indication 

(shown in the recall profiles of Chapter IV) that the,necessity of re­

taining order information may depress early items more than the 

terminal ones. Such a trend would be consistent with the two storage 

mechanisms model adopted in the present discussion, which states that 

early presented material is learned by rehearsal so that the need to 

pay attention to the order of items would involve some reduction in 

the rehearsal of item information.
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A related issue to the independence of item and order inform­

ation, as discussed above, is that of the forgetting rate for these 

two kinds of information. The data from Chapter indicated that 

order information may be forgotten more rapidly than item information 

and when item information is forgotten no order information remains. 

However, subjects are well able to recall item information in the ab­

sence of order information. Two recent studies, again using words for 

the memory task, have offered support for the first statement in 

suggesting that order information is forgotten more rapidly than item 

information (Murdock & vom Saal, 19̂ 7; McNicol, 1970)*

Examination of the serial position curves (in Appendix 0 and 

seq.) fails to reveal any suggestive trends for selective forgetting 

of serial positions beyond those apparent in the recall profiles re­

ported in the preceding chapter. However, it would seem that order 

information is worst retained in the middle group of items although 

this point was not made earlier. The percentage of items recalled in 

the wrong order over all experiments and conditions is : First group 

= 2h°/o\ Middle group = 36̂ ; Last group = 2.h%„ Such differences would 

be expected under a model which viewed item information as to some 

extent independent of order information and must, therefore, present 

some problems for theories which do not recognise any independence 

between item and order information (Bower & Winzenz, 1969; Bryden,

1967; Johnson, 1970; Zimmerman & Underwood, I968),

Unfortunately, the data available does not offer much indication 

of how order information for word sequences is retained. Some of 

the results discussed so far have suggested that the retention of 

order information relies more than item information does on rehearsal 

during presentation. The main evidence for this comes from the re­

sults of experiment V which also presents some complicating findings.
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Experiments III and IV noted a tendency for more order information 

to be lost with time than item information. This trend was not appar­

ent in Experiment V, which in fact showed the pure delay alone con­

dition to be markedly superior to the immediate recall condition 

when the results were marked to the ordered recall criterion, but 

less difference between the conditions when scoring was conducted 

to the free recall criterion.

These differences are apparently not accountable for by any 

simple explanation such as the data of Experiment V representing 

more short-term memory than long-term memory since there is a tend­

ency in Experiment IV for the terminal group of items more than 

earlier items to suffer a larger loss of order information than item 

information with a filled delay. Additionally, if the Baddeley et al 

technique is used to estimate the short-term memory component

in the two experiments, the values suggest that Experiment V did not 

measure more short-term memory than Experiment IV. In Experiment IV 

for ordered recall criterion scoring the value is 1.15 items, for 

free recall criterion scoring, 1.9 items, whereas for Experiment V 

the values are 1.3 items and 1.2 items for the two scoring methods 

respectively.

In the absence of convincing evidence to the contrary, it 

would seem possible that order information may be provided from var­

ious sources. First of all, some concept of recency may be provided 

by "time tags" (V/inograd, 1968a, b; Yntema & Trask, I963) which may 

not be rehearsed and decay with time. These may even provide con­

fusing information if the material is not rehearsed before recall 

is attempted and the recall takes place in a non-sequential manner. 

Material which is rehearsed may find the order information provided
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by rhythmic grouping (Johnson, I966; Ryan, 1969b) or chunking of 

various sorts (Rosenberg, I966; Tulving, I968). Different orders of 

rehearsal (long-term coding) may also provide multiple cues for order 

information (e.g. Ebenholtz, 1963» Jensen & Rohwer, 1963» Young, 

Patterson & Benson, I963) by means of associative chaining and posit­

ion learning for example. It is quite possible that Experiment V, in 

requiring fixed rehearsal of the material, prevented anything other 

than "time tags" existing so that post-presentation rehearsal may 

have covered the item information available and used the time tags 

to chunk the material in a way which allowed the order information to 

be more integrally related to the items.

Discussion of the unusual feature of Experiment V in showing a 

reminiscence effect for order information must not ignore the similar­

ly large reminiscence effect for item information. It would seem un­

likely that traditional explanations of the reminiscence effect are 

applicable to the present data (Buxton, 1943)* Although reminiscence 

has been previously observed in short-term memory (Crawford, Hunt & 

Peak, 1966; Keppel & Underwood, 196?» Scheifer & Voss, 1969), the 

relevance of other studies is problematical since Experiment V differ­

ed methodologically, and did not show poorer immediate recall for 

item information than did Experiment IV. Neither were effects of pro­

active inhibition apparent in that the first experimental trial pro­

duced identical performance to the final trial. Perhaps more important­

ly, reminiscence occurred over immediate recall performance whereas 

other studies typically show reminiscence taking place in the for- 

getting curve which declines rapidly at first and then rises to a 

level approaching that of immediate recall. It would seem likely, 

therefore, that the reason for the unusual results of Experiment V 

must lie in the vocalisation at presentation.
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A large number of studies have demonstrated that vocalisation 

at presentation may improve short-term memory. However, almost all 

these studies have examined the effects of vocalising to a visual 

presented stimulus and under such circumstances the improvement is 

closely parallel to that obtained when auditory presentation is com­

pared with visual presentation (e.g. Conrad & Hull, I968; Murray,

1966b ;V/oodhead, 1966b). A number of studies have demonstrated poorer 

performance after vocalisation at presentation (Allen, I968; Bushke & 

Kintsch, 1970; Poulton & Brown, I968) but almost all studies reporting 

serial position curves show that vocalisation leads to an improvement 

in the recall of terminal items, although early presented items may 

suffer some decrement. The possibility that subjects may pay less 

attention to terminal items with visual presentation (as suggested in 

the preceding chapter) has recently been addressed by Routh (1970,

1971) and support found for theories which postulate the existence of 

different sensory analysis systems (Crowder & Morton, I969; Murdock & 

Walker, I969; Neisser, I967). Such theories argue that the recency 

effect of auditory presentation over visual presentation is provided 

by a pre-perceptual sensory store.

One recent theory of the nature of the auditory recency effect 

has some interesting implication for the vocalisation of aurally pre­

sented material. In a series of papers, Crowder & Morton (Crowder, I969, 

I97O; Crowder & Morton, 1969; Morton, 1970; Morton & Holloway, 1970) 

describe a precategorical acoustic storage v/hich is similar enough to 

the auditory sensory memory described in Chapter I as not to require 

further amplification. Aurally presented material which is held in 

this store for approximately 2 seconds can be knocked out by the aud­

itory presentation of a redundant stimulus suffix, but this suffix 

effect only occurs when there is a physical match between the voice 

delivering the stimulus and the voice delivering the redundant suffix
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element. Most of the authors’ work has stemmed from a similar observ­

ation that a response suffix - i.e. recalling a redundant element 

before the memory task - does not disrupt the pre-categorical acousiic 

storage because, presumably, the voice of the subject can be treated 

separately from the voice of the experimenter. However, most of these 

studies are difficult to interpret in view of the variable delays be­

fore subjects vocalise the response prefix. At times, too, Crowder & 

Morton’s model is confusing. Thus, although the store is pre-categor- 

ical it must be post-attentional for any ’’atténuation" or "blocking" 

of the different voice from access to the acoustic store to occur. 

(Crowder & Morton, 1969, P* 370, p. 372). Additionally, Murdock 

(1967b) has claimed that the advantages of auditory presentation over 

visual presentation are to be found when an auditory probe is given 

for the item to be recalled. Murdock’s experiment would not seem con­

sistent with the stimulus suffix data. To be sure, some methodological 

points may provide room for manoeuvre, but such apparently contra­

dictory data should be borne in mind when assessing Crowder & Morton’s 

work.

One possible explanation of the inability of subjects to ignore 

a redundant stimulus suffix, when it is presented in the same voice 

as the stimulus, is that the "blocking" of elements presented in a 

different voice does not in any meaningful sense reflect a control 

process of the subject. It may be that different material enters diff­

erent stores so that there may be at least two pre-categorical 

acoustic stores. In such experiments as those reported by Crowder 

& Morton, only one of these stores would receive attention for pro­

cessing.
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In somewhat different circumstances there may exist evidence 

for independent acoustic stores. The early work of Cherry (1933) and 

of Moray (1939) suggested that non-attended auditory stimuli are not 

remembered at all. However, the attentional filter model which pre­

dicted such an effect has since been shown to be inadequate and, 

further, subjects can remember material presented to an unattended 

channel (Treisman, 1964 a,b,c). The work of Treisman would seem very 

relevant to the discussion of Crowder & Morton's results above, since 

subjects were performing a shadowing task (see Chapter I) and this in­

volved presenting "different" auditory stimuli spoken by the same 

voice to the two ears. Crowder & Morton's model would seem to pre­

dict that both inputs would enter the same pre-categorical acoustic 

storage and so disrupt each other. However, the shadowed channel is 

not affected by the auditory input into the other ear (Broadbent,

1938). Crowder & Morton's model would, therefore, need to predict 

that the non-attended channel is "blocked" (Crowder & Morton, I969). 

Again, such is not the case. Although there are a number of studies 

demonstrating that non-attended material does enter some kind of 

memory (Eriksen & Johnson, 1964; Norman, 1969b; Treisman, 1964a,b,c) 

some recent and compelling evidence has been offered by Glucksberg & 

Cowen (1970),

Glucksberg & Cowen (1970) demonstrated that digits presented 

amid non-attended verbal material were remembered but that recall per­

formance decreased from 0-3 seconds dovm to approximately correct 

detections in a negatively accelerated fashion. In addition to this 

cued detection rate which was obtained for various time lags after 

the digit stimuli, subjects were asked to report "whenever it appear­

ed likely that a digit occurred" and this subjects were able to do at 

a correct detection rate of 3̂ . This condition provided a baseline 

of the number of unattended stimuli which were noticed by subjects.
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Thus, it can be concluded that the Glucksberg & Cowen work shows 

total forgetting of unattended material after 5 seconds. Interesting­

ly, the forgetting curve after 3 seconds remains at approximately 3^ 

for a further 10 seconds showing the longer duration of attended 

stimuli. The main point of this experiment and similar studies is 

that unattended material may be retained for some time and apparently 

without any cost to the attended material.

Further support for the hypothesis that 2 auditory stimuli 

which differ in some way could be stored in an independent fashion 

may be provided by the work of Wickens, Born & Allen (1963) who show­

ed a release from proactive inhibition with a change in the immediate 

memory task from digit strings to letter strings. This might be in­

terpreted in terms of a change in memory stores used. However, it is 

clear that in this study the inhibitory effects on performance of 

similar kinds of material being presented over a number of trials 

cannot be readily reconciled with a view that immediate memory tasks 

measure output from a rehearsal buffer alone, nor with a view that 

the basis for categorisation of material for placement in different 

stores occurs at an early stage of processing. The Wickens, Bom & 

Allen study must, therefore, be considered as showing perseveration 

of long-term memory material in a short-term memory task. This is of 

no embarrassment to the "two storage mechanisms" models if proactive 

inhibition effects do not occur on terminal items of long sequences. 

Unfortunately, the relevant data would not seem available.

The work of Bower & Winzenz (1969) is also relevant to the 

present argument since the authors suggest that, in their study of 

the Hebb effect, material which was regrouped when repeated on later 

trials was stored as a separate memory trace from the digit string 

initially presented and thus failed to add any additional strength
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this study was concerned places the separate stores at a somewhat 

different level than the pre-categorical acoustic storage discussed 

earlier.

In principle it would not seem unreasonable to suppose that 

different material may he stored and processed differently, but the 

lack of references to such a phenomenon suggests that if it does 

occur it may do so only under restricted circumstances. All of the 

studies cited above, which might be considered to have possibly demon­

strated independent storing of different material, have used auditory 

presentation. It is of particular interest to note that one experi­

ment reported by Bower & Winzenz (1969) used a visual presentation 

of a changed group digit string and found the typical Hebb effect.

In this experiment it would seem that subjects may have recoded the 

visual sequence such that the group structure of the recoded string 

corresponded with that of the initial digit string. This would imply 

that recoding may be less likely to occur with auditory presentation 

than visual presentation, A somewhat similar argument has been made 

by others. Corballis (I966), Corballis & Loveless (196?) and Sherman 

& Turvey (I969) have argued that rehearsal is less likely to take 

place with auditory presentation than with visual. However, the basis 

for the view would seem to be only that auditory presented sequences 

may show less primacy than visually presented sequences.

Returning to the effects of vocalisation at presentation, as 

stated earlier, almost all the studies of this have used vocalisation 

to visually presented sequences. However, two experiments have been 

reported which have shown poorer recall with vocalisation to aurally 

presented sequences (Mackworth, 1964; Murdock, I966), Mackworth (1964) 

used ordered recall and Murdock (1966) used a paired-associate task
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with the probe recall technique - thus requiring subjects to remember 

order information to the same degree as -in Mackworth's experiment#

Experiment V cast some light on the effects of vocalising to 

aurally presented material by showing that this condition leads to a 

large loss of order information. Scoring the data from such an experi­

ment to a free recall criterion shows no difference between the immed­

iate recall of vocalised aurally presented material (Experiment V) 

and silently monitored aurally presented material (Experiment IV). An 

additional finding is that a rehearsal opportunity before the recall 

of vocalised aurally presented sequences leads to a considerable im­

provement in performance.

The hypothesis that auditory messages differing in some way 

may be stored separately may be relevant to this reminiscence effect. 

If the auditory stimulus were stored separately from the vocalised 

response made by the subject, then immediate recall might be complic­

ated by the fact that effectively twice as many items had been "pre­

sented" as in a non-vocalised sequence. This would affect both the 

ability of subjects to recall the items and the order of the items. 

However, since meaningful words were used as the memory task, this 

argument would seem unlikely in recommending a pre-categorical or at 

least phonemic coding. Although this interpretation was rejected in 

Chapter IV, some recent studies have suggested that when rehearsal 

is made difficult (as was most certainly the case in Experiment V), 

then material may be coded at a phonemic level rather than a semantic 

one (Baddeley & Levy, 1971; Eagle & Ortoff, 1967; Gruneberg & Sykes, 

1969). If this were the case, then post-presentation rehearsal 

might be expected to allow some recoding of the stored information. 

Such recoding could serve to reduce the material stored by combining 

the 2 separate acoustic representations of the presented stimuli
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into one meaningful item, but possibly fail to offer any gain in 

stability since such post-presentation recoding may require the use 

of the rehearsal buffer and the final outcome might be equivalent to 

that found in the immediate recall of unvocalised sequences. Examin­

ation of the stability of information in Experiment IV suggests that 

such might be the case. Tlie effects of filled delay alone in Experiment 

IV led to a loss of ?8 items compared with the immediate recall condit­

ion whereas in Experiment V pure delay plus filled delay produced 83 

items less than the pure delay alone condition.

Such an interpretation as that outlined above is not a complete 

explanation of the results of Experiment V, but the number of points 

which might be discussed is so great that discussion is best limited 

to those aspects of the study which promise to repay further investig­

ation. Perhaps one outstanding problem of the separate stores for 

different auditory material hypothesis is that it fails to account for 

the lack of any great forgetting due to filled delay alone in Experi­

ment V. The recall scores for filled delay alone and for pure delay 

plus filled delay conditions were very similar in both the data marked 

to the ordered recall criterion {2G% and ZJP/o respectively) and that 

marked to the free recall criterion in both cases).

Possibly the best explanation of this finding is that a certain 

amount of information is almost always transferred to a stable long­

term memory during presentation. This may be a slight contradiction to 

the earlier argument that vocalisation to aurally presented sequences 

results in phonemic coding. However, the existence of stable inform­

ation at all serial positions is apparent in the results of Chapter 

IV (see Appendix 0 and seq.)- Even the last group of items in immed­

iate recall is apparently not entirely contained in a transitory 

buffer store (see Experiment VI). It would seem likely that there
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exists a certain amount of stabilised information in all the experi­

ments of the preceding chapter, in addition to which a varying amount 

of unstable information may be held. In Experiment V most of this un­

stable information may be of the phonemic kind described earlier.

This discussion would seem to question some of the assumptions 

made concerning the hypothesis of two-storage mechanisms in free re­

call. The main point is that the experiments of Chapter IV do not 

support the assumption that terminal items are held in short-term 

memory alone. The finding that an interpolated task before recall re­

duces the recency effect to the asymptote of the serial position 

curve of immediate free recall is not a new one (e.g. Glanzer & Cunltz, 

1966; Postman & Phillips, 1963)* Also, this finding is not an em­

barrassment to the model of Atkinson & Shiffrin (I968) since these 

authors argue that an interpolated task, presented after the last 

presented items, knocks information out of the buffer store in the 

same manner as items do during presentation of the to-be-remembered 

sequence. Thus, the duration of material in the buffer store is the 

same for terminal items as for earlier ones.

The problem with this interpretation is that if the length of 

residence in the rehearsal buffer is the main parameter of the trans­

fer rate to long-term memory, then the post-presentation rehearsal 

should lead to all of the information in the rehearsal buffer being 

transferred to long-term memory. Since the transfer rate to long­

term memory during post-presentation rehearsal appears to be approx.

1 /3 of that during the presentation of the material, it would seem 

that the presentation of new information may involve more transfer 

to long-term memory than does the retention of old information. Per­

haps the critical difference between these two transfer rates lies 

in the recognition of new information.
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It would seem sensible to postulate some naming system between 

pre-categorical acoustic storage (i.e. the auditory sensory buffer) 

and the rehearsal buffer of short-term memory. This would not mean 

that subjects cannot respond to an auditory stimulus by simply re­

peating the sound, but that short-term memory will ordinarily repres­

ent a translation of the stimulus into an auditory representation 

from the subject’s own naming system (see Experiment V, Conrad, 1964; 

Sperling, I963, etc.) Such a view would explain why the short-term 

memory component of the serial position curve of immediate free re­

call is not dependent on the number of phonemes or syllables in a word 

but is limited to a fixed number of words (Craik, I968 and possibly 

Murdock, I96I, if the latter study measured short-term memory alone). 

Thus, short-term memory may be described as post-recognitional. The 

level of recognition taking place would seem open to question. It 

would seem that it is such that it cannot allow semantic features of 

the presented material to be incorporated into the information em­

braced by the rehearsal buffer since semantic and associative features 

do not affect the last few items presented (Craik & Levy, 1970;

Glanzer & Schwartz, 1971; Kintsch & Bushke, I969), Probably, short­

term memory ordinarily contains information recalled from long-term 

memory in the form of an acoustic-type translation of the presented 

message. Since the stimulus may be usually matched against long­

term memory, it would seem feasible that this naming system allows 

long-term coding of material during presentation. If this were the 

case, then the recency effect should be less disrupted when the pre­

sented material is of high meaningfulness since it would contain a 

larger long-term memory component.
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Glanzer & Schwartz (1971) have recently presented evidence in line 

with this view,

A  r e c e n t  s t u d y  b y  S h u l m a n  ( 1 9 7 0 )  g i v e s  s u p p o r t  t o  t h e  r e c o g ­

n i t i o n  m o d e l  d e s c r i b e d  a b o v e  a n d  r e p o r t s  r e s u l t s  v ^ i c h  w o u l d  s e e m  

q u i t e  i n c o n s i s t e n t  w i t h  t h e  a s s u m p t i o n s  o f  t h e  r e c e n t  t w o - s t o r a g e  

m e c h a n i s m s  m o d e l  o u t l i n e d  e a r l i e r ,  S h u l m a n  p r e s e n t e d  l i s t s  o f  1 0  

w o r d s  t o  s u b j e c t s  a n d  g a v e  t h e m  i n s t r u c t i o n s  t o  e x p e c t  a  t e s t  w o r d  

a t  t h e  e n d  o f  e a c h  t r i a l .  T h i s  p r o b e  w o r d  r e q u i r e d  t h e i r  j u d g e m e n t  

a s  t o  w h e t h e r  i t  w a s  i d e n t i c a l  t o  a  w o r d  p r e s e n t e d  i n  t h e  t r i a l ,  o r  

a  s y n o n y m  o r  a  h o m o n y m  o f  s u c h  a  w o r d .  T h e  n u m b e r  o f  c o r r e c t  d e t e c t ­

i o n s  m a d e  f o r  e a c h  p r o b e  w a s  v e r y  s i m i l a r  f o r  t h e  i d e n t i c a l  w o r d  a n d  

t h e  h o m o n y m  w o r d  p r o b e s  b u t  m u c h  l o w e r  f o r  t h e  s y n o n y m  p r o b e .  T h i s  

w a s  t h e  c a s e  a t  a l l  s e r i a l  p o s i t i o n s .  F u r t h e r ,  a l l  t h r e e  c o r r e c t  

d e t e c t i o n  s e r i a l  p o s i t i o n  c u r v e s  s h o w e d  m a r k e d  r e c e n c y  e f f e c t s .  T h i s  

i n  i t s e l f  w o u l d  i n d i c a t e  t h a t  t h e  r e c e n c y  e f f e c t  i s  n o t  m a d e  u p  o f  

a n  a c o u s t i c  s h o r t - t e r m  m e m o r y  c o m p o n e n t  a n d  a  s e m a n t i c  l o n g - t e r m  

m e m o r y  c o m p o n e n t .  H o w e v e r ,  S h u l m a n  a l s o  c o l l e c t e d  d a t a  o n  r e a c t i o n  

t i m e s .  R e a c t i o n  t i m e s  a r e  s h o r t e r  i n  r e c a l l i n g  i n f o r m a t i o n  f r o m  

s h o r t - t e r m  m e m o r y  t h a n  r e c a l l i n g  i n f o r m a t i o n  f r o m  l o n g - t e r m  m e m o r y  

( W a u g h ,  1970) ,  s o  t h a t  t h i s  d a t a  a l l o w s  s o m e  c h e c k  o n  t h e  p r o b a b i l i t y  

t h a t  i n f o r m a t i o n  w a s  n o t  r e c a l l e d  f r o m  s h o r t - t e r m  m e m o r y  w h e n  t h e  

s y n o n y m  p r o b e  w a s  u s e d .  R e a c t i o n  t i m e s  w e r e  s h o r t e r  f o r  l a t e  p r e ­

s e n t e d  i t e m s  w i t h  a l l  t h r e e  p r o b e s .  T h i s  w o u l d  s e e m  a d d i t i o n a l  e v i d ­

e n c e  a i g a i n s t  a  s e p a r a t e  a n d  e x c l u s i v e l y  a c o u s t i c  c o d i n g  o f  t e r m i n a l  

i t e m s .  U n f o r t u n a t e l y ,  S h u l m a n  d o e s  n o t  r e l a t e  h i s  w o r k  t o  t h e  m a s s  

o f  s t u d i e s  w h i c h  d e m o n s t r a t e  d i f f e r e n t  c o d i n g  m e t h o d s  o v e r  t h e  

s e r i a l  p o s i t i o n  c u r v e .  H o w e v e r ,  i n  v i e w  o f  t h e  i m p o r t a n c e  o f  

S h u l m a n ' s  w o r k ,  s o m e  a t t e m p t  w i l l  b e  m a d e  t o  e x a m i n e  t h i s  i n  t h e  

f o l l o w i n g  c h a p t e r .
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The recognition model outlined 

above helps to give meaning to the results of chapter IV. The numer­

ous observations that the primacy effect is due to cumulative re­

hearsal of material (e.g. Corballis, 1969; Fischler, Rundus &

Atkinson, 1970; Rundus & Atkinson, 1970; Thurm & Glanzer, 1971) may 

be a misinterpretation of the processes operating during the present­

ation of a sequence. If long-term memory coding occurs through the 

naming process and slow presentation rates allow this naming process 

to proceed to a finer semantic/associative level of analysis, then 

it would follow that anything which restricts the amount of time sub­

jects can allocate to this naming system would result in fewer di­

mensions for retrieval and so lead to poorer recall(cf. Brown & Mc­

Neill, 1966). Reducing interstimulus intervals would be one method 

of reducing the primacy effect (e.g. Bushke & Lim, 1967; Jahnke,

1968; Norman, I966). One other method would be attempting to carry a 

large number of items in the rehearsal buffer. Viewed in this way it 

is apparent that cumulative rehearsal will result in a steady in­

crease in the size of the rehearsal buffer until the interstimulus 

interval is filled with simply recognising each new item and adding 

this to the rehearsal buffer. It may be noted that the rehearsal of 

items during presentation would not seem to serve much purpose and 

may be a consequence of the current availability of items which sub­

jects are irrationally afraid of losing. However, it may allow some 

coding of order information by aiding recency judgements and some 

associations to be formed between items, thus aiding the retention 

of both order and item information.

If this radical reinterpretation of the primacy effect is 

accepted, then it becomes apparent that maintaining items in the re­

hearsal buffer is not a particularly advantageous method of leamiig 

material. Also, it would explain why post-presentation rehearsal
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fails to add as much information to long-term memory as would be ex­

pected from the degree of information transfer during the presentation 

of material. Possibly, as Brown (1938) has suggested, the strengthen­

ing of material during post-presentation rehearsal may be in terms of 

some subjective reorganisation of the material (cf. Sanders, I96I),

It would seem very likely from subjects' reports that the post­

presentation rehearsal led to the selection of just one or two items 

for special attention because of some apparent associative potential. 

Processing of information according to such a criterion should lead 

to random strengthening of items in terms of serial position within 

the terminal group and a great loss of order information. This was 

demonstrated in the experiments of the preceding chapter,

Tlie model outlined above carries many interesting predictions 

and receives a certain amount of support from various empirical 

studies. Since no further experiments are to be reported, fuller 

discussion of this model will be presented in the following chapter 

where recommendations and suggestions for future research are des­
cribed.

Conclusions to the present chapter are presented in the 

summing up below.

Conclusions and Summary

The time period embraced by the research reported in the previous 

chapter produced a considerable amount of research relevant to the 

hypothesis that immediate free recall reflects both long-term and 

short-term memory. There is now much evidence that the recency 

effect of immediate free recall displays characteristics of short­

term memory and all earlier presented items show themselves vtOLnersble 

to effects traditionally associated v/ith long-term memory. Despite
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the popularity of models which postulate a short-term memory rehearsal 

buffer allowing the entry of material to long-term memory (Atkinson & 

Shiffrin, I968; Craik, 1971; Waugh & Norman, 1963), tests of this 

model have not extended to examining the effects of post-presentation 

rehearsal. If the rehearsal buffer served an important function for 

learning, then it would be expected that post-presentation rehearsal 

should allow material held in the buffer to be transferred to long­

term memory. The results of Chapter IV all demonstrated an improvement 

in the stability of terminal items following post-presentation re­

hearsal, but the increase in stability per unit time was considerably 

less than that occurring during the presentation of the to-be-remembered 

sequence. This observation and the fact that short-term memory would 

appear to be post-recognitional suggests that material may enter long­

term memory during presentation. This entry could be made by matching 

the stimulus input against long-term memory and retrieving the sound 

of that item for entry into the rehearsal buffer. The rehearsal buffer 

may operate to reduce recall in so far as it takes up time in the 

interstimulus interval. The primacy effect would be seen as arising 

from the increasing size of the rehearsal buffer as the sequence pro­

gresses.

Under certain conditions involving the auditory presentation 

of material and limited opportunity for processing, it was suggested 

that different auditory messages may be stored separately. This may 

have occurred in Experiment V where subjects were required to vocal­

ise to aurally presented material. Earlier studies showing this pro­

cedure to reduce recall ignore the fact that this procedure only 

reduces order information and does not lower performance on the 

number of items recalled. Indeed, vocalisation to the auditory stim­

uli led to a marked improvement in the number of items recalled when
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subjects were allowed a rehearsal opportunity before attempting re­

call. It was suggested that this rehearsal opportunity may have 

allowed the combining of two separate traces for the auditory stim­

ulus and the vocalised response.

Examination of the full serial position curves did not provide 

much additional information relevant to the problems of the preceding 

chapter. However, the serial position curves did suggest that order 

information is not located at certain anchor points and thus gave 

credence to the view that a variety of cues are available for the know­

ledge of order information.

The following chapter will extend discussion to the work 

covered in the earlier chapters and suggest some research priorities 

for the future.
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CHAPTER VI 

Retrospect and Prospect

In the introductory chapter it was suggested that the most strik­

ing characteristic of short-term memory is that it appears to be sus­

tained by rehearsal so that even when material is presented visually, 

memory errors are acoustically related to the forgotten stimulus.

The research reported in the succeeding chapters examined the basis 

for this argument and some possible effects of rehearsal. The pur­

pose of the present chapter is not to summarise this work since 

summaries are presented at the end of each chapter, but rather to 

suggest the kind of research which would seem the most promising as 

a follow-up to this work. However, a general summary is given at 

the end of this chapter.

Chapter 11 described some analyses conducted on the listening 

error matrix and the memory error matrix for letters of the alphabet, 

reported by Conrad (1964). Perhaps the most important finding to 

emerge was that while the correlation between the two error mat­

rices is very high (r̂  = .64), when the correct detection rate 

(intelligibility) is calculated for each of the two matrices and 

■■correlated, no relationship - is demonstrated (r̂  = -.08). It was 

concluded that the concept of acoustic confusability does not allow 

prediction of which letters will be remembered in short-term memory 

but only of which items will be given as responses when forgetting 

occurs. A number of points concerning this finding require further 

discussion.
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It has recently been pointed out by Sperling & Speelman (1970, 

p. 183) that Conrad's listening error matrix is not an adequate pre­

dictor of acoustic confusions in short-term memory: "Because the 

spectrum of speech itself is not flat - it is deficient in high fre­

quencies - a masking noise with a flat frequency spectrum selectively 

destroys speech discriminations based on high frequencies (e.g. 2nd 

and 3rd formants) and leaves discriminations based on low frequencies 

(e.g. on the 1st formant) relatively intact. In memory tasks, sub­

jects make both kinds of confusions,^which implies that the spectrum 

of memory noise approximates to the spectrum of speech. Differences 

observed between errors made in listening and in memory tasks 

(Conrad, 1964) can be explained by the arbitrary selection of the 

flat-noise stimulus to produce the listening errors."

This would seem an excellent point but whether it would offer 

a complete explanation of the discrepancy between intelligibility in 

memory and intelligibility in listening must await further research. 

Examination of the Miller & Nicely (1955) data on listening errors 

by different noise bandwidths shows that the spectrum of masking 

noise used is indeed important for intelligibility. However, it 

would seem to affect the distribution of perceptual confusions to a 

similar extent. Further research would no doubt gain from a fine 

grained approach along the lines of distinctive feature analysis 

(Jacobson & Halle, 1956; Miller & Nicely, 1955; Wickelgren, 1965b,

1966 a, b) since there is some evidence in Miller & Nicely's own 

work that different bandwidths of masking noise may selectively 

impair certain distinctive features.
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A second point concerning Conrad's (1964) data on memory errors 

is that this work was carried out without awareness that only the 

last few items of a presented sequence are likely to remain in short­

term memory at the time of attempted recall. Given the short-term 

memory component limits reported in the preceding chapter of approx­

imately 3 items, it would seem that half of the recalled sequence in 

Conrad's memory task should have reflected output from long-term 

memory. Since subjects were allowed written recall, it would seem 

possible that terminal items would be recalled first (see Chapter IV) 

so that most of the errors mailing up the memory error matrix should 

be provided by early presented items which cannot be retrieved from 

long-term memory. Current buffer store models as reviewed by Craik 

(1971) face embarrassment on two fronts by Conrad's results. First 

of all buffer store models which view the rehearsal buffer as con­

taining items which are knocked out by later presented items (e.g. 

Atkinson & Shiffrin, I968; V/augh & Norman, I963) would predict for­

getting as all or none in short-term memory and so could not handle 

systematic errors in short-term memory. Secondly, if acoustic con­

fusions occur in long-term memory, then some contradiction is implied 

since long-term memory is putatively free of such effects (see Chapter 

V). It would be useful for this debate to have data on the incidence 

of acoustic confusions at various serial positions in Conrad's task.

Such memory studies as Conrad's raise an additional point 

relevant to the "two storage mechanisms" model. It is apparent from 

introspective observations and subjects' reports that we are able to 

rehearse six or seven items without great difficulty so that the 

limits placed on the size of the rehearsal buffer of approximately 

3 items are somewhat puzzling. It would seem that the rehearsal 

buffer must include material which is in long-term memory.
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Possibly other interpretations are feasible but these points 

would seem to support the model described in the preceding chapter 

of the rehearsal buffer being post-recognitional and based on inform­

ation retrieval from long-term memory. This model allows material 

drawn from long-term memory to be acoustic in nature and so would 

not be embarrassed by the data of Conrad (1964). It must also allow 

for failure to retrieve from long-term memory and since forgetting 

increases with the number of items interpolated before recall (Waugh 

& Norman, I965) this forgetting rate should be such as to explain 

forgetting in short-term memory*

Some evidence has already been presented against the view that 

short-term memory has as its main function the provision of a buffer 

store to feed in material to long-term memory at a regular rate since, 

if this were the case, post-presentation rehearsal should be more 

efficient at stabilising information than it is. Also, the observ­

ation that short-term memory is not limited to the number of phonemes 

presented (Craik, I968; Murdock, I96I) but rather the number of mean­

ingful units suggests that short-term memory has other functions.

The main value and use of short-term memory would seem to be in the 

processing of redundant verbal material (i.e. speech) since this is 

the most common verbal activity, A buffer store would be of ad­

vantage in allowing some limited processing as an aid to prediction 

or the perception of redundancy in messages so that concepts could 

be stored. Rehearsal of material in short-term memory would allow a 

rapid recirculating of information without committing the subject to 

any method of analysis.
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T h e  " w h a t - d i d - y o u - s a y ? "  p h e n o m e n o n  m i g h t  b e  s e e n  a s  a  b r e a k d o w n  i n  

t h e  n o r m a l  f u n c t i o n i n g  o f  s h o r t - t e r m  m e m o r y  b e c a u s e  m a t e r i a l  i s  n o t  

f u l l y  a t t e n d e d  t o .  I n  m a n y  r e s p e c t s  s h o r t - t e r m  m e m o r y  m a y  t h e n  b e  

v i e w e d  a s  a  w o r k i n g  m e m o r y  f o r  c o n c e p t  f o r m a t i o n  a n d  p r o b l e m  s o l v i n g  

( H u n t e r ,  1 9 6 4 ;  P o s n e r ,  1 9 6 ? )  r a t h e r  t h a n  a  m e c h a n i s m  f o r  r o t e  l e a r n ­

i n g .

T h e  d a t a  o f  J S h u l m a n  ( 1 9 7 0 ) ,  d i s c u s s e d  i n  t h e  p r e v i o u s  c h a p t e r ,  

a r e  p a r t i c u l a r l y  i n t r i g u i n g  f o r  t h i s  v i e w  i n  t h a t  S h u l m a n  d e m o n ­

s t r a t e d  s e m a n t i c  a n d  a c o u s t i c  c o d i n g  a t  a l l  s e r i a l  p o s i t i o n s  o f  a  

t e n  i t e m  s e q u e n c e .  I t  i s  p o s s i b l e  t h a t  t h i s  s t u d y  d e m o n s t r a t e s  t h a t  

s u b j e c t s  c a n  b e  f l e x i b l e  i n  t h e i r  c o d i n g  m e t h o d s .  I t  w o u l d  b e  o f  i n ­

t e r e s t  t o  k n o w ,  t h e r e f o r e ,  w h e t h e r  t h e  t w o - d i m e n s i o n a l  c o d i n g  o f  

w o r d s  i n  S h u l m a n ’ s  e x p e r i m e n t  l e a d s  t o  a n y  d e c r e m e n t  i n  p e r f o r m a n c e  

c o m p a r e d  w i t h  a  c o d i n g  s y s t e m  w h i c h  s u b j e c t s  g e n e r a t e  f o r  t h e m s e l v e s .

A n  a d d i t i o n a l  p o i n t  i s  t h a t  S h u l m a n ' s  d a t a  s h o w  v e r y  l i t t l e  i n d i c ­

a t i o n  o f  a n y  p r i m a r y  e f f e c t s  a n d  t h e  r e a s o n  f o r  t h i s  i s  n o t  c l e a r .

P r o b e  r e c a l l  s t u d i e s  t y p i c a l l y  s h o w  a n  a b s e n c e  o f  a n y  p r i m a c y  e f f e c t s  

b u t  t h i s  i s  u s u a l l y  a c c o u n t e d  f o r  b y  t h e  l e n g t h  o f  t h e  s e q u e n c e s  i n ­

v o l v e d  ( A t k i n s o n  &  S h i f f r i n ,  I 968)  a l t h o u g h  c r i t e r i o n  c h a n g e s  m a y  b e  

i m p o r t a n t  ( M u r d o c k ,  I 968) .  I n  t h i s  c a s e  o n l y  1 0  i t e m s  w e r e  p r e s e n t ­

e d .  P o s s i b l y ,  t h i s  r e f l e c t s  s o m e  a t t e m p t  b y  t h e  s u b j e c t s  t o  f o c u s  

a t t e n t i o n  o n  w o r d  s o u n d s  r a t h e r  t h a n  m e a n i n g s  a n d  o n  l a t e  p r e s e n t e d  

w o r d s  i n  t h e  e x p e c t a t i o n  o f  m a x i m i s i n g  p e r f o r m a n c e  i n  t h e  p r o b e  r e ­

c a l l .

I t  w o u l d  b e  e x p e c t e d  o n  t h e  r e c o g n i t i o n  m o d e l  d e s c r i b e d  e a r l i e r  

t h a t  t h e  p r i m a c y  e f f e c t  r e f l e c t s  t h e  l a c k  o f  c u m u l a t i v e  r e h e a r s a l  

d u r i n g  p r e s e n t a t i o n  o f  e a r l y  i t e m s  a n d  t h i s  a l l o w s  t h e  n a m i n g  s y s t e m  

t o  p r o c e e d  t o  a  m o r e  d e t a i l e d  s e m a n t i c  a n a l y s i s .  T h i s  h y p o t h e s i s  

c o u l d  b e  t e s t e d  b y  a p p l y i n g  S h u l m a n ' s  t e c h n i q u e  t o  w o r d  l i s t s  v h i c h
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s h o w  a  p r i m a c y  e f f e c t  f o r  t h e  r e c o g n i t i o n  o f  i d e n t i c a l  w o r d s #  T h e  

e x p e c t e d  r e s u l t s  w o u l d  b e  t h a t  a  s y n o n y m  p r o b e  w o u l d  s h o w  a  p r i m a c y  

e f f e c t  w h e r e a s  a  h o m o n y m  p r o b e  w o u l d  n o t ,  b u t  f o r  a l l  o t h e r  s e r i a l  

p o s i t i o n s  t h e  c u r v e s  w o u l d  b e  p a r a l l e l .  A  p r i m a c y  e f f e c t  w o u l d  s e e m  

r e a d i l y  i n t r o d u c e d  b y  s i m p l y  b i a s s i n g  t h e  p r o b e  i t e m  i n  f a v o u r  o f  r e ­

c a l l  o f  e a r l y  p o s i t i o n s .

T h e  a c c e p t a n c e  o f  S h u l m a n * s  r e s u l t  a s  b e i n g  r e l i a b l e  f o r  

s h o r t - t e r m  m e m o r y  i s  b a s e d  o n  a n  a s s u m p t i o n  t h a t  n o  o t h e r  t e c h n i q u e s  

h a v e  a d e q u a t e l y  m e a s u r e d  t h e  s e m a n t i c  a n d  a c o u s t i c  c o m p o n e n t s  o f  m e m ­

o r y .  H o w e v e r , S h u l m a n * s  w o r k  w o u l d  b e  m o r e  c o n v i n c i n g  i f  i t  w e r e  

d e m o n s t r a t e d  f o r  e x a m p l e  t h a t  s y n o n y m  p r o b e s  f o r  h i g h  m e a n i n g f u l  w o r d  

l i s t s  p r o d u c e d  m o r e  c o r r e c t  d e t e c t i o n s  t h a n  l o w  m e a n i n g f u l  w o r d  l i s t s .

A s  s t a t e d  e a r l i e r ,  t h e r e  i s  s o m e  e v i d e n c e  t h a t  t h e  r e c e n c y  

e f f e c t  c o n t a i n s  i t e m s  w h i c h  h a v e  b e e n  r e c o g n i s e d  b y  m a t c h i n g  a g a i n s t  

l o n g - t e r m  m e m o r y .  A d d i t i o n a l l y ,  i t  m a y  b e  t h e  c a s e  t h a t  m e m o r y  f o r  

i t e m s  b e y o n d  t h e  p r i m a c y  e f f e c t  i s  b a s e d  u p o n  p r e d o m i n a n t l y  a c o u s t i c  

t y p e  c o d i n g  ( a s  S h u l m a n * s  w o r k  s u g g e s t e d ) .  T h u s ,  t h e  r e c e n c y  e f f e c t  

w o u l d  b e  p r o v i d e d  b y  r e c a l l  o f  i t e m  s o u n d s  a n d  i f  t h e s e  f a i l  i t  m u s t  

b e  a s s u m e d  t h a t  t h e  a m o u n t  o f  s e m a n t i c  i n f o r m a t i o n  m u s t  b e  s i m i l a r l y  

r e d u c e d .  O b s e r v a t i o n s  t h a t  t e r m i n a l  i t e m s  a r e  d i f f e r e n t i a l l y  a f f e c t ­

e d  b y  c e r t a i n  v a r i a b l e s  t o  e a r l i e r  i t e m s  m a y  b e  l e s s  d i f f i c u l t  t o  i n ­

t e g r a t e  w i t h  S h u l m a n * s  d a t a  a n d  t h e  r e c o g n i t i o n  m o d e l  d e s c r i b e d  t h a n  

i t  w o u l d  a p p e a r  a t  f i r s t  s i g h t .

T h e  a c o u s t i c  c o n f u s i o n  e f f e c t  i n  s h o r t - t e r m  m e m o r y  ( s e e  C h a p t e r  

I )  m a y  b e  a  l e s s  r e l i a b l e  m e a s u r e  o f  t h e  l a c k  o f  s e m a n t i c  c o d i n g  t h a n  

i s  c o m m o n l y  s u p p o s e d  ( e . g .  N o r m a n ,  1 9 6 9 a ) .  V A i e n  s u b j e c t s  a r e  n o t  r e ­

q u i r e d  t o  r e t a i n  t h e  o r d e r  i n  w h i c h  i t e m s  a r e  p r e s e n t e d ,  a c o u s t i c  

s i m i l a r i t y  b e t w e e n  i t e m s  o f  t h e  p r e s e n t e d  s e q u e n c e  a p p e a r s  t o  h a v e
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e i t h e r  n o  e f f e c t  o r  m a y  e v e n  b e  m i l d l y  b e n e f i c i a l  ( C r a i k  &  L e v y ,

I 97O ;  W i c k e l g r e n ,  1 9 6 3 b ) .  A s  t h e  r e s e a r c h  o f  C h a p t e r  I V  s h o w s ,  t e r m ­

i n a l  i t e m s  a r e  r e m e m b e r e d  i n  t h e  c o r r e c t  o r d e r  i n  i m m e d i a t e  r e c a l l  

b e t t e r  t h a n  e a r l i e r  i t e m s .  A p p a r e n t l y ,  i n  t h i s  r e s p e c t  a t  l e a s t ,  

a c o u s t i c a l l y  s i m i l a r  m a t e r i a l  p r o d u c e s  e f f e c t s  i n  s h o r t - t e r m  m e m o r y  

a k i n  t o  t h o s e  o f  v o c a l i s a t i o n - a t - p r e s e n t a t i o n  t o  a u r a l l y  p r e s e n t e d  

r e g u l a r  m a t e r i a l  ( s e e  C h a p t e r  I V ,  E x p e r i m e n t  V ) .  P o s s i b l y ,  t h e

m e c h a n i s m  i s  t h e  s a m e  i n  t h a t  t h e r e  i s  a n  o v e r l o a d  o f  r e t r i e v a l  c u e s

( B a d d e l e y ,  I968) w h e n  s u b j e c t s  a t t e m p t  t o  r e c a l l  e a c h  i t e m .  H o w e v e r ,

o n e  o t h e r  p o s s i b i l i t y  i s  t h a t  s u b j e c t s  d o  n o t  a t t e m p t  t o  r e h e a r s e

a c o u s t i c a l l y  s i m i l a r  i t e m s  i n  t h e  u s u a l  w a y  s o  t h a t  t h e  r e c e n c y  

e f f e c t  f o r  a c o u s t i c a l l y  s i m i l a r  i t e m s  w o u l d  n o t  b e  a  r e s u l t  o f  s e ­

q u e n t i a l  r e h e a r s a l  o f  t h e  l a s t  f e w  i t e m s .  T h e  t e c h n i q u e  o f  o b s e r v i n g  

r e h e a r s a l  p r o c e s s e s  d e s c r i b e d  b y  R u n d u s  &  A t k i n s o n  ( 1 9 7 0 )  s h o u l d  

p r o v e  u s e f u l  i n  i n v e s t i g a t i n g  t h i s  p r o b l e m .  H o w e v e r ,  R u n d u s  &

A t k i n s o n  d o  n o t  s t r e s s  t h e  i m p o r t a n t  p o i n t  t h a t  a l l  m e t h o d s  o f  m a k i n g  

r e h e a r s a l  o v e r t  m u s t  b e  v a l i d a t e d  v h e n  r e h e a r s a l  a n d  r e c a l l  p e r f o r m ­

a n c e  a r e  d e p e n d e n t  v a r i a b l e s ,  i n  t h a t  t h e  e f f e c t s  t h a t  s u c h  o v e r t  

r e h e a r s a l  m a y  h a v e  c a n n o t  b e  a s s u m e d  t o  p r o d u c e  e q u a l  e f f e c t s  f o r  

a l l  m e t h o d s  o f  p r e s e n t a t i o n ,  m a t e r i a l  a n d  r e c a l l  m e t h o d s .

O n e  o t h e r  r e s e a r c h  q u e s t i o n  c o n c e r n i n g  a c o u s t i c a l l y  s i m i l a r  

m a t e r i a l  i s  w h e t h e r  s u c h  m a t e r i a l  e n c o u r a g e s  a  g r e a t e r  d e g r e e  o f  

s e m a n t i c  c o d i n g  t h a n  r e g u l a r  m a t e r i a l .  I f  a c o u s t i c a l l y  s i m i l a r  m a t ­

e r i a l  i s  d i f f i c u l t  t o  r e h e a r s e  s e q u e n t i a l l y ,  t h e n  s u b j e c t s  m a y  s p e n d  

m o r e  t i m e  o n  t h e  s e m a n t i c  a s p e c t s  o f  e a c h  i t e m .  S h u l m a n ' s  ( 1 9 7 0 )  

t e c h n i q u e  w o u l d  a l l o w  e x a m i n a t i o n  o f  t h i s  q u e s t i o n .  O n e  f u r t h e r  

i s s u e  i s  t h a t  i f  s u b j e c t s  d o  n o t  s e q u e n t i a l l y  r e h e a r s e  a c o u s t i c a l l y  

s i m i l a r  m a t e r i a l ,  i t  m a y  b e  u n l i k e l y  t h a t  a n y  r e c e n c y  e f f e c t  w o u l d  

b e  a p p a r e n t  a f t e r  a  r e h e a r s a l  o p p o r t u n i t y  b e f o r e  r e c a l l .  I t  w o u l d
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b e  p r o f i t a b l e  t o  u s e  t h e  e x p e r i m e n t a l  d e s i g n  o f  C h a p t e r  I V  t o  e x a m i n e  

d i f f e r e n t  k i n d s  o f  m a t e r i a l  a f t e r  b o t h  f i l l e d  a n d  u n f i l l e d  d e l a y .

O n e  p o i n t  r e l a t i n g  t o  t h e  r e c e n c y  e f f e c t  a n d  t h e  k i n d  

o f  c o d i n g  o n  w h i c h  t h i s  i s  b a s e d  c o n c e r n s  t h e  f o r g e t t i n g  r a t e  f o r  

s e m a n t i c  a n d  a c o u s t i c  t y p e  i n f o r m a t i o n .  S h u l m a n ' s  m e t h o d o l o g y  m a y  

b e  a p p l i e d  i n  a  n u m b e r  o f  w a y s .  E m p h a s i s  o n  e i t h e r  k i n d  o f  i n f o r m ­

a t i o n  c o u l d  b e  e n c o u r a g e d  b y  t h e  s e l e c t i v e  u s e  o f  e i t h e r  h o m o n y m  o r  

s y n o n y m  p r o b e s  a n d  t h e  r e c e n c y  e f f e c t  e x a m i n e d  a t  v a r i o u s  t i m e  l a g s .

I t  w o u l d  s e e m  l i k e l y  t h a t  s e m a n t i c  i n f o r m a t i o n  i s  l o s t  a t  a  s i m i l a r  

r a t e  t o  a c o u s t i c  t y p e  i n f o r m a t i o n  ( S h u l m a n ,  1 9 7 0 )  s o  t h a t  s o m e  

s e r i o u s  q u e s t i o n i n g  o f  t h e  n a t u r e  o f  s h o r t - t e r m  m e m o r y  w o u l d  s e e m  t o  

b e  r e q u i r e d *

T h e  l e v e l  o f  s e m a n t i c  c o d i n g  i n  s h o r t - t e r m  m e m o r y  m a y  b e  fair­

l y  l o w  s i n c e  T u l v i n g  &  P a t t e r s o n  ( I 968)  h a v e  r e p o r t e d  t h a t  h i g h l y  r e ­

l a t e d  w o r d s  w h i c h  a r e  t r e a t e d  a s  o n e  c h u n k  i n  l o n g - t e r m  m e m o r y  a r e  

r e c a l l e d  a s  s e p a r a t e  u n i t s  i n  s h o r t - t e r m  m e m o r y *  T h i s  f i n d i n g  c o n ­

t r a s t s  w i t h  t h a t  o f  C r a i k  ( I 968)  w h o  f o u n d  s h o r t - t e r m  m e m o r y  f o r  w o r d s  

t o  b e  m o r e  o r  l e s s  i n v a r i a n t  w h e n  t h e  n u m b e r  o f  s y l l a b l e s  i n  t h e  w o r d s  

w a s  v a r i e d  f r o m  1  t o  4 *  T h e  d i f f e r e n c e  b e t w e e n  t h e s e  t w o  l e v e l s  o f  

a n a l y s i s  s u g g e s t s  s o m e  n i c e  d i s t i n c t i o n s  m a y  b e  m a d e  i n  s e m a n t i c  c o d i n g *  

R e s e a r c h  h a s  y e t  t o  d e f i n e  w h a t  p a r a m e t e r s  a r e  i n v o l v e d  i n  t h i s *
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rapidly stabilised or whether some forgetting is inevitable when ter­

minal items are neglected. This might be investigated by encourag­

ing subjects to use a long-term memory code before recalling termin­

al items. For example, words might be presented which had previous­

ly been part of a digit code such as "one is a bun, tv/o is a shoe" 

reported by Miller, Galanter & Pribram (I96O). If subjects were 

required to recall the digits associated with the presented words 

(i.e. recode terminal items by consulting the long-term store), then 

possibly the terminal items might become as resistant to forgetting 

as early presented items. It would also be of great interest to 

know whether the use of the rehearsal b iffer in this v;ay as a work­

ing memory would lead to any loss of items in the immediate recall 

situation. It may be noted parenthetically that .an unreported ex­

periment of the series in chapter IV examined the effects of requir­

ing subjects to vocalise free associates to each word as it was pre­

sented. This led to very poor recall at all serial positions. 

Unfortunately, the effects of pure (unfilled) delay were not examin­

ed so that little comparison was possible with experiment V of chap­

ter IV. Possibly, the effects of vocalising different words re­

duced any benefit which encouragement to code material semantically 

might provide, (Lindley I966).

To summarise briefly, the possibility of semantic coding in • 

short-term memory is a strong one and future research must be direct­

ed to assessing the level of coding which takes place and the effect 

of such coding on the size and the stability of the recency effect of 

immediate free recall.
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The earlier discussion of ac-̂ ufstic coding at serial positions be­

fore the recency effect is an issue which has not been entirely neg- 

lecte in that there have been a number of studies which have looked 

for evidence of acoustic coding in long-term memory (Baddeley 1966b, 

Bruce & Crowley 1970; Kintsch & Bushke 1969; Levy & Murdock I968). 

Unfortunately, although some evidence has been found in these exper­

iments for acoustic effects, there are few studies which have ad­

opted methodologies which could be sensitive enough to tease out the 

dominant retrieval methods used. The tip-of-the-tongue phenomenon 

studied by Brown & McNeill (1966) and the methodology of Shulman 

(1970) provide notable exceptions and both suggest that acoustic re­

trieval may be a dominant coding dimension.

Doubtlessly, the method of coding material will depend on the 

nature of the material. Individual letters of the alphabet have 

little meaning so that it is difficult to conceive of an equivalent 

system operating to that of recognising individual words. Despite 

this, the results of such people as Glanzer & Cunitz (I966) with 

word sequence ."3 are apparently replicable, using digit sequences (e.g. 

Ellis & binders 1969; Ellis & Hope I968; Bower & Winzenz I969).

It would seem that early presented digits achieve their stability by 

becoming grouped whereas the last few digits are not handled in this 

-way t Ryan I969 a,b) and are easily disrupted by an interpolated task, 

although this would suggest a parallel to the Tulving and Patterson 

study (1968) which used word sequences, apparently, under certain 

conditions at least, a number of terminal digits may be recalled as 

one chunk (Shepard & Sheenan I965).

It is possible that if letters of the alphabet are remembered in
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groups, then the rhythmic structure provided by such a method tNeisser 

1967) could lead to a greater preponderance of acoustic confusion and 

substitution errors over early and middle parts of the sequence than 

would be the case at terminal positions where items would not seem 

likely to be grouped. In other words, rhythmic grouping would seem 

to be one situation where any qualities of the letter arising fjom 

its recognition (e.g. possibly, position in the alphabet, frequency 

in the language) may not be retained in long-term memory! Research 

so far has been reluctant to address the question of how much inform­

ation subjects have available about items. There would seem excell­

ent reason for simply asking subjects to describe forgotten items and 

indicate why certain items must be rejected in a recognition task.

Such an approach paying due regard to possible serial position dif­

ferences should prove rewarding.

The possibility, discussed in chapter V, that auditory stimuli, 

differing in some way, may be stored separately would seem to repres­

ent an intriguing notion worth pursuing. A number of studies were 

felt to present evidence in line with this hypothesis which was used 

to offer one interpretation of the results of experiment V in chapter 

IV. The work of Crowder and Norton (19&9) represents one area in which 

this possibility might be investigated (see chapter V). Morton 

(1970) argues that the superiority of aurally presented information 

over visually presented information occurs at the last three items 

because the auditory sensory buffer (precategorical acoustic storage) 

for the last presented items feeds information into the short-term 

memory rehearsal buffer. If such contradictory evidence as Murray 

(1967, experiment 111) is ignored, Morton's model suggests some inter­

esting possibilities. The size of Morton's (1970) rehearsal buffer 

is limited to a fixed number of items so that there would seem little
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provision for the rehearsal buffer to accept additional information. 

Thus, the entry of information from precategorical acoustic storage 

shoTi'’ i disrupt some items from the rehearsal buffer. The absence of 

any such effect suggests that the auditory information from the last 

few items may enter a separate store to the information for these 

items which is contained in the rehearsal buffer. This point would 

lend support to the argument made earlier that a redundant stimulus 

suffix saoken in a different voice to the presented sequence may not 

be blocked from entry to processing mechanis'̂ s but stored separately 

from the stimulus sequence. Since information from the precategor­

ical acoustic store supplements information for terminal items even 

when the presented sequence is recalled in a serial order (Craik 19̂ 9) 

it would seem possible that relatively enduring memory may arise from 

such auditory sensory stores.

There are a number of possible lines of research: investigating

whether precategorical acoustic storage can be "filled up"' with dif­

ferent voices or whether each voice is stored separately. Memory 

for this information at various time lags would also be important 

for an indication of the level of processing which could take place. 

However, a more cautious beginning would be to investigate whether 

the necessity of remembering a differently voiced redundant suffix 

(a choice would be required) led to any decrement in the recall of 

the stimulus sequence. If it did, then a study of incidental re­

tention using a recognition probe might provide a reasonable final 

test of the hypothesis.

In the work on the differences between auditoiyand visual pre­

sentation some attempt has been made at controlling obvious arte­

facts such as the amount of attention which subjects pay to items.

(e.g. Routh 1970, 1971)* It is a somewhat trite point, but while
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it is possible to control attention to some extent by requiring sub­

jects to monitor information as it is presented, it is impossible to 

corh^ol subjects' thought processes. Further, there may be few and 

unreliable ways of estimating hov; much attention material is actual­

ly receiving. Recording of subjects' rehearsal strategies (Rundus 

& Atkinson 1970), monitoring of pupilliary responses (Kahneman, 

Onuska & V-olman I968) and physiological correlates of arousal 

(Valker & Tarte I963) cannot be fully satisfactory.

'.'ith all too many reported studies it is impossible to separate 

the effects of experimental treatments from cognitive effects due to 

anticipation of those treatments. Unfortunately, such a distinct­

ion is usually of vital importance. This point was made in the 

rationale for experiments V and VI of chapter IV with reference to 

the effects which an interpolated task may have. These two exper­

iments showed that while it is possible to control for possible 

effects due to the anticipation of an interpolated task, the level 

of control required could be such as to produce numerous complicat­

ions. (In these experiments there a reminiscence effect and

substantial forgetting of order information.)

Crowder (1969) has recently presented evidence that subjects' 

anticipations of experimental treatments may be usually confounded 

with the effects of such treatments. He argued that long sequences 

produce smaller primacy effects than short sequences because sub­

jects do not rehearse early items of long sequences as much as they 

do with short sequences.

In his experiment, one group of subjects received trials on
sequences of 9 items and one group of subjects received trials on
sequences of variable length from 9 items to 30 items. The latter 

group showed markedly inferior performance on 9 item sequences over 

the first 4 serial positions, committing twice as many errors as the
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former group on the first two items. Crowder (1969) interpreted 

these results in terras of the lack of cumulative rehearsal in the 

Variable sequence length group. However, this is an empirical ques­

tion not answered by Crowder's ovm experiment. Such a technique as 

that reported by him promises to allow powerful tests to be made of 

hypotheses concerning rehearsal strategies. Future replications of 

Crowder's study could usefully examine memory for both item and order 

information since Crowder's material consisted of digit strings and 

it may have been the daunting task of remembering the order of the 

material with the long strings which produced the effects reported. 

Certainly, the experiments of chapter IV indicate that the retention 

of order information is amenable to experimental treatments and pos­

sibly more readily so than the retention of item information.

Although it is not fully realistic to expect much advance meth­

odologically in this area, there is no doubt that many studies would 

benefit from a consideration of possible confounding of cognitive 

effects and experimental treatments. This is particularly true of 

the effects of interpolated tasks where the influence may be on what 

subjects attempt to remember rather than on what is disrupted by the 

interpolated activity. Allocation of separate groups to different 

experimental treatments offers the highest probability of such con­

founding but designs which require subjects to perform every condit­

ion present problems of reduction in sensitivity where asymetrical 

transfer effects occur between conditions (Poulton 1966) besides pos­

sibly defining the experimental hypotheses for the subject. For­

tunately, it is not always necessary to deceive subjects over the

experimental treatments in o r d e r  t o  a s s e s s  c o g n i t i v e  e f f e c t s .

The possibility of cognitive effects confounding with exper­

imental treatments raises the issue of individual differences in
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memory tasks. There is little reason to assume that all subjects 

will evaluate the experimental task in the same way and demonstrate 

similar effects of experimental treatments. Indeed Corballis (1969) 

recorded subjects' overt rehearsals and concluded "...there were 

wide variations between subjects, making it unrealistic to average 

across subjects" (Corballis 1969, p. 43). bhile Corballis observed 

that some subjects rehearsed cumulatively and some did not, it would 

seem important to link rehearsal strategies in a causal manner to 

those dependent variables which are usually of interest in memory 

tasks - recall performance and the distribution of recall scores 

over serial positions. There is ample correlational evidence that 

the primacy effect reflects cumulative rehearsal (e.g. Fischler, 

Rundus & Atkinson 1970; Rundus & Atkinson 1770; Thurm & Glanzer 

1971). As was suggested in chapter V, this may merely reflect the 

relative availability of early items and may not cause any increment 

in the probability of recall of these items, but rather reduce the 

probability of recall of later items since the interstimulus inter­

val becomes filled with the rehearsal of early items. Perhaps to 

test either theory it might be wise to examine the effects of cumul­

ative rehearsal for items after the primacy effect. To examine the 

effects of reduced time for processing due to cumulative rehearsal, 

vocalised cumulative rehearsal could be used with increasing inter- 

stimulus intervals to allow the amount of time for processing to be 

constant for each item. If cumulative rehearsal can account 

for most of the variance in the primacyeffect then two primacy ef­

fects should appear. If the processing time rjer item is more impor­

tant, then the asymptote of the serial position curve should be rais­

ed for all items.

Although the usefulness of recording overt rehearsal has yet 

to be investigated, it is apparent that there are large differences
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between subjects in their performance. The data of chapter IV indic­

ated that the differences between subjects was greater than the dif­

ferences within subjects over trials. Such variance perhaps proper­

ly directs attention to the more influential of experimental treat­

ments but does not necessarily aid our understanding of the kind of 

information processing, which is carried out on early and late pre­

sented items.

i'ossibly one day some subject vdll submit himself to massive 

in-depth research to map out his memory strategies, organizational 

schema and cognitive strudtures and so allow some clearer understand­

ing of "simple memory" and its relationship to higher cognitive pro­

cesses. In the meantime, until we have some clear operational def­

initions of what is important and can mount a suitable research î ro- 

grai.me, perhaps we should attempt to reduce individual differences 

amd make systematic studies of groups of subjects who differ in their 

performance over the serial position curve. This would represent 

the other alternative to Corballis'(I969) recommendation that indiv­

idual subjects should be classified according to their apparent re­

hearsal strategies,

The development of verbal skills in the young child may provide 

some insight into memory processes but initial studies have produced 

conflicting findings (e.g. Bernbach I967, Hagen, Meechan & Melbor 

1970). In principle, there Mould seem no reason why the develo'ing 

cognitive system of the child should not answer many of the present 

questions. The only caveat would be that humans may show remarkab­

le flexibility in their behaviour (Conrad 1970, Levy 1971) and we 

sho’ld recognise that any model of memory based on uni-dimensional 

coding must represent a gross over-simplification of actuality and 

potential and so would be worth very little analytically.
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Summary and Conclusions

The chapters of this thesis are presented in the order in which the 

ideas were conceived and executed. Necessarily, this has led to 

earlier conceptualisations being modified in discussion. It would 

seem convenient, therefore, to indicate some of the main points 

made by the work without reference to the historical order of pre­

sentation of these.

Recent developments in short-term memory have dravm attention 

to the existence of both long- and short-term memory in immediate 

free recall. These studies urge caution in the interpretation of 

much earlier short-term memory research where serial position curves 

are not presented and it is not possible to know where the experi­

mental treatments were operating. Topular current models of the 

serial position curve define the recency effect as reflecting the 

operation of a short-term memory rehearsal buffer which feeds 

information into long-term memory (e.g. Atkinson & Shiffrin I968).

Chapter IV examined the effects of post-presentation rehearsal 

and found that this led to some gain in the stability of terminal 

items of a list but that subjects were likely to forget the order in 

which these items were presented. Post-presentation rehearsal, 

while retaining terminal items does not appear to be an efficient 

system for transferring this material to long-^erm memory, since 

the rate at which information enters long-term memory at preseitat- 

ion would seem in the order of 3 times greater. Because of this 

and other evidence it v/as suggested that material may enter long­

term memory ...t p resentation to allow recognition of the material to 

be rehearsed in the buffer store. Information in both memories 

may be of a predominantly acoustic nature. In view of this, it
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vas recommended that techniques should be used which may be sensit­

ive to the nature of the coding of information in short-term memory 

and long-term memory such as probe words which subjects are required 

to recognise as being similar on some dimension to a presented item.

In this way it may be possible to tease out what is forgotten in 

either memory and the rate at which different dimensions are lost.

There is a psssi^ility that Conrad's 0L964) noted correlation 

between listening errors an,' memory errors may have been based on 

errorsmade in long-term memory. It was recommended that future 

research should clarify this. Chapter 11 reported a series of anal­

yses concerned with evaluating Conrad's (1964) work. Thé listen­

ing error matrix was found to contain a marked response preference 

for the most frequent letters of the alphabet. More importantly, 

alh.ough such a correlation would be predicted, no correlation was 

found between the correct detection rates for letters in the memory 

error matrix and the listening error matrix. This may reflect the 

lack of correspondence between memory noise and the white noise used 

in the listening task but further research is needed to clarify this 

point. On the other hand, this may be further evidence that more 

than one dimension is r'elevant for memory of individual items. It 

was suggested that subjects may be able to describe features of for­

gotten letters by their rejection of alternatives. Such analysis 

qould help to direct future research in the investigation of coding 

dimensions.

It was found that vocalisation-at-^resentation to aurally pre­

sented material does not necessarily lead to poorer recall. Order 

information was badly retained and a rehearsal o; portunity before 

recal] led to a marked improvement in performance. Although badly 

understood, this may reflect independent processing of auditory



*>05

material which differs on some dimension. A number of published 

experiments were interpreted using this model and some testable hypo­

theses suggested.

The main recommendations for future research are that attempts 

should be made to separate cognitive ef ects arising from the anti­

cipation of experimental treatments from the effects of those treat­

ments and that serious effort should be made to map out the coding 

dimensions relevant in short-term memory and the rate of loss of 

these dimensions.
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APPENDIX B 
TINKER’S MOST PROBABLE SHAPE CONFUSIONS 

(TINKER, 1928)
LEGIBILITY OF LETTERS, DIGITS, SIGNS 483

T A B L E  4
C O N F U S A B IL ITY  OF TH E  D IF F E R E N T  CHARACTERS (SECOND SERIES— W H IC H

I n c l u d e d  C a p i t a l s )

I
N o .  t i m e s C h a r a c t e r s  c o n f u s e d  w i t h :  A m o u n t  o f  t h a t

h a r a c t e r r e a d  w r o n g c o n f u s i o n  i n  p e r  c e n t
A 7 0 A ,  5 7 ;  X ,  1 0 ;  S ,  6 ;  ( 2 7 ) *
B 6 0 R, 1 2 ;  H ,  1 0 ;  Q ,  8 ;  D E ,  7 ;  8 ,  5 ;  ( 5 1 )  

G ,  2 6 ;  L ,  1 3 ;  O ,  1 1 ;  U ,  7 ;  ( 4 3 )C 4 6
D 2 9 B ,  2 1 ;  Q ,  1 4 ;  0 ,  1 0 ;  ( 5 5 )
E 6 5 F ,  1 5 ;  L ,  1 4 ;  H I U % ,  6 ;  ( 4 7 )
F 6 1 P „  2 8 ;  I V ,  1 3 ;  E ,  8 ;  T ,  7 ;  Y ,  6 ;  ( 2 5 )
G 6 5 6 ,  1 7 ;  C O ,  1 4 ;  0 ,  9  ; O Q ,  8  ; ( 3 0 )  

B ,  2 8 ;  U R ,  1 3 ;  N ,  9 ;  P ,  6 ;  ( 3 1 )H 4 6
I 7 7 1 ,  6 0 ;  ( 4 0 )
J 4 0 1 ,  2 0 ;  3 ,  1 5 ;  I ,  1 3 ;  7 ,  7 ;  ( 4 5 )
K 4 6 R ,  2 2 ;  Z ,  8 ;  2 % ,  7 ;  ( 5 6 )
L 4 8 1 ,  2 9 ,  I ,  1 7 ;  [ ] ,  1 0 ;  V, 8 ;  Z U ,  6 ;  ( 2 4 )
M 3 0 W N ,  1 0 ;  ( 8 0 )
N 3 5 S ,  2 3 ;  X ,  2 0 ;  % ,  1 1 ;  M A ,  8 ;  ( 3 0 )
0 3 1 0 ,  2 9 ;  Q ,  1 6 ;  OO, 1 0 ;  ( 3 5 )P 3 4 F ,  4 1 ;  ± , 9 ;  ( 5 0 )
Q 4 2 0, 6 0 ;  0 ,  1 0 ;  G ,  7 ;  ( 2 3 )
R 6 5 B ,  2 8 ;  H ,  1 8 ;  8 P ,  6 ;  ( 4 8 )
S 5 2 8 ,  4 2 ;  % ,  1 7 ;  N ,  6 ;  ( 3 5 )
T 5 5 ? ,  2 0 ;  I ,  1 6 ;  Y ,  1 3 ;  F ,  1 1 ;  7 ,  9 ;  1 ,  5 ;  ( 2 6 )
U 3 7 I L ,  1 4 ;  1 ,  1 1 ;  G G T ,  8  ( 3 7 )
V 5 1 V, 3 7 ;  Y ,  1 9 ;  ( 4 4 )
w 1 7 1 7 ;  M ,  1 1 ;  ( 7 2 )
X 2 9 N ,  2 4 ;  % ,  1 7 ;  Y ,  1 0 ;  ( 4 9 )
Y 3 2 V, 2 8 ;  V ,  1 9 ;  X ,  1 6 ;  ( 3 7 )
z 2 2 7 ,  1 8 ;  X 8 ,  1 4 ;  ( 5 4 )
1 5 5 I ,  4 0 ;  J ,  2 2 ;  + ,  5 ;  ( 3 3 )
2 5 0 3 ,  2 0 ;  % ,  1 0 ;  Z 2 ,  8  ; J ,  6  ; ( 4 8 )  

2 ,  1 3 ;  9 ,  1 1 ;  5 ,  9 ;  ( 6 7 )3 4 7
4 5 1 1 ,  2 0 ;  I ,  1 2 ;  J + ,  8 ;  5 ? ,  6 ;  ( 4 0 )
5 6 0 3 % ,  1 3 ;  S 6 ,  8 ;  Z 2 ,  7 ;  ( 4 4 )
6 4 7 0 ,  2 3 ;  8 9 ,  1 2 ;  G ,  7 ;  ( 4 6 )
7 3 9 ? ,  2 8 ;  Y U - + ,  7 ;  ( 5 1 )
8 5 7 S ,  1 8 ;  3 6 ,  1 2 ;  5 ,  9 ;  R 9 % ,  5 ;  ( 3 4 )
9 3 6 0 ,  1 9 ;  % ,  1 1 ;  Q 5 8 ,  8 ;  ( 4 6 )
0 7 2 9 ,  8 ; S ,  6 ;  ( M )

4 0 Z ,  3 0 ;  2 ,  1 5 ;  ± ,  1 3 ;  X ,  1 0 ;  % ,  7 ;  ( 2 5 )
5 8 = ,  2 8 ;  ± ,  2 0 ;  + ,  1 7 ;  □ ,  1 2 ;  % ,  1 0 ;  ( 1 3 )
3 0 ± ,  4 3 ;  - A ,  1 7 ;  ( 4 0 )

+ 4 7 -A, 3 8 ;  ± ,  1 1 ;  □ ,  8 ;  V A ,  6 ;  ( 3 1 )
4 8 2 2 ;  1 8 ;  + ,  1 6 ;  % ,  6 ;  ( 3 8 )

□ 3 5 + ,  2 9 ;  1 1 ;  G ,  8 ;  ( 5 2 )
A 3 3 A ,  2 7 ;  X ,  9 ;  ( 6 4 )
0 3 3 0 , 2 7 ;  1 8 ;  O ,  1 2 ;  =, 9 ;  ( 3 4 )
? 3 5 7 ,  1 7 ;  1 1 ;  2 + ,  8 ;  ( 5 6 )
% 5 2 2 1 ;  ± ,  1 0 ;  = S „  7 ;  Q 5 + ,  6 ;  ( 3 6 )
V 4 2 Y ,  2 4 ;  4- ,  1 4 ;  V ,  1 0 ;  2 ,  9 ;  ?%, 7 ;  ( 2 9 )

* T h e  n u m b e r s  i n  p a r e n t h e s e s  i n d i c a t e  p e r c e n t a g e s  o f  s c a t t e r i n g  e r r o r s .
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/iPPENDIX D

SIMPLE EFFECTS, for the Experiments of Chapter IV, 
and showing tests of significance between the different 
conditions. Values of the F ratios are shown along 
v/ith significance levels.

The error terms in the analyses of variance computed 
for each experiment were used for the calculation of 
F ratios on the simple effects for each experiment, 
(after Winer, 1970, p.340).

The following legend is used:

= Pure delay and recall request 

Â B̂  = Immediate recall request

A^B^ = Pure delay, filled delay and recall request

A B = Filled delay and recall request2 2
C.̂ = First group of presented items

Ĉ  = Middle group of presented items

C^ = Last group of presented items
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'

Conditions Expt, I . Expt. I I . Expt. I I I .  
Group Recall 
Criterion

A B^- A N S N S N S
N S 9.28 p<.01 N S

— A^B2 6.63 p<#03 2.38 p<.10 3.36 pC.03
AgB^ — A2B2 6.63 p<#03 24.84 pC.Ol 1.33 N S

At :-
A/| — A2 N S 2.79 N S N S

N S N S N S
A B̂̂  — Â B̂ N S N S 4.41 p<.03
A>jB̂  — Â Ei2 1.51 NS N S N S
Â B̂  — A2B2 N S 3.38 p<.10 N S
■̂2̂ *1 *” A^B2 1.31 NS N S N S
A2iB̂ — A2B2 N S 3.38 p<.10 3.91 P<.10
A/j B2 — A2B2 1.11 NS 3 .39 P<.03 N S

At Cp : —
N S N S N S

B«̂ —B2 ! 2.22 NS N S N S

A B̂̂  — Â B̂ N S N S N S
A B̂̂  — A^B2 N S N S N S
A/j B/| - A2B2 N S N S N S
AgB^ - A^Bg 1.31 N S N S N S
2̂̂ 1 - 4^2 i N S 1.73 NS N S

^1®2 " *2^2 N S 1.31 NS N S

At C/* : —

4 - ^2 N S 1.43 N S N S
“ ®2 • 22.23 P<.01 41.20 p<.01 46.43 p<.01

A/jB/j — îi.̂ ^ N S N S N S
■̂ 1̂ 1 " ■̂ 1̂ 2 7.89 p<.01 : 14.30 p<.01 16.62 p<.01

A-̂B/j - A2B2 ; 14.91 pc.oi ; 29.03 P<.01 24.42 pC.OI

‘̂2̂ 1 ”* 1̂ ̂2 7.89 pC.Ol 13.60 pC.Ol 22.04 p<.01
■̂ 2̂ 1 — -̂ 2̂ 2 14.91 p <.01 ! 28.04 p <.01 30.91 p <#01
A/|B2 — ■̂2^2 N S 2.38 N S N S J
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Conditions Expt. IV, 
Ordered Recall Criterion

Expt. IV.
Free Recall Criterion

Ebcpt. V. 
Ordered Recall Criterion

Expt. V,
Frçe Recall Criterion

B/| — Â B̂ 3.46 p<.03 4.73 P<,03 10.10 pC.OI 10.08 pC.01

- ̂ 2
N S 2.29 P<.10 N S N S

A/jB/| - Â B̂ 2.38 p<.10 N S 13.39 pc.01 20.24 pC.01
Â B̂  — A2B2 13.04 pC.OI 22.32 pC.OI N S 1.48 N S

At C/j : —
A/j-Â 6.23 P<.03 3.18 p<.10 N S N S
B>|-.B2 N S N S N S N S

Â  B/j — ̂ 2̂ 1 3.72 p<.10 3 .29 p<.10 N S 1.91 N S
AlB-i - A/jB̂ N S N S 3.33 pc.io 7.12 pC.03

A/jB/j — 2̂̂ 2 1.39 N S 1.46 N S N S N S
A2B1 — AQB2 3,36 p<.03 1.72 N S N S 1.66 N S
AgB̂  - AgBg N S • N S 3.00 pC.lO N S

■S®2 - 9^2 2.38 N S N S 6.01 pC.03 3 .73 pC.03

At C2 Î —
^1 - h N S N S 3.03 N S 8.20 p<.01
B-j — B2 N S N S 2.60 N S 4.90 pC.03

A/| B/| — Â B̂ N S N S 12.01 pC.Ol 12.88 pC.01
A/jB/j — A/j B2 N S N S 11.39 pc.01 9.79 pc.01

A/jB/j — '̂2̂ 2 N S N S 3.62 pC.03 12.88 P<.01
ÂB/j - Â Bg N S N S N S N S
2̂̂ 1 “ 2̂̂ 2 N S 2.29 P<.10 N S N S
A/j Bg — -̂ 2̂ 2 N S 1.46 N S N S N S

At Ci; : —
A/j — A2 N S N S 14.00 pc.oi 2.63 N S
B/j — B2 31.83 pC.OI 34.17 pc.oi 27.10 pC.01 13.76 p C.Ol

4  F  - 7.18 pC.OI 1.46 N S 7.92 pC.01 N S
A/jB̂ - A.jBg 10.34 pC.OI 6.33 p<«03 13.38 pC.01 4.10 pC.10
A/j B*j — A2B2 18.38 p<.01 20.38 pC.Ol 40.77 pc.01 14.24 pc.oi
2̂̂ 1 "̂ 1̂ 2 34.74 pC.Ol 13.91 pc.oi N S 2 .17 N S
A2B̂  — A2B2 48.33 pc.01 33.02 pC.01 12,66 pC.Ol 10.37 pc.01
1̂̂ 2 ” 2̂®2 N S 4.07 pc.io 6.07 pc.03 3 .06 pC.10

!..
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EXPERIMENT I

RAW SCORES
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E X P E R I M E N T A L G R O U P S S3. 1 5 9 1 3 1 7 21 2 5 2 9  3 3 T O T A L 1o
C O N D I T I O N

A 1  B 1 F I R S T 2 2 2 2 3 1 5 1 3 21 4 7
P U R E  D E L A Y M I D D L E 2 2 3 3 0 1 3 3 2 1 9 4 2

L A S T 5 3 2 5 3 2 3 5 5 3 3 7 3

T O T A L 9 7 7 10 6 4 11 9 10 7 3 5 4

S o . 2 6 10 1 4 1 8 22 2 6 3 0 3 4

A 2  B 1 F I R S T 2 4 0 5 3 3 2 2 0 21 4 7
I M M E D I A T E

R E C A L L M I D D L E 2 3 4 0 3 3 5 0 0 20 4 4
L A S T 1 5 3 3 5 4 5 2 5 3 3 7 3

T O T A L 5 12 7 8 11 10 12 4 5 7 4 5 5

S s . 3 7 11 1 5 1 9 2 3 2 7  3 1 3 5

A 1  B 2 F I R S T 4 2 3 1 0 "  2 2 0 0 1 4 3 1
P U R E  D E L A Y  

P L U S M I D D L E 3 3 2 2 0 0 1 1 1 1 3 2 9
P I L L E D  D E L A Y LAST 3 3 2 1 1 1 3 1 2 1 7 3 8

T O T A L 10 8 7 4 1 3 6 2 3 4 4 3 2

S s , 4 8 12 1 6  2 0  2 4  2 8  3 2  3 6

A 2  B 2 F I R S T 4 0 4 0 2 2 2 3 3 20 4 4
F I L L E D  D E L A Y M I D D L E 1 3 2 1 1 3 0 1 2 1 4 3 1

L A S T 3 0 0 1 1 0 1 3 2 11 2 4

T O T A L 8 3 6 2 4 5 3 7 7 4 5 3 4
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EXPERIMENT II
R.\¥ SCORES

24

EXPERIMENTAL GROUPS Ss. 1 5 9 13 17 21 25 29 33 37 41 TOTAL io
CONDITION

A1 B1 FIRST 7 6 8 4 13 7 11 8 9 10 5 88 53
PURE DELAY MIDDLE 6 2 10 8 6 9 4 6 4 3 7 65 39 ■

LAST 15 13 12 15 15 11 4 14 10 13 13 135 82

TOTAL 28 21 30 27 34 27 19 28 23 26 25 288 58

Ss. 2 6 10 14 18 22 26 30 34 38 42
A2 B1 FIRST 8 12 6 10 7 8 9 8 7 7 6 88 53
IMMEDIATE
RECALL MIDDLE 8 4 9 4 12 5 6 10 4 3 7 72 44

LAST 10 9 14 12 14 11 14 11 11 13 15 134 81

TOLIL 26 25 29 26 33 24 29 29 22 23 28 294 59

Ss. 3 7 11 15 19 23 27 31 35 39 43
A1 B2 FIRST 8 9 5 8 9 8 12 8 9 9 8 93 56
PURE DELAY 
PLUS MIDDLE 3 8 4 7 5 9 9 5 9 6 6 71 43

FILLED DELAY LAST 11 10 5 11 7 9 8 6 8 12 8 95 57
TOTAL 22 27 14 26 21 26 29 19 26 27 22 259 52

Ss. 4 8 12 16 20 24 28 32 36 40 44
A2 B2 FIRST 6 9 10 4 7 5 6 3 4 9 5 68 41
FILLED DELAY MIDDLE 4 8 6 6 6 5 5 5 4 5 4 58 35

LAST 10 9 4 5 8 8 8 8 6 6 6 78 47
TOTAL 20 26 20 15 21 18 19 16 14 20 15 204 41
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EXPERIMENT III 
RAW SCORES GROUP RECALL CRITERION

EXPERIMENTAL
CONDITION

GROUPS Ss. 1 5 9 13 17 21 25 29 33 37 TOTAL

A1 B1
PURE DELAY

FIRST
MDDLE
LAST

7 6 5 2 3 3 7 6 6 7  
2 6 3 1 0 2 0 2 8 3  
8 8 10 7 8 5 8 10 10 2

52

27
76

52

27

76

TOTAL 17 20 18 10 11 10 15 18 24 12 155 51

A2 B1 
IMMEDIATE 
RECALL

FIRST
MIDDLE
LAST

Ss. 2 6 10 14 18 22 26 30 34 38

5 4 5 3 6 4 1 2 2 3  
5 1 3 2 7 2 1 4 0 1

6 10 8 8  10 8 9 9 8 5

35
26
81

35
26
81

TOTAL 16 15 16 13 23 14 11 15 10 9 142 47

A1 B2 
PURE DELAY 
PLUS 
FILLED DELAY

FIRST
MIDDLE
LAST

Ss. 3 7 11 15 19 23 27 34 35 39 

8 4 5 3 5 3 5 2 5 4
4 0 1 1 3 1 4 4 4 3

4 5 5 2 6 5 2 3 7 4

44
25

43
. ...

44
25

43
TOTAL 16 9 11 6 14 9 11 9 16 11 112 1 371

A2 B2
FILLED DELAY

FIRST
MIDDLE
LAST

Ss. 4 8 12 16 20 24 28 32 36 40 

7 4 8 6 4 4 5 3 6 4
2 1 5 5 5 3 4 1 2 4

4 2 7 5 4 0 4 1  5 4

51

32

36

51

32

36

TOTAL 13 7 20 16 13 7 13 5 13 12 119 40

FREE RECALL CRITERION

GROUPS
A1 B1

TOTAL jPERCENT
A2 B1 

TOTAL jPERCENT
A1 I 

TOTAL
)2
PERCENT

A2 B2 
TOTAL jPERCENT

FIRST 55 55 40 40 48 48 56 56

MIDDLE 34 34
- .  ..

27 27 36 36 35 35

LAST 78 78 83 83 53 53 38 38

TOTAL 167 56 150 50 137 46 129 43
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EXPERIMENT IV
RAW SCORES ORDERED RECALL CRITERION

TOTALGROUPSEXPËRI1ŒNTAL
CONDITION

A1 B1
PURE DELAY

FIRST
MIDDLE
LAST

140TOTAL

A2 B1 
IMMEDIATE 
RECALL

FIRST

100LAST

187

A1 B2 
PURE DELAY 
PLUS 
FILLED DELAY

FIRST
MIDDLE
LAST

109TOTAL

A2 B2 
FILLED DELAY

FIRST
MIDDLE
LAST

TOTAL 109
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EXPERIMENT IV
RAW SCORES FREE RECALL CRITERION

EXPERIMENTAL GROUPS Ss. 1 5 9 13 17 21 25 29 33 37 TOTAL io
CONDITION

A1 B1 FIRST 3 7 8 2 6 3 5 7 5 4 50 33
PURE DELAY MIDDLE 2 4 9 9 0 6 4 4 3 4 45 30

LAST 15 11 8 9 10 5 10 10 10 14 102 68

TOTAL 20 22 25 20 16 14 19 21 18 22 197 44

Ss. 2 6 10 14 18 22 26 30 34 38

A2 B1 FIRST 7 4 10 6 6 10 6 7 7 5 68 45
IMMEDIATE
RECALL MIDDLE 8 6 8 2 5 3 3 4 7 5 51 34

LAST 14 9 11 10 13 15 11 10 6 15 114 76
TOTAL 29 19 29 18 24 28 20 21 20 25 233 52

Ss. 3 7 11 15 19 23 27 31 35 39
A1 B2 FIRST 4 8 4 0 8 7 5 7 6 6 55 37
PURE DELAY 
PLUS MIDDLE 4 5 4 5 5 3 4 4 6 8 48 32
FILLED DELAY LAST 9 6 5 4 6 11 7 9 10 10 77 51

TOTAL 17 19 13 9 19 21 16 20 22 24 180 40

Ss. 4 8 12 16 20 24 28 32 36 40
A2 B2 FIRST 7 4 8 4 5 6 7 6 9 6 62 41
FILLED DELAY MIDDLE 5 3 3 6 4 4 3 3 1 4 36 24

LAST 7 7 4 5 3 7 10 4 4 6 57 38

TOTAL 19 14 15 15 12 17 20 13 14 16 155 34
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EXPERIMENT IV
RAW SCORES ORDERED RECALL FROM ITEMS PROVIDED
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EXPERIMENTAL GROUPS Ss. 1 5 9 13 17 21 25 29 33 37 TOTAL
CONDITION

A1 B1 FIRST 2 1 2 1 3 1 1 3 3 2 19 38
PURE DEUY MIDDLE 4 0 2 1 4 0 2 1 3 0 17 34

LAST 5 2 3 1 2 3 2 1 3 4 26 52

TOTAL 11 3 7 3 9 4 5 5 9 6 62 41

Ss. 2 6 10 14 18 22 26 30 34 38

A2 B1 FIRST 0 2 2 4 4 4 4 3 2 1 26 52
IMMEDIATE
RECALL MIDDLE 2 4 1 4 2 2 1 2 0 4 22 44

LAST 4 1 3 3 5 3 2 3 5 5 34 68

TOTAL 6 7 6 11 11 9 7 8 7 10 82 55

Ss. 3 7 11 15 19 23 27 31 35 39
A1 B2 FIRST 3 1 1 0 2 2 2 0 3 1 15 30
PURE DELAY 
PLUS MIDDLE 0 1 1 1 3 2 3 2 3 5 21 42
FILLED DELAY LAST 3 0 0 1 3 2 4 0 2 2 17 34

TOTAL 6 2 2 2 8 6 9 2 8 8 53 35

Ss. 4 8 12 16 20 24 28 32 36 40

A2 B2 FIRST 3 2 3 2 2 2 2 2 3 3 24 48
FILLED DELAY MIDDLE 0 1 2 1 3 1 0 0 2 1 11 22

LAST 1 2 1 2 1 2 1 2 1 0 13 26

TOTAL 4 5 6 5 6 5 3 4 6 4 48 32
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EXPERIMENT; V
RAW SCORES ORDERED RECALL CRITERION

EXPERIMENTAL GROUPS Ss. 1 5 9 15 17 21 25 29 55 57 TOTAL fo
CONDITION

A1 B1 FIRST 7 6 10 5 0 1 5 2 5 5 40 27
PURE DELAY MIDDLE 10 5 6 4 5 5 4 5 7 5 56 57

LAST 14 10 15 15 8 4 11 11 12 10 108 72

TOTAL 51 21 29 22 15 10 18 18 24 18 204 45

Ss. 2 6 10 14 18 22 26 50 54 58
A2 B1 FIRST 4 5 5 1 2 1 2 2 4 2 28 19
IMMEDIATE
RECALL MIDDLE 2 7 0 1 1 1 1 1 5 1 18 12

LAST 10 11 5 9 5 10 5 9 8 7 77 51
TOTAL 16 25 10 11 8 12 6 12 15 10 123 27

Ss. 5 7 11 15 19 23 27 51 55 59
A1 B2 FIRST 1 0 0 5 1 5 5 5 5 1 20 15
PURE DELAY 
PLUS MIDDLE 2 0 0 2 1 1 8 1 0 4 19 15
FILLED DELi'iY LAST 7 5 10 6 8 8 4 6 7 6 65 45

TOTAL 10 5 10 11 10 12 15 12 10 11 104 23

Ss. 4 8 12 16 20 24 28 32 36 40
A2 B2 FIRST 2 4 15 4 5 5 5 5 5 5 47 51
FILLED DELAY MIDDLE 2 1 8 5 4 0 1 2 6 5 50 20

LAST 0 7 8 7 4 0 1 5 4 4 58 25
TOTAL 4 12 29 14 11 5 5 10 15 12 115 26
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EXPERII4ENT 1
RAW SCORES FREE RECALL CRITERION

TOTALEXPERIMENTAL
CONDITION

GROUPS

A1 B1 
PURE DELAY

FIRST
MIDDLE

127LAST

58 27 30 24 26 29 32 26 32 26 290TOTAL

MIDDLE
121LAST

230

A1 B2 
PURE DELAY 
PLUS 
FILLED DELAY

FIRST 28
RIDDLE
LAST

TOTAL 205

A2 B2 
FILLED DELAY

FIRST
MIDDLE
LAST

TOTAL 207
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APPENDIX M

EXPERIMENT VI
RAW SCORES ORDERED RECALL CRITERION

EXPT.
CONDITION

GROUPS Ss. 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 TOTAL

A1 B1
PURE FIRST 8 5 6 0 1 2 1 6 4 2 4 2 3 0 3 47 21
DELAY MIDDLE 8 9 7 5 1 8 0 8 7 4 4 4 7 3 4 79 35

LAST lA 14 13 11 5 15 9 10 8 8 10 5 11 6 9 148 66
TOTAL 30 28 26 16 7 25 10 24 19 14 18 11 21 9 16 274 U

Ss. 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

A2 B1 FIRST 2 3 2 7 4 2 0 2 1 2 0 1 3 3 2 34 15IMMEDIATE
RECALL MIDDLE 1 2 0 3 4 1 0 1 0 0 1 1 2 1 3 20 9

LAST 11 12 9 13 12 9 3 6 8 7 6 7 10 12 10 135 6o
TOTAL 14 17 11 23 20 12 3 9 9 9 7 9 15 16 15 189 28

Ss, 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

A1 B2 FIRST 2 2 2 0 0 2 0 4 1 0 2 0 1 0 1 17 23PURE
DELAY MIDDLE 3 1 1 1 0 0 0 3 1 0 2 1 0 1 0 14 19
PLUS LAST 4 5 3 2 0 3 1 3 3 2 5 1 2 1 2 37 50
PILLED
DELAY TOTAL 9 8 6 3 0 5 1 10 5 2 9 2 3 2 3 68 31

Ss, 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

A2 B2 FIRST 2 3 2 4 2 2 0 3 0 1 0 2 3 3 3 30 40
FILLED
DELAY MDDLE 0 1 0 2 1 1 0 1 0 0 0 1 3 1 1 12 16

LAST 1 2 1 3 2 2 0 1 1 2 1 1 3 1 1 22 30
TOTAL 3 6 3 9 5 5 0 5 1 3 1 4 9 5 5 64 29



249

APPENDIX N

EXPERIMENT VI
RAW SCORES FREE RECALL CRITERION

EXPT,
CONDITION

GROUPS Ss. 1 3 3 7 9 11 13 15 17 19 21 23 25 27 29 TOTAL

A1 B1 
PURE 
DELAY

FIRST 10 9 8 6 6 7 5 9 6 4 5 3 4 3 5

MIDDLE 11 11 12 9 8 14 11 12 12 10 9 9 H  9 9
LAST 15 14 15 12 10 15 9 15 15 14 13 10 13 10 11

90

157

191

TOTAL. 36 34 35 27 24 36 25 36 33 28 27 22 28 22 25 438

40

70

85
65

A2 B1 
IMMEDIATE 
RECALL

Ss. 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

FIRST 6 8 7 9 9 7 2 8 5 6 5 6 8 8 7

MIDDLE 7 10 6 8 9 7 4 8 4 6 4 7 9 7 5
LAST 14 14 13 15 15 14.10 13 12 13 11 13 15 15 15

101
101
202

TOTAL 27 32 26 32 33 28 16 29 21 25 20 26 32 30 27 404

45
45
90

60

A1 B2 
PURE 
DELAY 
PLUS 
FILLED 
DELAY

Ss. 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

FIRST 2 2 3 1 0 2 0 4 2 2 4 1 2 0 1

MIDDLE 4 2 2 2 1 3 2 3 2 2 2 2 3 2 2

LAST 4 5 4 3 0 4 3 5 4 3 5 3 2 1 3

26

34
49

TOTAL 10 9 9 6 1 9 5  12 8 7  11 6 7 3 6 109

35
45
65

48

A2 B2 
FILLED 
DELAY

Ss. 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

FIRST 3 4 3 5 3 3 2 4 1 3 2 3 5 4 4

MIDDLE 2 3 3 2 4 2 0 2 0 2 1 2 3 2 2

LAST 2 3 2 4 3 4 0 3 2 2 1 2 4 3 2

49
30

37
TOTAL 7 10 8 11 10 9 2 9 3 7 4 7 12 9 116

65

40

49
51
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EXPERIMENT n
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EXPERIMENT III - Group Recall Criterion
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EXPEPIMiCNT IV - Ordered'Recall Criterion
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EXPERIMENT IV - Free Recall Criterion
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EXPERIMENT V - Ordered Recall Criterion
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EXPERIMENT V - Free Recall Criterion
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