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ABSTRACT In this paper, a machine-to-machine (M2M) communication system is proposed with joint
M2M and cellular user equipment (CUE) device selection schemes to decrease the outage probability of the
system. The machine devices and CUEs are positioned randomly according to a binomial point process
(BPP), and two novel ordering metrics are proposed for the joint selection scheme: one based on the
locations of the M2M devices and the other based on instantaneous channel gains. The simulation results
confirm that the proposed selection scheme attains a significant reduction in the outage probability for
M2M networks while limiting the interference to the base station (BS) by a delimited threshold. A hybrid-
duplex BS is employed to switch between a half-duplex (HD) and a full-duplex (FD) to attain the best
performance corresponding to various levels of residual self-interference. The closed-form formulas of
the outage probability are derived for each of these ordering policies corresponding to different path loss
exponents, and the analytical results are verified through Monte Carlo simulations. The proposed model and
its related analysis is given in this paper lead the way for further work in the 5G Internet of Things (IoT) area.

INDEX TERMS M2M communications, stochastic geometry, cognitive radio, hybrid-duplex, device
selection.

I. INTRODUCTION
The Internet of Things (IoT) promises to provide con-
temporary administrations for a wide scope of application,
extending from individual to industrial environments [1].
Machine-to-Machine (M2M) networks is a special case of
the IoT which provide the IoT with the connectivity. In the
near future, M2M communications are anticipated to be
broadly utilized in different applications [2], [3], including
health-care, smart meters, cloud computing, traffic control
and monitoring of agricultural and industrial applications [4].

The number of Machine-to-Machine devices are increas-
ing exponentially, and according to Ericson [5], is pre-
dicted to reach multi-billion by next year. Unfortunately, this
expanding number of M2M devices has many consequences

The associate editor coordinating the review of this manuscript and
approving it for publication was Hayder Al-Hraishawi.

including interference, high power consumption, and spec-
trum scarcity [6], [7].

To unleash the potential of the M2M paradigm and address
the aforementioned spectrum scarcity in M2M networks [8],
Cognitive Radio (CR) [9] can be integrated with M2M com-
munications resulting in the term cognitive M2M communi-
cations. CR technology can boost the spectrum by sharing
resources between the primary and secondary users [10].
Spectrum sharing schemes include underlay, overlay and
interweave, and among them, the underlay scheme is favor-
able in M2M networks due to its high spectral and power
efficiency with low delay in transmission [11]. In the under-
lay scheme, the spectrum of the primary user can only be
accessed by the secondary user if the interference is below
a certain level.

Generally speaking, in a metropolitan area, M2M devices
are adjacent to each other [12]. Driven by this topology,
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we therefore propose a systemmodel exploiting cluster-based
M2M communications where the cluster head collects the
traffic from M2M devices using CR technology. Therefore,
in this scheme, the cluster-head acts as a gateway for the
M2M devices to access the BS and hence reduces the number
of direct access to the BS. Consequently, the probability of
collision is decreased and the congestion problem of M2M
devices is alleviated [13].

In the literature, the work on M2M communications is
in early stages with only limited works focusing on cogni-
tive or cluster-basedM2M scenarios. In this context, a cluster-
based scheme is presented by Wang et al. [14] where M2M
traffic is directed to the BS under the control of the cluster-
head while the Cellular User Equipment (CUE) devices can
directly access the BS. The proposed model is analyzed with
respect to the Random Access CHannel (RACH). A cluster-
based approach is introduced by Jung et al. [15] to decrease
M2M traffic in a cellular network. In their proposed system,
it is assumed that M2M devices can communicate with each
other using a local network. On the other hand, M2M devices
can access the BS using a cellular radio by selecting a group
leader. Lee et al. [8] proposed a cluster-based M2M architec-
ture solve the RACHproblem ofM2Mover cellular networks.
In this scenario, M2M devices can access the BS either indi-
rectly via a cluster-head utilizing CR technology or directly
over a cellular network. The authors reported an improvement
in the performance using this scenario where the number of
direct access to the BS is decreased.

Despite that the previous works employed a cluster-based
approach for M2M networks, these works are still in infancy
reporting only prototypes with limited corresponding anal-
ysis or theoretical realizations. In our previous work [16],
we proposed a cluster-based architecture for M2M communi-
cations utilizing underlay CR approach. We also proposed a
joint selection scheme for CUE andM2M devices to decrease
the outage probability of M2M networks. Although the pro-
posed scheme showed a significant improvement in the out-
age probability, the applicability of the proposed scheme is
limited in real-life scenarios as the M2M and CUE devices
are assumed to be stationary. This paper addresses the afore-
mentioned drawbacks by employing stochastic geometry to
simulate the mobile nature of M2M and CUEs devices.

Stochastic geometry is a powerful tool to model and ana-
lyze wireless networks assuming that the locations of nodes
are random due to their unpredictable spatial characteristics
[17]–[19]. We adopt stochastic geometry to model and ana-
lyze our system assuming nodes with random locations. The
CUEs and M2M devices have unpredictable spatial char-
acteristics which can be simulated using a random point
pattern or a point process. These include, but are not limited
to Binomial Point Process (BPP) and Poisson Point Process
(PPP). PPP has beenwidely used tomodel large-scale random
networks due to its simplicity. However, it cannot be used
to model finite network with a given number of nodes [20].
Moreover, when the number of nodes is small, the PPP model
is inaccurate [21]. Therefore, the BPP model suites M2M

networks due to the finite number of M2M devices inside
each cluster and hence it has been adopted in our work.
Stochastic geometry is particularly useful in large M2M
networks as it is almost impossible for a node to have knowl-
edge of the locations of other nodes apart from the adjacent
nodes. Although M2M devices are in general stationary, but
for different time-slots, M2M devices can be active or silent.
This is equivalent to randomly locatedM2Mdeviceswhen the
density of M2M devices is large. In addition, some emerging
applications employing M2M do require moving devices.
This falls in the new area of moving IoT such as robotics and
smart vehicles or those devices that require a mobile nature
such as wearable devices including smartwatches and fitness
trackers [22], [23]. In this case stochastic geometry for M2M
is a necessity.

Despite stochastic geometry being widely used in large
scale ad-hoc and cellular wireless networks [24], [25], only
a few papers employ stochastic geometry in the context of
M2M communications [26]–[28], as the vast majority of
work in M2M communications assume a fixed topology
and ignore the outage characteristics for each link, which
is unrealistic in a large network. To this end, most of the
works that adopt stochastic geometry focus on power con-
sumption in M2M networks. For example, Malak et al. [26]
proposed a multi-hop data aggregation scheme to minimize
the average total energy consumption of an M2M network,
where stochastic geometry was employed to incorporate the
coverage characteristics for different transmission modes.
Kouzayha et al. [27] applied stochastic geometry to model
and analyze the performance of an M2M network under
a power saving scheme, which triggers the devices when
there is a need for certain sensing or communications activ-
ity. Swain et al. [28] proposed a framework to analyze the
impact of multi-hop Device-to-Device (D2D) communica-
tion in increasing the network coverage and average rate of
an M2M device with the help of stochastic geometry. It can
be seen from the above that there is a gap in the literature in
terms of employing stochastic geometrywithM2Mnetworks.
Therefore, this work attempts to bridge the gap in this field.

This work is amongst the first in the literature which
derives closed-form expressions for the outage probability
of the proposed M2M model using the stochastic geometry
approach. In addition, we propose and analyze the perfor-
mance of two novel ordering approaches for M2M networks:
one based on instantaneous Channel State Information (CSI),
and one based on large-scale fading. The contributions of
this paper, which to the best of our knowledge have not
been considered in any previously published work, can be
summarized as follows:
• We propose a new cognitive cluster-based M2M system,
where stochastic geometry is adopted to model the loca-
tions of the CUEs and M2M devices.

• Two novel policies for joint CUE and M2M devices
selection are proposed to maximize the Signal to
Interference Ratio (SIR), where the first policy
depends on the locations of the M2M devices, while
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TABLE 1. Notation and symbols used in the paper.

the second one depends on the instantaneous channel
gains.

• Closed-form expressions for the outage probability are
derived for the proposed systemmodel for both selection
methods, and for different values of path loss exponent,
which verified through Monte Carlo simulations.

This paper is organized as follows. Section II introduces the
system model while Section III presents the outage probabil-
ity analysis. The simulation results and their corresponding
analysis are presented in Section IV. Finally, Section V con-
cludes this paper. Table 1 shows the notation symbol used in
this paper.

II. SYSTEM MODEL
Fig. 1 depicts the proposed system model where there is
one BS with hybrid-duplex antenna [14], L single-antenna
CUEs,1 and K single-antenna M2M devices, which are ran-
domly located inside a cluster with a radius of Rm. The
communication of M2M devices is controlled by a cluster-
head [8], which is assumed to be a Decode-and-Forward (DF)
relay [29] to decode and forward the information from the
M2M device to the BS. In our system, it is assumed that
a CUE device can access the channel using TDMA, and
one M2M device shares the same spectrum with the CUE.
The selection policies for the CUE and M2M device will be
explained in section III.

1The CUEs are randomly located inside a cluster with a radius of Rc,
which can guarantee a reliable communication with the BS.

FIGURE 1. System model of the proposed scheme with a cluster-head, L
CUEs, and K M2M devices: (a) First-hop (T1) and (b) second-hop (T2).

The proposed scheme is designed to work in two hops:
In the first-hop (T1), the cluster-head collects data from an
M2M device and the BS works in Half-Duplex (HD) mode
to receive data from a CUE as illustrated in Fig. 1(a). In the
second-hop (T2), the BS operates in Full-Duplex (FD) mode
to send data to a CUE and receive data from the cluster-head
at the same time, as shown in Fig. 1(b).

Without loss of generality, we assume the BS is located at
the origin of a circle in a 2−dimensional Euclidean spaceR2,
and the cluster-head is located at a fixed point. The loca-
tions of the M2M devices and CUEs are uniformly dis-
tributed according to a spatial BPP denoted by 8M and 8C ,
respectively. The small-scale fading channels machinei →
cluster − head, cluster − head → BS, cluster − head →
CUEj, CUEj→ BS, and BS → CUEj, which are denoted as
hmih, hhb, hhcj , hcjb, and hbcj respectively, are independent2

and identically distributed (i.i.d.) random variables. Hence,
the channel coefficient between nodes i and j, taking into
account both small and large scale fading coefficients, and
can be decomposed as gij = hijd

−α/2
ij , where dij and α

denote the distance between the two nodes and the path loss
exponent, respectively.

The small-scale fading coefficients hij are modeled as zero-
mean Rayleigh fading channels with unit variance. Therefore,

2 hcjb and hbcj are independent because they took place at two different
hops.
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the corresponding channel gains γij = |hij|2 are indepen-
dently and exponentially distributed with mean value λij [30].
Due to the Quasi-static channels assumption, the channel
coefficients independently vary from one coherence time
interval to another but remain unchanged within one packet
duration [31]. As the underlay scenario is exploited in our
model, therefore, the maximum transmit power of the cluster-
head3 is restrained in order to detain any harmful interference

to the CUEj [29], and can be defined as Ph ≤
Ithdαcjh
|hcjh|

2 where Ith
is the interference threshold. No power constraint is imposed
on the M2M devices because they do not hinder the BS due
to the limited power needed for an M2M device to transmit to
the cluster-head as they are contained within the same cluster
[13], [34]. In the next section, the proposed ordering policies
will be introduced and the two-hops system will be analyzed.

III. PERFORMANCE ANALYSIS OF THE PROPOSED
TWO-HOPS SYSTEM
In this section, we derive closed-form expressions for the
outage probability of our proposed two-hops system with
joint CUE and M2M device selection.

A. FIRST-HOP (T1)
In the first hop, we propose two novel policies for the joint
CUE and M2M device selection to maximize the SIR at
the cluster-head. The two selection methods are explained
alongside their analysis in the following subsections.

1) POLICY I: ORDERING BY INSTANTANEOUS CHANNEL
GAINS
In the first-hop, an M2M device mi transmits its signal xmi ,
with

∣∣xmi ∣∣2 = 1, to the cluster-head sharing uplink radio
resource with the CUE. Hence, the received signal at the
cluster-head can be obtained as

yh =

√
Pmihmihxmi

dα/2mih

+

√
Pcjhcjhxcj

dα/2cjh

+ nh, (1)

where Pmi and Pcj denote the transmit powers of mi and
CUEj, respectively; xcj is the interference signal sent from

CUEj, with
∣∣xcj ∣∣2 = 1, dmih denotes the distance between

mi and the cluster-head, dcjh is the distance between CUEj
and the cluster-head and nh is the AWGN at the cluster-head
with zero mean and variance of σ 2

h . We assume Pmi = Pm
∀ i ∈ {1 . . .K }; Pcj = Pc ∀ j ∈ {1 . . . L}. The distance
between a CUEj and the cluster-head can be calculated as

dcjh =
√
d2cjb + d

2
hb − 2cos(θ )dcjbdhb where dcjb is the dis-

tance between CUEj and the BS, dhb is a fixed distance
between the cluster-head and the BS, and θ is the angle
between the cluster-head and CUEj at the BS. When dhb �
dcjb, dcjh ≈ dhb. This is because the CUEs are usually located

3The CSI between the cluster-head and the CUE is usually estimated
through pilots and feedback (e.g. [32]), and the CSI estimation without
feedback may also be applied (e.g [33]). The detail of the channel estimation
is beyond the scope of this paper.

close to the BS while the cluster-head is based far away from
the BS. In the interference limited scenario, the instantaneous
SIR at the cluster-head can be derived from (1) as:

γh =

Pm|hmih|
2

dαmih

Pc|hcjh|
2

dαcjh
+ σ 2

h

≈

Pm|hmih|
2

dαmih

Pc|hcjh|
2

dαhb

. (2)

To maximize the SIR, the joint selection of CUE andM2M
device can be expressed as follows:

γ 1
T1 =

max
i∈{1...K }

(
Pm|hmih|

2

dαmih

)
min

j∈{1...L}

(
Pc|hcjh|

2

dαhb

) . (3)

To derive a closed form expression for the CDF of (3),

we let Yi = max
i∈{1...K }

(
Pm|hmih|

2

dαmih

)
and Xj = min

j∈{1...L}

(
Pc|hcjh|

2

dαhb

)
.

When α = 2, the CDF of Yi can be calculated as:

FY (y) = P

(
max

i∈{1...K }

(
Pm|hmih|

2

d2mih

)
< y

)

a
= E

 ∏
i∈{1...K }

P(Pm|hmih|
2 < yd2mih)


= E8M

 ∏
i∈{1...K }

(1− e
−yr2
Pm )


b
=

(
1

πR2m

∫ Rm

0
r(1− e

−yr2
Pm )dr

)K
c
=

1−
(1− e

R2my
Pm )Pm

yR2m

K

, (4)

where (a) follows from the independence of the random
variables {|hmih|

2
; ∀i ∈ {1 . . .K }}, (b) holds by using the

probability generating functional (PGFL) metric [35], and (c)
holds by using (3.321.4) in [36].

The CDF of the denominator in (3) can be calculated
as [37]:

FX (x) = 1− P
(

min
j∈{1...L}

(Xi) ≥ x
)

= 1−
∏

j∈{1...L}

P(Xj ≥ x)

= 1−
∏

j∈{1...L}

(
1− P

(
Xj
)
< x

)
= 1−

∏
j∈{1...L}

(
1− P

(
Pc|hcjh|

2

d2hb

)
< x

)

a
= 1− E

 ∏
j∈{1...L}

1− P(Pc|hcjh|
2 < xd2hb)
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Fγ 1T1
(t1) =



1
R2mt1Pc

2d2hbLPmln(dhb)+ d
2
hbLPmln(L)− d

2
hbLPmln(Ld

2
hbPm + R

2
mt1Pc)

+d2hbLPmln(Pm)+ PcR
2
mt1, K = 1,

1
R4mt

2
1P

2
c
(L2d4hbP

2
mln(L)− 2L2d4hbP

2
mln(Ld

2
hbPm + R

2
mt1Pc)

+L2d4hbP
2
mln(Pm)L

2d4hbP
2
mln(Ld

2
hbPm + 2R2mt1Pc)+ 2L2d4hbP

2
mln(dhb)

+2PmR2mt1d
2
hbLPcln(L)− 4PmR2mt1d

2
hbLPcln(Ld

2
hbPm + R

2
mt1Pc)

+2PmR2mt1d
2
hbLPcln(Pm)+ 2PmR2mt1d

2
hbLPcln(Ld

2
hbPm + 2R2mtPc)+

4PmR2mtd
2
hbLPcln(dhb)+ R

4
mt

2
1P

2
c), K = 2,

1
2R6mt3P3c

(3L3d6hbP
3
m + 18L2R2md

4
hbtPcP

2
m + 24LR4md

2
hbt

2P2cPm)ln(Ld
2
hbPm + 2R2mtPc)

−Ld2hbPm(Ld
2
hbPm + 3R2mtPc)

2ln(Ld2hbPm + 3R2mtPc)−
3Ld2hbPm(L

2d4hbP
2
m + 6LR2md

2
hbtPcPm + 7R4mt

2P2c)ln(Ld
2
hbPm + R

2
mtPc)+ Ld

2
hbPm(L

2d4hbP
2
m

+6LR2md
2
hbtPcPm + 6R4mt

2P2c)ln(Pm)+
2Ld2hbPm(L

2d4hbP
2
m + 6LR2md

2
hbtPcPm + 6R4mt

2P2c)ln(dhb)+ Ld
2
hbPm(L

2d4hbP
2
m

+6LR2md
2
hbtPcPm + 6R4mt

2P2c)ln(L)+ 2R6mt
3P3c, K = 3.



(7)

= 1− E8C

 ∏
j∈{1...L}

(
1− (1− e

−xd2hb
Pc )

)
b
= 1−

(
1
πR2c

∫ Rc

0
(1+ e

−xd2hb
Pc )dr

)L
= 1− e

−xLd2hb
Pc , (5)

where (a) follows from the independence of the random
variables {|hcjh|

2
; ∀j ∈ {1 . . . L}}, and (b) holds by using the

PGFL metric. Then, the final expression of γ 1
T1

when α = 2
can be obtained from (4) and (5) as:

Fγ 1T1
(t1)=

∫
∞

0
d2hbLe

t1zd
2
hbL
Pc

1− (1− e
R2mt1z
Pm )Pm

t1zR2m

K

dz. (6)

The closed-form solutions for Fγ 1T1
when K = 1, K = 2 and

K = 3 are given in (7), as shown at the top of the next page.
Similarly, when α = 4, the CDF of Y can be calculated as:

FY (y) = P

(
max

j∈{1...K }

(
Pmi |hmih|

2

d4mih

)
< y

)

a
= E

 ∏
i∈{1...K }

P(Pm|hmih|
2 < yd4mih)


= E8M

 ∏
i∈{1...K }

(1− e
−yr4
Pm )


b
=

(
1

πR2m

∫ Rm

0
r(1− e

−yr4
Pm )dr

)K

=

1−

√
Pm
√
πerf( y

√
πR2m√
Pm

)

2
√
yR2m

K

c
=

1−

√
Pm
√
π (1− e

−1.095
√
yR2m

Pm
−

0.756yR4m
Pm )

2
√
yR2m


K

, (8)

where erf(·) denotes the error function, (a) follows from
the independence of the random variables {|hmih|

2
; ∀i ∈

{1 . . .K }}, (b) holds by using the PGFL metric and (c) holds
from erf(·) approximation in [38] as shown erf(·) = 1 −
e1.095x−0.7565x

2
. Then, the final expression of Fγ 1T1

when
α = 4 can be obtained as

Fγ 1T1
(t1)

=

∫
∞

0

Ld4hbe
−Ld4hbz
Pc

Pc

×

1−
1
2

√
Pm
√
π (1− e

−1.095
√
t1zR

2
m

Pm
−

0.756t1zR
4
m

Pm )
√
t1zR2m

K

dz.

(9)

The integral form in (9) can easily be evaluated numerically
using standard software packages.

2) POLICY II: ORDERING BY DISTANCE
For this policy, the ordering is based on the distance between
mi and the cluster-head (dmih). This scenario corresponds to
the large-scale fading case which can be written as [39]:

γ 2
T1 =

Pm|hmih|
2

min
i∈{1...K }

(
dαmih

)
Pc|hcjh|

2

max
j∈{1...L}

(
dαcjh

) . (10)

By letting U1 =
Pm|hmih|

2

dαmih
and V1 =

Pc|hcjh|
2

dαcjh
, the CDF of

U1 is FU1 (u1|dmih) = 1 − e−
u1d

α
mih

Pm and the CDF of V1 is
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FV1 (v1|dcjh) = 1− e−
v1d

α
cjh

Pc . In a 2-dimensional point process
ball consisting ofK points which are uniformly and randomly
distributed inside a ball with radius R centered at the origin
o, the Euclidean distance Rk from the origin to its k th nearest
point follows a generalized beta distribution, for r ∈ [0,R]
and k ∈ [1,K ] [21]:

fRk (r) =
20(k + 1

2 )0(K + 1)

R0(k)0(K + 3
2 )

× β

(
r2

R2
; k +

1
2
,K − k + 1

)
. (11)

where β(·) and 0(·) are the Beta density and Gamma func-
tions, respectively. Following (11) and by letting r = dmih,
the CDF of U1 for any value of k in 8M when α = 4 can be
derived as:

FU1 (u1)

=

∫ Rm

0
FU1 (u1|r)fRk (r)dr

=
0(k + 1

2 )0(K − k + 1)

β(k + 1
2 ,K − k + 1)0(K + 3

2 )

×HG
(
1−

[
1
2
k,

1
2
+
1
2
k
]
,

[
1+

1
2
K ,

1
2
+
1
2
K
]
,
u1R4m
Pm

)
,

(12)

whereHG(·) denotes the hypergeometric function. Similarly,
the CDF of V1 for any value of k in 8C can be calculated as:

FV1 (v1) =
∫ Rc

0
FV1 (v1|r)fRk (r)dr

=

0(L − k + 1)0(k + 1
2 )

(
1− e

v1d
4
hb

Pc

)
β(k + 1

2 ,L − k + 1)0(L + 3
2 )

. (13)

Following (12) and (13), the closed form expression for the
CDF of γ 2

T1
for any k when α = 4 can be calculated from

(12) and (13) and by using (7.521) in [36] as given in (14), as
shown at the top of the next page.

Similarly, the expression for the CDF of γ 2
T1

for any k when
α = 2 can be derived as:

Fγ 2T1
(t1)

=

∫
∞

0

0(K )d2hbe
t1zd

2
hb

Pc
√
π (K (t1z)−

K
2 (− 1

Pm
)

1
2N R−Km e

−t1zR
2

2Pm

2t1zR2m(K + 1)β(3/2,K )0(K + 3/2)Pc

×WK(−
K
2
,
K
2
+

1
2
,
t1zR2

Pm
)Pm

− t1zR2K + (t1z)−
K
2 (

1
Pm

)−
K
2 R−K e

t1zR
2
m

2Pm

×WK(−
K
2
+ 1,

K
2
+

1
2
,
t1zR2m
Pm

)− t1zR2dt1, (15)

where WK(·) is the Whittaker function [40]. Then,
the closed-form solutions for Fγ 2T1

when K = 1, K = 2 and
K = 3 are given in(16), as shown at the bottom of this page.

For the special case, the CDF of the nearest M2M can be
derived by setting k = 1 in (12) as:

FM2Mnear (u1)

=

∫ Rm

0
FU1 (u1|dmih)fR1 (r)dr

= 1−HG
([

1
2
, 1
]
,

[
1+

1
2
K ,

1
2
K+

1
2

]
,
−u1R4m
Pm

)
. (17)

Finally, the outage probability of γ (2)
T1

for the nearest M2M
device and farthest CUE device can be expressed as:

Fγ 2T1
(t3)

=

∫
∞

0

∫ t3v1

0
fM2M (u1|dmih)fCUE (v1|dhb)du1dv1

=
20(2+ K )

√
2

2
3
2+K (K + 1)

Fγ 2T1
(t1) =

∫
∞

0

∫ t1v1

0
fU1 (u1)fV1 (v1)du1dv1

=
0(k + 1)0(K − k + 1)

β(k + 1
2 ,K − k + 1)

(
1−HG

(
[1,

1
2
k,

1
2
+

1
2
k], [1+

1
2
K ,

1
2
+

1
2
K ],−

t1R4mPc
Pmd4hb0(K +

3
2 )

))
. (14)

Fγ 2T1
(t1) =



2d2hbPmln(dhb)−d
2
hbPmln(R

2
mt1Pch+d

2
hbPm)+d

2
hbPmln(Pm)+R

2
mt1Pc

R2mt1Pc
, K = 1,

1
t21R

4
mP

2
ch
(4PmtR2md

2
hbPcln(dhb)− 2PmtR2md

2
hbPchln(R

2
mtPch + d

2
hbPm)+ 2PmtR2md

2
hbPchln(Pm)

+t2R4mP
2
ch + 4d4hbP

2
mln(dhb)− 2d4hbP

2
mhln(R

2
mtPc + d

2
hbPm)+ 2d4hbP

2
mln(Pm)+ 2PmhtR2md

2
hbPc), K = 2,

1
2t31R

6
mP3c

(−6d2hbPm(R
2t1Pc + d2hbPm)

2ln(R2t1Pc + d2hbPm)+ 6d2hbPm(R
2t1Pc + d2hbPm)

2ln(Pm)

+12d2hbPm(R
2t1Pc + d2hbPm)

2ln(dhb)+ 2t31R
6P3c + 9Pmt21R

4d2hbP
2
c + 6d4hbPcR

2t1P2m), K = 3,


(16)
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×MG
(
[0], [1+

1
2
K ,

1
2
K+

1
2
], [1,

1
2
, 0], [ ]],

d4hbPm
PcR4mt3

)
.

(18)

whereMG(·) denotes the Meijer’s G function [41].

B. SECOND-HOP (T2)
The BS works in FD mode in this hop, where the BS receives
a signal from the cluster-head and simultaneously transmits
its signal to the CUE. Therefore, the received signal at the BS
is given by

yb =

√
Phxhhhb

dα/2hb

+

√
Pbxbhbb + nb, (19)

where xh and xb are the transmitted signals from the cluster-
head and BS, respectively, with |xh|2 = |xb|2 = 1. Pb and Ph
are the transmit powers of the BS and cluster-head, respec-
tively; nb is the AWGN at the BSwith zero mean and variance
of σ 2

b and hbb is the self-interference (SI) channel for the BS.
In the interference limited scenario, the instantaneous SIR at
the BS can be obtained from (19) as:

γb =

Ph|hhb|2

dαhb

Pb|hbb|2 + σ 2
b

≤

Ith
γhb
γhcj

γRSI
, (20)

where γhb and γhcj are the channel gains between the
cluster-head and BS and between the cluster-head and CUEj,
respectively, while γRSI is the Residual SI (RSI) gain after
employing the SI cancellation scheme [42].

Likewise, the SIR at the BS for the second hop can be
improved by the best CUE selection as:

γT2 = max
j∈{1...L}

 Ith γhbγhcj

γRSI

 = Ith
|hhb|2

min
j∈{1...L}

(|hhcj |
2)

γRSI
. (21)

For better exposition, we let X2 = min
j∈{1...L}

(|hhcj |
2), Y2 =

|hhb|2 and Z = γRSI . The PDF of Y2 is e−y2 and the PDF of
X2 after the best CUE selection is fX2(x2) = Le−Lx2 .

Then, the CDF of R = Y2/X2 and its PDF can be derived
as (22) and (23), respectively:

FR(r) =
∫
∞

0

∫ rx2

0
fY2 (y2)fX2 (x2)dy2dx2

=
r

r + L
, (22)

fR(r) =
1

r + L
−

r
(r + L)2

. (23)

Next, the PDF of Z can be obtained as:

fZ (z) =
e−z/λRSI

λRSI
. (24)

Finally, we let T2 = Ith RZ where the PDF of R and Z
are given in (23) and (24), respectively. Therefore, the final
expression of FγT2 can be obtained from (23) and (24) as:

FγT2 (t2) =
∫
∞

0

∫ t2z
Ith

0
fR(r)fZ (z)drdz

FIGURE 2. Numerical vs theoretical outage probability of policy 1 when
α = 2 with a different number of M2M and CUEs devices, where Pb =

5 dB, Pm = 10 dB and Pc = 30 dB. Rm = 15 m, Rc = 25 m,
(Xh,Yh) = (100,100) m, and Ith = 20.

= 1−
IthLe

( IthL
t2λRSI

)Ei(1, IthL
t2λRSI

)

t2λRSI
, (25)

where Ei(1,x) is the exponential integral function defined as:
Ei(1, x) =

∫
∞

1
exp(−tx)

x dt, x > 0.
As DF relay is used at the cluster-head, the end-to-end SIR

at the BS for M2M transmission can be written as:

γend−end = min(γ4T1 , γT2 ), (26)

where 4 ∈ {Policy1,Polic2}. Then the CDF of γend−end can
be written as:

Fγend−end (γ ) = 1− (1− F4γT1 (γ ))(1− FγT2 (γ )). (27)

The outage probability is calculated when the SIR of the
system is falling below a given threshold. Therefore, the out-
age probability of the proposed system can be obtained as

Pout = Fγend−end (b), (28)

where b = 22β−1 and β is the transmission rate in bits/s/Hz.

IV. SIMULATION RESULTS
In this section, we present the simulation results to verify
our analysis. We assume that the noise variances σ 2

b and σ 2
h ,

are normalized to unity in our experiments. The analytical
results based on (28) are presented here where the simulation
results are obtained by averaging 106 independent Monte
Carlo trials. In all cases, the simulation results match the
analysis, which verifies the closed-form expressions for the
outage probability derived in this paper.

Figs. 2 and 3 verify the outage probability expressions
given in (28) for ordering policy 1 for different target rate
values when α = 2 and α = 4, respectively. It can be
observed from Fig. 2 and Fig. 3 that using our proposed joint
selection scheme significantly decreases the outage probabil-
ity. As a case in point, in Fig. 2 when the target transmission
rate (β) = 1 bits/s/Hz, the outage probability with random
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FIGURE 3. Numerical vs theoretical outage probability of policy 1 when
α = 4 with a different number of M2M and CUEs devices, where Pb =

5 dB, Pm = 10 dB, and Pc = 40 dB. Rm = 15 m, Rc = 25 m,
(Xh,Yh) = (100,100) m, and Ith = 20.

FIGURE 4. Numerical vs theoretical outage probability of policy 2 when
α = 2 with a different number of M2M and CUEs devices, where Pb =

5 dB, Pm = 10 dB, and Pc = 40 dB. Rm = 15 m, Rc = 25 m,
(Xh,Yh) = (100,100) m, and Ith = 20.

selection is approximately 0.8. However, a lower value equals
to 3.7 × 10−2 for the outage probability is recorded when
K = 5, L = 10. This value decreases further to 5.5 × 10−3

when K= L= 15. Similarly, in Fig. 3, when β = 1 bits/s/Hz,
the outage probability with random selection is about 0.16,
however, using the proposed scheme reduces the outage prob-
ability to 0.014 for K = 5, L = 10 and decreases it further to
0.0045 when K = L = 15.
On the other hand, Figs. 4 and 5 verify the outage probabil-

ity expressions given in (28) for policy 2 with different target
rates when α = 2 and α = 4, respectively. Again, the effect of
the proposed selection scheme is clear in the aforementioned
figures, where the outage probability is significantly reduced.
For example in Fig. 4, when β = 1 bits/s/Hz, the outage
probability with random selection is approximately 0.53.
However, a lower value equals to 1.8 × 10−2 for the outage

FIGURE 5. Numerical vs theoretical outage probability of policy 2 when
α = 4 with a different number of M2M and CUEs devices, where Pb =

5 dB, Pm = 10 dB, and Pc = 40 dB. Rm = 15 m, Rc = 25 m,
(Xh,Yh) = (100,100) m, and Ith = 20.

FIGURE 6. Comparison of outage probabilities of policy 1 for different
number of M2M and CUEs devices with bigger gap where Pb = 5 dB,
Pm = 10 dB, and Pc = 40 dB. Rm = 15 m, Rc = 25 m, (Xh,Yh) = (100,100)
m, and Ith = 20.

probability is recorded when K = 5, L = 10. This value
decreases further to 3.9×10−2 when K= L= 15. In order to
illustrate the effect of increasing the gap between the M2M
and CUEs devices on the outage probability, Fig. 6 and Fig. 7
show the outage probability for different number ofM2M and
CUEs devices for policy 1 and policy 2, respectively, when
α = 2 and α = 4.

Fig. 8 shows the outage probability versus different ordered
M2M indices for policy 2.We can see that with increasing the
order of indices (i.e., first, third, 10th best M2M device and so
on), the outage probability increases as well for both α = 2
and α = 4, as expected.

Since the radio transmissions always encounter a band-
width constraint that limits the maximum SI cancellation
[42], Fig. 9 illustrates how RSI affects the outage perfor-
mance of the FD scheme. Fig. 9 also shows the outage
probability vs RSI (γRSI ) for HD and FD where γRSI is varied

83522 VOLUME 7, 2019



M. A. M. Abdullah et al.: Performance Analysis of Cognitive Clustered M2M Random Networks

FIGURE 7. Comparison of outage probabilities of policy 2 for different
number of M2M and CUEs devices with bigger gap where Pb = 5 dB,
Pm = 10 dB and Pc = 40 dB. Rm = 15 m, Rc = 25 m, (Xh,Yh) = (100,100)
m, and Ith = 20.

FIGURE 8. Comparison of outage probabilities for the different M2M
ordinal indices where K = L = 10, Pb = 5 dB, Pm = 10 dB and Pc = 40 dB.
Rm = 15 m, Rc = 25 m, (Xh,Yh) = (100,100) m, and Ith = 20.

from 0 to 30 dB. It can be noticed that, when γRSI increases,
the performance of the system becomes worse. Clearly, there
is no SI for the HD scheme; therefore, the performance is
constant for all γRSI in this figure. Of more interest is the
observation that the outage probabilities for the HDmode are
always higher than that related to the FD mode when γRSI
is less than 11 dB and 17.5 dB when α = 4 and α = 2,
respectively for policy 2. Similarly, the outage probabilities of
the HD mode are always higher than the outage probabilities
of the FD mode when γRSI is less than 10 dB for both values
of α.
Moreover, it is clear from Fig. 9 that the outage probability

of policy 1 is lower than that corresponding to policy 2. In
practice, however, policy 1 requires knowledge of the instan-
taneous M2M to cluster-head channel gains, which cannot
always be estimated accurately. On the other hand, policy
2 is dependent only on distance, or equivalently long-term
average channel gains. Therefore, both policies are important
in real life scenarios.

FIGURE 9. Outage probability vs residual self-interference (γRSI )
corresponding to HD and FD modes for policy 1 and policy 2 when α = 2
and α = 4, where Ith = 20, Pc = 35 dB, K = L = 10, and β = 1 bits/s/Hz.

TABLE 2. Comparison of the time-slot for FD and HD.

Table 2 illustrates the effect of using FD in the second-
hop (T2). If the BS works in HD only, the total number of
slots needed to complete the communication scheme would
be 4, compared to only 3 slots for the proposed hybrid-duplex
scheme. In addition, as the self-interference from BS is too
strong for M2M communications when the BS works in FD
mode, we therefore consider HD for the first hop.

The design of the proposed scheme takes into consideration
that the machine devices are relatively simple and do not
possess complicated processing capability, hence, there is
no heavy computation associated with each M2M device.
The cluster-head is responsible for performing the channel
estimation and the selection of the machine device as well as
the CUE. This operation has a low complexity of O(K + L),
where O(·) is the complexity order and K ,L are the number
of M2M and CUE devices, respectively. Similarly, this work
adopts random selection as a reference scheme due to its low
computational complexity [43], [44]. Detailed analysis of the
complexity is beyond the scope of this work but interested
readers can refer to [42], [45].

V. CONCLUSION
In this work, we proposed a cognitive cluster Machine-to-
Machine (M2M) communications model with joint Cellular
User Equipment (CUE) and M2M devices selection schemes
to reduce the outage probability of M2M networks. Two
ordering policies were proposed: the first one depends on
average channel gain information from the M2M to the
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cluster-head while the second one depends on instantaneous
channel gains. The proposed schemes achieved a significant
reduction in the outage probability for M2M networks as
verified with the simulation results. Furthermore, a Hybrid-
duplex BS was exploited to switch between Half-Duplex
(HD) and Full-Duplex (FD) modes to attain the best per-
formance corresponding to various levels of residual self-
interference. The approximated closed-form formulas for the
outage probability corresponding to each of the proposed
ordering policies, and for different path loss exponents, were
derived and verified through Monte Carlo simulations.
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