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1 INTRODUCTION

ABSTRACT

We present a detailed X-ray variability study of the low-mass active galactic nuclei (AGN)
NGC 7314 using the two newly obtained XMM-Newton observations (140 and 130ks), together
with two archival data sets of shorter duration (45 and 84 ks). The relationship between the
X-ray variability characteristics and other physical source properties (such as the black hole
mass) are still relatively poorly defined, especially for low-mass AGN. We perform a new,
fully analytical, power spectral density (PSD) model analysis method, which will be described
in detail in a forthcoming paper, that takes into consideration the spectral distortions, caused
by red-noise leak. We find that the PSD in the 0.5-10 keV energy range, can be represented
by a bending power law with a bend around 6.7 x 10~> Hz, having a slope of 0.51 and 1.99
below and above the bend, respectively. Adding our bend time-scale estimate, to an already
published ensemble of estimates from several AGN, supports the idea that the bend time-scale
depends linearly only on the black hole mass and not on the bolometric luminosity. Moreover,
we find that as the energy range increases, the PSD normalization increases and there is a
hint that simultaneously the high-frequency slope becomes steeper. Finally, the X-ray time-lag
spectrum of NGC 7314 shows some very weak signatures of relativistic reflection, and the
energy resolved time-lag spectrum, for frequencies around 3 x 10~* Hz, shows no signatures
of X-ray reverberation. We show that the previous claim about ks time delays in this source,
is simply an artefact induced by the minuscule number of points entering during the time-lag
estimation in the low-frequency part of the time-lag spectrum (i.e. below 10~* Hz).

Key words: black hole physics — galaxies: individual: NGC 7314 — galaxies: nuclei — galaxies:
Seyfert— X-rays: galaxies.

‘stellar-size’ BH masses, such as those of the black hole X-ray
binary (BHXRB) systems, having masses around 1-20 M.

X-ray variability studies of active galactic nuclei (AGN) have been
proven an excellent diagnostic tool of probing and disclosing their
physical properties. The observed X-ray flux variations are thought
to originate from the innermost region of an accretion-flow taking
place around a supermassive black hole (BH), having a mass range
between 10° and 10° M. Since the dynamics of this region are
tuned by the BH mass, the corresponding size-scales, and thus
time-scales, should depend on the BH mass via some sort of scaling
relations. Moreover, since the accretion physics laws appear to be
the same for all the classes of accretion objects, irrespective of
their BH mass, these scaling laws should extend to much smaller
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Currently, such an AGN-XRB connection is seen in the Fourier
domain (Uttley, McHardy & Papadakis 2002; Markowitz et al. 2003;
Vaughan, Fabian & Nandra 2003b; McHardy et al. 2006). Both
classes of objects exhibit random X-ray flux variations whose am-
plitude, at a given Fourier frequency f, is described by power spectral
density (PSD) functions of a power-law form, Z( f) o« f~2, which
break/bend below some characteristic frequency, f;, to flatter val-
ues. Exactly this characteristic frequency, f}, scales approximately
inversely proportional to the BH mass. Notably, this scaling law
seems to be followed only from those XRBs in the ‘soft-state’,
since those in the ‘hard-states’ are characterized by more complex
shapes with multiple bends (Nowak 2000; Grinberg et al. 2014).

Moreover, this AGN-XRB connection is further supported by the
X-ray reverberation studies. The detection of Fourier resolved time
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delays between the soft, 0.3—1 keV, and the hard, 1-4 keV, X-ray
light curves, is attributed to the light-travel distance between the
X-ray emitting corona (hard X-ray component) and the reflected
emission (delayed, soft X-ray component) from the inner parts of
the accretion disc, close to the BH, where strong gravity effects play
a major role (Fabian et al. 2009; Emmanoulopoulos, McHardy &
Papadakis 2011; Zoghbi, Uttley & Fabian 2011; Cackett et al. 2013;
Fabian et al. 2013; Alston, Done & Vaughan 2014). De Marco et al.
(2013a) showed from an observational perspective the existence of
a scaling relation between the most negative time-lag measurement
and the BH mass in a sample of 15 AGN. Then, Emmanoulopoulos
et al. (2014), using a fully general relativistic (GR) approach, were
able to model the time-lag spectra of 12 AGN and derive/constrain
physical source parameters, principally the BH mass and the height
of the X-ray corona and then the BH spin parameter and viewing
angle of the systems. Similar results on individual sources, focusing
mainly in the height of the X-ray corona and the viewing angle, have
been also derived by Wilkins & Fabian (2013) and Cackett et al.
(2014).

Currently, with respect to Galactic sources, such as XRBs, the de-
tection of X-ray time delays is very challenging. Assuming that all
the time-scales are scaling according to the BH mass, i.e. t, = r,/c
where {1, is the light crossing time and r,is the gravitational radius,
for an object with M = 10 Mg £, is around 50 ps, in contrast
to and AGN with mass M = 2 x 10° M for which 7, =10 s.
Thus, direct studies of X-ray time delays in the case of XRBs are
prohibitively difficult to be conducted with the current instrumen-
tation in the pus time-regime. Nevertheless, in the case of BHXRB
GX-339 ms time delays have been observed in a hard state by
(Uttley et al. 2011) using the covariance spectrum. Moreover, for
X-ray lags have been reported for the neutron star X-ray binaries
4U 1608—52 and 4U 1636—53 are observed at the frequencies of
the kHz QPOs (McClintock & Remillard 2006). Interestingly, by
joining this ‘Galactic’ time-scale sample, with the one derived by
the AGN De Marco et al. (2013b) shows that the observed time
delays appear to scale with the BH mass (fig. 9 in De Marco et al.
2013b). In the same figure one can notice the great gap in the BH
mass parameter space between Galactic and extragalactic sources
(almost six orders of magnitude).

Consequently, it is of great importance to bridge the gap, in
the BH mass parameter space, between extragalactic and Galactic
accreting objects. Thus, the study of extragalactic low-mass BH
mass objects, exhibiting a strong variable X-ray flux behaviour,
provide us with a reliable test-bed to address the validity of such
scaling relations along the lower BH mass-end of the parameter
space which is currently a completely unexplored region.

Along these lines, NGC 7314 (z = 0.004760, Mathewson &
Ford 1996), is an ideal source for such timing studies. NGC 7314
is a spiral galaxy, morphologically classified as SAB(rs)bc, which
hosts an AGN. The optical spectrum of NGC 7314 is dominated
by narrow emission lines but a weak broad wing to H « has been
noted by Filippenko & Halpern (1984) and Hughes et al. (2003),
leading to a tentative classification as a Seyfert type 1.9. However
an O 1 Bowen fluorescence line (at A = 8446 A) was noted by
Morris & Ward (1985), leading to a classification as a Seyfert type
1 galaxy. The central stellar velocity dispersion is 60 kms~! (Gu
et al. 2006), yielding a BH-mass estimate of (0.87 £ 0.45) x
109 M@ (McHardy 2013). Finally, in the literature, there are three
bolometric luminosity estimates of NGC 7314: 6.46, 2.63 and 9.55
(x10% erg s~") (Elvis et al. 1994; Marconi et al. 2004; Vasudevan &
Fabian 2007) and thus in our analysis we are using their mean value
(6.21 £ 3.47) x 10* erg s~!. Finally, from the very early years of

MNRAS 460, 2413-2431 (2016)

X-ray astronomy, NGC 7314 showed a great deal of flux variations
spanning minutely (EXOSAT data; Turner 1987) up to hourly flux
variations (ASCA data; Yaqoob et al. 1996). There is observational
evidence that the source is seen through a warm absorber which is
situated within the clumpy torus (Ebrero et al. 2011). In this case
variations in the neutral column density are explained in terms of a
cloud of neutral gas crossing our line of sight, which graze the edge
of the torus.

In this paper, we present a thorough X-ray variability analysis of
NGC 7314 in the Fourier domain, using the PSD method and the
time-lag spectra. Initially, in Section 2 we present the X-ray data-
reduction procedures for the observations obtained by the European
photon imaging camera (EPIC), consisting of the pn-charge coupled
device (pn-CCD) and the two metal oxide semiconductor (MOS)-
CCDs. In the next section, we estimate the fractional room mean
square (rms) variability amplitude as a function of X-ray energy
and we study the rms-flux relation. Then, in Section 4 we describe
briefly the new PSD modelling and fitting procedure, that we use
for this work, which will be extensively described in a forthcoming
paper. Moreover, in the same section we present the PSD fitting
results in several X-ray energy bands. Following that, in Section 5
we revisit the PSD scaling relation, using our PSD bend-time-scale
estimates, and the values from an already published ensemble of 15
AGN. In Section 6, we present a detailed X-ray time-lag analysis for
NGC 7314, the corresponding lamp-post GR model and the energy
resolved time-lag spectrum. Finally, a discussion together with a
summary of our results can be found in the last section (Section 7).
Throughout the paper the error estimates for the various physical
parameters correspond to the 68.3 per cent confidence intervals
unless otherwise stated. Similarly, the error bars of the plot points
in all the figures indicate the 68.3 per cent confidence intervals.

2 OBSERVATIONS AND DATA-REDUCTION

2.1 XMM-Newton observations

NGC 7314 was observed by XMM—-Newton twice during 2013. The
first observation (Obs. ID: 0725200101) started on 2013 May 17,
02:59:08 (UTC) and lasted for 140 473 (s). The second observation
(Obs. ID: 0725200301) started on 2013 November 28, 15:36:13
(UTC) with an on-source duration time of 131 013 s. In both ob-
servations, the pn camera was operated in Prime Small Window
mode (time resolution: 6 ms) and the two MOS cameras in Prime
Full Window mode (time resolution: 2.6 s). Medium-thickness alu-
minized optical blocking filters (80 nm Al and 160 nm polyimide)
were used for all EPIC cameras to reduce the contamination of the
X-rays from infrared, visible and ultraviolet light.

Prior to these two recent long observations, NGC 7314 was ob-
served twice. The first observation (Obs. ID: 0111790101) was ob-
tained on the 2001 May 02, 09:56:21 (UTC) and lasted for 44 663 s.
The EPIC camera-modes as well as the filters were the same with
those used for the 2013 observations. Finally, NGC 7314 happens
to be in the same field of view with one of the most distant massive
galaxy cluster XMMU J2235.3—2557 (z = 1.4). This galaxy cluster
was observed on the 2006 May 03, 12:41:07 (UTC) with XMM-
Newton (Obs. ID: 0311190101; Baldi et al. 2012) for 83 920 s, and
NGC 7314 was located 7.7 arcmin south-west from the centre of
the field of view. Both MOS and pn cameras were in Prime Full
Window mode (the time resolution for the pn is 73.4 ms) and used
the thin filter set-up (40 nm Al and 160 nm polyimide) whose opti-
cal blocking is expected to be about 100 times less efficient than the
medium-thick filter. The galaxy cluster lies in the centre of the field
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Table 1. Source and background regions for the XMM-Newton EPIC light
curves. The first column, (1), gives the observation ID, the second column,
(2), the EPIC instrument, the third column, (3), the circular radius cen-
tred around the source and the fourth column, (4), the circular background
extraction region in the form of radius and centre position.

(1) 2) 3) )
Obs. ID EPIC Source Background
instrument radius radius and centre

(arcsec) (arcsec, physical units®)

pn 36.60 49.00 (28 175, 23 457)

0725200301 MOS-1 50.60 113.40 (30 120, 21 771)
MOS-2 50.60 113.40 (30 120, 21 771)

pn 39.15 53.50 (23 786, 28 549)

0725200101 MOS-1 52.80 109.00 (26 222, 19 830)
MOS-2 52.80 109.00 (26 222, 19 830)

pn 37.00 63.55 (13 590, 16 102)

0311190101 MOS-1 27.75 189.00 (21 608, 12 119)
MOS-2 22.50 154.15 (24 830, 12 442)

pn 41.10 31.35(23 983, 28 181)

0111790101 MOS-1 48.35 161.25 (34 178, 18 398)
MOS-2 45.90 150.50 (21 598, 36 387)

Note. “These are the projected sky coordinates which are denoted in the
FITS files by X and Y.

of view and it is several orders of magnitude fainter than NGC 7314,
thus it does not contaminate the flux levels of our source.

2.2 XMM-Newton data reduction

The EPIC raw data are reduced with the XMM—Newton SCIENTIFIC
ANALYSIS SYSTEM (SAs; Gabriel et al. 2004) version 14.0.0. After
reprocessing the pn and the two MOS data sets with the epchain and
the emchain sas-tools, respectively, we perform a thorough check
for pile-up using the task epatplot. Neither the pn nor the two MOS
data sets appear to suffer from pile-up in any observation, therefore
count rates for the source and the background are extracted from
circular regions that are given in Table 1. We also verify by visual
inspection that all the resulting light curves from all the observations
are not affected by the pile-up effect.

For the extraction of the pn light curves, at a given energy band,
we allow events that are detected up to double pixel-pattern on the
CCD (PATTERN < 4) and we exclude all the events that are at
the edge of a CCD and at the edge to a bad pixel, i.e. FLAG = 0.
For the MOS light curves, we select events that are detected up
to quadruple pixel-pattern on the CCDs (PATTERN < 12) and
we restrict to those events having also FLAG = 0. The corrected
background-subtracted light curves of the source are produced using
the sas-tool epiclccorr in time-bins of 20 s. Note, that this tool takes
correctly into account the vignetting effects that may affect the 2006
off-centre observation of the source (Obs. ID: 0311190101).

Using the EPIC-pn background light curves, in the 0.5-10 keV
energy range (Fig. 1), we can monitor the background activity
during the course of the observations. For the first observation,
0725200301, there is no need to subtract any parts from the light
curves, yielding a total of 129.86 ks of useful data. The apparent
increase towards the end of the observation (indicated by the arrow
in Fig. 1, second panel) is only 5 per cent of the source’s count rate
(source/background = 6/0.3) and thus, it is properly taken into ac-
count during the background subtraction. The second observation,
0725200101, has two very prominent increased background levels,
(Fig. 1, fourth panel, grey regions) during the first 5.6 ks and the
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XMM-Newton EPIC—pn light curves of NGC 7314 at 0.5-10 keV
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Figure 1. Source and background EPIC-pn light curves in the 0.5-10 keV
energy range. The arrows indicate observing periods of background activity,
reaching levels of the order of 4-5 per cent of the source’s count rate. Due to
their small contribution ratio these periods are kept in our analysis. The grey
regions in the fourth panel, indicate the high-background levels, occurring
during the observation 0725200101, for the first 5.6 ks and the last 3.2 ks.
These periods are excluded from our analysis.
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last 3.2 ks of the observation that reach up to 50 per cent of the
source count rate. Thus, data from those periods are disregarded
from our analysis and thus we end up with 123.66 ks of continuous
observations. There are also two background ‘bumps’ at around 21
and 50 ks, respectively, indicated by the arrows, but these are only
5 per cent of the source’s count rate and thus we keep these segments
in our analysis. The third and the fourth observations, 0311190101
and 0111790101, respectively, are left intact since the apparent in-
crease activity is of the order of 4 per cent of the source’s count rate.
Thus, from these two archival observations we have additionally for
our analysis a continuous stream of data lasting 82.04 and 43.08 ks,
respectively. Finally, for a given energy band, we merge the light
curves coming from the three EPIC instruments (the pn and the two
MOS detectors) into a combined light curve, achieving in this way
the maximum signal-to-noise ratio.

It is known that the MOS-to-pn results are broadly very similar
with MOS excesses over pn at a maximum of 8 per cent (Read,
Guainazzi & Sembay 2014). Particularly for our four data sets, we
performed a consistency check by estimating the ratio between the
MOS and the pn light curves in the 0.5-10 keV energy range. For
each observation, we fitted the ratios with a linear model and we
found that more than 99 per cent of the ratio points lie within 3
standard deviations (o) from the best-fitting model which has on
average a value of around 0.31 (the best-fitting slope is always prac-
tically zero — of the order of 10~®). Following the same procedure
the agreement between the two MOS detectors is much better since
for all observations more than 99.98 per cent of all observations lien
within 30 from the best-fitting linear model.

3 THE RMS VARIABILITY AMPLITUDE

A very simple way to characterize the source’s intrinsic variability
amplitude is the fractional rms variability amplitude, F\,, (Vaughan
et al. 2003b), which is defined as the square root of the noise-
subtracted variance (i.e. excess variance, o), divided by the mean
count rate of the light curve. We estimate F,, from each observation
(Section 2.1), at a given energy band, and then we derive an average
from all four values, which are 0.223, 0.246, 0.211 and 0.193 for
0.5-2, 2-4, 4-5 and 5-10 keV, respectively.' Thus, as the energy
increases F., decreases above 4 keV, a behaviour which is seen
before in several AGN (e.g. Green, McHardy & Lehto 1993; Nandra
et al. 1997; McHardy et al. 2004).

Moreover, in order to characterize the relationship between the
rms variability and the mean flux, we estimate the rms-flux relation
in the 0.5-10 keV energy band. The rms-flux relation requires that
the amplitude in small time-scales is modulated by longer time-scale
trends in data (Uttley, McHardy & Vaughan 2005). We partition
each light curve into segments of 240 s and we estimate for each
segment the excess variance, 0% and the mean flux value. In Fig. 2,
we show the rms amplitude o xs as a function of mean flux for all
the individual segments of all four observations (grey points) and
for the average values of 10 consecutive segments (black points).
It is clear that the linear rms-flux relation holds for NGC 7314 as
in the case of several other AGN (e.g. Vaughan et al. 2003b, 2011;
Gaskell 2004; Markowitz et al. 2007).

! The weighted mean errors that we derive for each energy band from the
four observations are of the order of (1-3) x 107>,
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Figure 2. The rms-flux relation for NGC 7314 in the 0.5-10 keV energy
band. The grey points correspond to all the individual segments (lasting
240 s) and the black points to the corresponding average values of 10
consecutive segments.

4 PSD MODELLING: A FULLY ANALYTICAL
APPROACH

The PSD, Z(f;y), with parameters y, expressing slopes,
breaks/bends, etc. is a continuous function that defines the amount
of variability power at a given frequency, f. A statistical ‘natural’
estimator of the PSD is the periodogram, P(f;), which is a discrete
function, defined at the Fourier frequencies, f;. Consider a light curve
x(¢) with a mean value p, consisting of N equidistant observations,
with a sampling period f,. The periodogram is the modulus square
of the discrete Fourier transform estimated at N/2 evenly spaced
frequencies f; = j/(Ntyin) withj =1, ..., N/2 or (N — 1)/2 for even
or odd N, respectively. The exact definitions and properties of Z( f)
and P(f;) can be found in Priestley (1981). Throughout this work we
apply the fractional rms squared normalization: (2t;,)/(Nu?), for
which the constant Poisson noise level is equal to 2(xt + {ftpke))/ w?
and (k) is the mean background count rate.

It is very well known that the PSD modelling procedure, through
the periodogram estimation, can occasionally become a very com-
plicated task when windowing effects are introduced in the Fourier
domain. In the case of a non-white noise PSD (as in the case of
AGN light curves), the periodogram estimates tend to be biased due
to ‘red-noise leak’ (the transfer of variability power from the low
to high frequencies due to the finite length of observations; Deeter
& Boynton 1982; Deeter 1984) and ‘aliasing effects’ (fold-back of
variability power from high frequencies to lower frequencies due
to the finite time resolution; Kirchner 2005). Additionally, missing
data from a uniformly sampled data set (i.e. the data set consists of
N consecutive time bins of #,;, duration and part of these bins do
not contain observations) perplexes even more the classical Fourier
analysis, introducing statistical dependences to the various peri-
odogram estimates. As noted by Babu & Stoica (2010), in the case
of non-uniform sampling (irregular sampling) periodogram
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analysis cannot be performed due to the lack of a well-defined
Nyquist frequency, however other methods based on interpolation,
slotted resampling etc. are applicable.

Interestingly, one of the most important point for the case of all
spectral distortions (see for a discussion Deeming 1975), is that
they are introduced to the Fourier analysis only via the sampling
properties of the data set (i.e. length, bin-size and regularity). These
properties are fully depicted by the window function, which can be
described by a boxcar w, = 1 or 0 (with or without observation,
respectively). In the ideal case of the absence of spectral distor-
tions, the periodogram estimates, at a given Fourier frequency, are
distributed asymptotically around the underlying PSD as x? dis-
tribution with 2 d.o.f., X22. However, if the periodogram estimates
are affected by spectral distortions, then we get deviations from the
expected 7 distribution.

In this paper, we implement a completely new fully analytical ap-
proach to model and fit the underlying PSD. The overall procedure
is described in detailed in forthcoming paper (EMM16). The main
idea can be briefly described as follows: since all the spectral distor-
tions are entirely tuned by the window function of the observed data
set, we convolve the given PSD model, &(f; y), with the observed
window function. In this way, we introduce, in a mathematically
precise way, all the spectral pathologies to the PSD model, for all
Fourier frequencies, f;. This is achieved by convolving the model
autocovariance function, which is directly related with the model
PSD via the inverse Fourier transform, with the observed window
function. The resulting window-affected PSD model (distorted PSD
model, Z4(f;; v)), corresponds to the mean value of the (distorted)
periodogram estimates, at a given f;, and is given by

42‘bin +eo

Pa(fiy) = —5 4 2nN P(fiy)df
uN 0

N-1 +o0
+47IZ (/ ,@(f;y)cos[Zrtftx]df)
s=1 0

N—ls|

X Z Wk W4|s| COS [271f/-t5] . (@)

k=1

Note that the two integrals in the above equation are the inverse
Fourier transform of the autocovariance function at £, = 0 and ¢, # 0,
and 7, = styiy (s =1, ..., N). The (distorted) periodogram estimates,
follow for each f; a gamma distribution, & [v; /2, 2(f;:v)], (based
on simulations discussed in EMM16) around the mean Z4(f;; y),
for which we do not know the d.o.f., v;, (appearing through the
shape parameter, v;/2). The distorted PSD model is estimated via
equation (1) and this can be used further to derive precisely v;,
at each Fourier frequency, f;. Both the shape and scale parameter
of each gamma distribution at each f;, are related with the mean,
Z4(fj; v), via the following relation

v =2 2U5y)
! P(fiy)

Finally, during the maximum likelihood approach, the final joint
probability consists of an ensemble of gamma distributions with
different shape parameters, each one carrying all the spectral dis-
tortions and dependences, at a given Fourier frequency, f;.

The method is fully analytical with respect to the derivation of
the distorted PSD model (equation 1) and the corresponding gamma

@
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distribution of the distorted periodogram estimates, since it does not
involve any assumptions and numerical approximations. These are
two completely new elements that we introduce to our PSD anal-
ysis. Note that the derivation of the distorted PSD, aims to pass
all the windowing effects to the underlying fitted PSD model which
has nothing to do with the smoothing window functions e.g. Parzen,
Welch, Hann, Hamming etc. used in signal processing. The latter
windows are used to reduce the power of side-lobes, away from
the frequency of interest, and they are applied directly on the ac-
tual periodogram estimates, i.e. they do not involve any knowledge
of the actual underlying PSD model, in which most of the times
is already known, in contrast to astrophysics which is the major
unknown.

Thus, with our new approach all the spectral artefacts are correctly
taken into account within the fitted model, and the probability den-
sity function for each Fourier bin, takes fully into account, through
the convolution, the statistical dependences from all the adjacent
frequency bins. Thus, the estimation of confidence intervals for the
best-fitting parameters can be carried out using the classical method
of Cash (1979) as described in the context of PSD, using the inverse
of the generalized regularized incomplete gamma, in Appendix A2
in (Emmanoulopoulos, McHardy & Papadakis 2013). Note, that for
complicated functional form of the input PSD model the integra-
tions, appearing in equation (1), may only be estimated numerically
as the integrals may not have analytical solutions. The maximum
likelihood approach is performed numerically (more details are
given in EMM16) using classical non-linear global optimization
procedures e.g. simulated annealing (Kirkpatrick, Gelatt & Vecchi
1983).

As it is shown in EMM15, in the case of infinitely long and
dense regular sampling, the method automatically (i.e. without the
need to ‘switch something off’), converges to the classical max-
imum likelihood method as described in (e.g. Anderson, Duvall
& Jefteries 1990; Vaughan 2005; Emmanoulopoulos et al. 2013),
since Z4(f;y) goes to Z(f;y) and thus, the d.o.f. at each Fourier
frequency are equal to 2 (equation 2), yielding the classical x? dis-
tributions with 2 d.o.f, i.e. gamma distribution with shape parameter
equal to one. In this limit case, the effects of ‘red-noise leak’ and
‘aliasing’ are completely absent.

4.1 PSD analysis of NGC 7314

In this section, we perform a detailed PSD analysis of the NGC 7314
light curves in different X-ray energy bands. Since the XMM-
Newton observations are practically accumulated in a continuous
fashion, we are actually dealing with data averaged over time inter-
vals equal to the sampling period, #,,, rather than simply sampled
data, and thus the ‘aliasing effect’ is not an issue (van der Klis
1988). Moreover, our observations do not suffer from gaps, thus
the window function is a continuous boxcar window function of
finite length, equal to the duration of each of the four observations
(Section 2.2). Therefore, in the case of NGC 7314 we are dealing
only with the effect of ‘red-noise leak’, due to the finite length of
the window function. However, this effect is very marginal since,
as we are going to see below in this section, all the PSD parameters
(i.e. slopes and bends) are completely mapped within each observ-
ing window, at least for the first three observations 0725200301,
0725200101 and 0311190101, respectively.

Physically, for AGN variability studies, in which the PSD is
described by a power law with index is steeper than —1, the PSD
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should always become flat above a given time-scale, depicting the
fact that the variability amplitude of the source cannot be increasing
for ever.” Note that for the commonly used power-law or broken
power-law models, in order the variance of the underlying variability
process not to be monotonically increasing as a function of time, the
low-frequency slope must be flatter than —1, and the high-frequency
slope must be steeper than —1 for the PSD to converge at low and
high frequencies, respectively.

Thus, the PSD model that we consider for NGC 7314, is a
stationary smoothly double bending power-law model, in which
the stationarity property is introduced by fixing the values of low-
frequency slope and low-frequency bend to 0 and 10~® Hz, respec-
tively. Thus, this assumption implies that the source does not exhibit
larger amplitude variations on time-scales greater than 1157 d, since
for larger time-scales (i.e. lower than 10~% Hz) the PSD is charac-
terized by a zero slope, i.e. constant variance. This corresponds
to an underlying variability process which is stationary for time-
scales greater than 10® s, or strictly speaking it is stationary up to
second order (e.g. Priestley 1981), known also as weak/wide-sense
stationarity. Note that there is robust observational evidence that
the source does not exhibit longer time-scale variations based on
long-term RXTE observations which consist of more than 8§70 d
of observations covering sporadically the period between 1999 and
2001 (preliminary data analysis has been performed for another
study). We have selected these values for both the low-frequency
bend and slope since this is something which is expected to hap-
pen in AGN as shown by Uttley et al. (2002), for the case of three
AGN MCG-6-30-15, NGC 5506 and NGC 3516 exhibiting the same
behaviour as the BHXRBs in the low state. The sensitivity of our
best-fitting results to the actual value of these frozen two parameters
is minuscule as discussed in Section 4.4.

Finally, we add to this PSD model a constant, ¢, that corresponds
to the Poisson noise level, and thus the overall model, Z(f; vy, ¢)
can be written in the following form

Af~om
(1 + (mfém)owm) (1 + (ﬁ)"‘h*am)

withy = {A, 01 = 0, am, . fi = 107% Hz, f; }, consisting of the
normalization, low (fixed to 0), medium- and high-frequency slope
and low- (fixed to 10~ Hz) and high-frequency bend, respec-
tively. This PSD model is then inserted to equation (1) yielding
the distorted PSD model. Note that by fixing o and f; to the above-
mentioned values, the PSD model normalization, A, corresponds to
the power of the PSD model at f;, times 2 ;%™ (1 + (f;,/1078)7m).
Nevertheless, the normalization values that we quote throughout the
manuscript are rescaled to the power of the PSD model at f;, times
2 fy%m, i.e. that of the single bending power-law model in which
Ji =/, since this is the model that is currently used in the literature.
In Fig. 3, we show an example of a model PSD with zero Poisson
noise having y = {0.01,0,1.2,2,107® Hz,2 x 10~* Hz} and in
order to visualize better the bend frequencies we multiply the PSD
with the frequency.

P(fiy.0)= te O

2 When the power-law index is flatter than —1, the PSD can be integrated
from zero frequency to any given frequency, i.e. the variability amplitude
could persist to arbitrarily lower frequencies without diverging.
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Figure 3. An example of a double bending power-law PSD model with
zero Poisson noise and model parameters y = {0.01,0, 1.2, 2, 1078 Hz,
2 x 107+ Hz).

4.2 PSD models in 0.5-10 keV

4.2.1 Separate fits to individual observations: oy, fixed to 1

Initially, we estimate the best-fitting double-bending PSD model,
in the energy range of 0.5-10 keV, for each observation separately.
During the fit, we use the combined EPIC light curves and we fix
the value of the medium-frequency slope, ay,, to unity (Markowitz
et al. 2003; McHardy et al. 2006) since the XMM—-Newton data are
considered to be relatively insensitive to both the low- (fixed to
zero, for all our PSD analysis) and medium-frequency PSD model
indices. In Fig. 4, we show for each observation the periodogram
estimates, P(f;), (grey points) together with the mean logarithmic
periodogram estimates (Papadakis & Lawrence 1993) (open dia-
monds) binned by a factor 2.1 in the logarithmic frequency space.
The corresponding best-fitting distorted PSD model, Z4(f;y) is
shown by the solid line (equation 1) and carries all the spectral dis-
tortion effects, i.e. in this case the red-noise leak. The underlying
source best-fitting PSD model of NGC 7314, Z(f;; v), is depicted
by the dashed line, and the constant Poisson noise level, ¢ by the
horizontal dotted line. At the bottom of each panel, we show the
ratio plot between the periodogram estimates at a given Fourier fre-
quency, P(f;) over the best-fitting distorted PSD model, Z4(f;; y).
The best-fitting PSD model parameter values are given in Table 2.
The first two observations 0725200301 and 0725200101 are long
enough in order the frequency bandpass to cover the high-frequency
PSD bend, f;, at around 2 x 10~ Hz. Below this bend frequency
there are still around six periodogram points resolving the actual
form of the underlying PSD, i.e. the value of «,, which we have
fixed to unity for this fit. This setting, oy, = 1, causes the third
observation, 0311190101, to yield a break at a similar frequency,
despite the fact that the duration of this observation marginally
matches the bend time-scale. The fourth observation, 0111790101,
cannot put any firm constraints to the break frequency, due to its
limited length. However, all the observations yield a best-fitting
high-frequency PSD slope, oy, of around 1.85, with the weakest
constrains coming, as it is expected, from the fourth observation.
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Figure 4. The individual best-fitting PSD models, for the four observations considered here, in the 0.5-10 keV energy range, with fixed value of ap, to 1. Each
panel shows for each observation the periodogram estimates, P(f;), with the grey points, the mean logarithmic periodogram estimates, with the open diamonds,
and the best-fitting distorted PSD model, Z4( f; y), with the solid line. The dashed line corresponds to the source’s intrinsic best-fitting PSD model, Z( f V)
and the horizontal dotted line to the Poisson noise level, c. The ratio plot, P(f;)/Z4(f;; ). is attached to the bottom of each panel.

Table 2. Best-fitting source PSD model parameters for a smoothly double bending power-law model (equation 3) to the individual observations (first column)
in the 0.5-10 keV energy range. Columns 2—5 show the best-fitting results having fixed ap, to 1: the second column, (2), gives the high-frequency PSD bend,
the third column, (3), the high-frequency PSD index, the fourth column, (4), the PSD normalization, and the fifth column, (5), the constant Poisson noise
level. Columns 6-10 show the best-fitting results having oy, as a free-fitting parameter: the sixth column, (6), gives the high-frequency PSD bend, the seventh
column, (7), the medium-frequency PSD index, the eighth column (8), the high-frequency PSD index, the ninth column, (9), the PSD normalization, and the
tenth column, (10), the constant Poisson noise level. Note that during the fits, o and f; are fixed to the values 0, and 1078 Hz, respectively.

am =1 oy free-fitting parameter
(€] (@) 3) “) (%) 6) (7 ® © (10)
Obs. ID fa x 1073 an A x 1072 ¢ fo x 1073 Um an A c
(Hz) (Hz™") (Hz™") (Hz) (Hz™") (Hz™")

1.88 0.21 2.01 0.25 3.21 0.47 0.53 18.56 0.26
0725200301 2.867 | 0% 189707, 471700 030500 545533 0.53%03 215103 61.2671575 0357073
0725200101 2.0148) 179703 5237100 0257020 6.39739 0497097 1987035 7221727 0.20103
0311190101 2.18+]? 165703 56072% 0377027 7.1273% 0547030 208708 52087870 0.5910%
0111790101 29.0753:2,  2.0279%¢ 1531312 0151002 13.24%15850 0797080 2070 911773230 0.17H0 8
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The first two observations, due to their long duration, are not
affected significantly from the red-noise leak effect, and thus for
each case (Fig. 4, top two panels) the best-fitting distorted PSD
model (solid line) is effectively the sum of the underlying best-
fitting PSD (dashed line) and the Poisson noise level (dotted line).
However, the third observation is marginally affected from this
spectral leakage, and as such the best-fitting distorted PSD model
(Fig. 4, bottom left-hand panel) carries in addition to the sum of the
underlying best-fitting PSD and the Poisson noise level, the spectral
leakage. Thus, the best-fitting high-frequency distorted PSD slope
is flatter than that of the underlying PSD model and the flattening
towards the high-frequency end of the spectrum is higher from the
one expected purely by the Poisson noise level. Notice that in the
previous two observations the solid and dashed lines are separated
at around 1073 Hz, in contrast to this observation in which the
separation occurs at around few times 10~* Hz.

Finally, the periodogram estimates of the fourth observations are
affected slightly more by the red-noise leak effect. Due to this addi-
tional variability power, that leaks from lower to higher frequencies,
the flattening occurring at the high-frequency end of the spectrum
(i.e. greater than 8 x 1073 Hz) sets at a relatively high power-level
of around 0.25 Hz~!. Thus, the Poisson noise level for this data set
appears to be the highest from all the other observations. However,
by taking correctly the red-noise leak effect into account the actual
best-fitting Poisson noise level is set to the lowest value, from the
previous three observations, of 0.15 Hz~!, which is expected as
this observation has the highest count rate in the 0.5-10 keV band
(Fig. 1).

As we said before, for this fit oy, is fixed to the widely used liter-
ature value of unity. Nevertheless, as we can see from the ratio plots
of the first three longest observations, 0725200301, 0725200101
and 0311190101, below 10~* Hz the medium-frequency slope is
much flatter than 1. Note, that by fixing its value to unity affects
also the derived value of the best-fitting values of f, and «y,. Since,
we do have significant information about the shape of the PSD at
these low frequencies, from these three observations, in the next
section we perform a joint fit to derive/constraint accurately and
with the maximum possible precision the values of ap,, o, and fi,.

4.2.2 Separate fits to individual observations: o, free parameter

In this section, we fit to the periodograms of the individual obser-
vations the double-bending PSD model having o, as free model
parameter. The best-fitting results are given in Table 2. For all four
observations the medium frequency slope, oy, appears to be of the
order of 0.5 and there is no evidence of variations in its value within
the quoted uncertainties. Moreover, in comparison to the previous
case, in which «, is fixed to unity, the best-fitting normalizations,
A, are now almost four order of magnitudes larger. This is a very
interesting point caused by the shape of the log-likelihood func-
tion, C, in the «,, versus A parameter space. In Fig. 5, we show the
form of this log-likelihood function for the case of the periodogram
coming from obs ID: 0725200301 in the 0.5-10 keV energy band.
By setting the oy, to be equal to 1 (solid contour line) the mini-
mization yields an A of 4.71 x 1072 Hz™', whereas by setting the
value to 0.5 (dashed contour line) we get a minimum at a value of
A of around 61.26 Hz™!. As we are going to see in the next section
(Section 4.2.3), in which a4, is free to vary, the latter set of values
is the one which it is automatically chosen as the global minimum.
The reason for underestimating the best-fitting normalization pa-
rameter is to preserve the total variability power, since in this way it
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Figure 5. The log-likelihood surface, C, as a function of oy, and A. The
thin solid line, across the bottom of the surface, depicts the ridge of the
minimum values of C for a given pair of o, and A. The solid thick contour
lines correspond to the values of oy, = 1 and A = 4.71 x 1072 Hz !,
and the dashed contour lines correspond to the values of oy, = 0.5 and
A=6126Hz"".

compensates for the ‘wrong’ medium frequency power-law slope,
which is fixed in the fitted PSD model to the value of 1. Thus, it
is very crucial to leave both parameters free during the fit in order
not to suppress unintentionally the normalization of the best-fitting
PSD model.

4.2.3 Joint fit to the ensemble of observations: o, free-fitting
parameter

In this section, we estimate the best-fitting double-bending power-
law PSD model, again in the energy range of 0.5-10 keV, but
this time we perform a joint fit using the first three longest ob-
servations, 0725200301, 0725200101 and 0311190101. This al-
lows us to leave the medium-frequency slope, o, as a free-
fitting parameter since it sampled adequately by the correspond-
ing periodogram estimates. All the PSD model parameters, i.e.
y ={A, &1 =0, am, an, fi=10"*Hz, f,} are tied together and
the Poisson noise levels are allowed to vary freely for each obser-
vation separately.’ The joint best-fitting distorted and intrinsic PSD
models are shown, separately for each observation, in Fig. 6. The
best-fitting source model parameters are given in Table 3 and they
are: normalization, A = 79.64 Hz~!, high-frequency PSD bend,
fi = 6.71 x 1073 Hz, medium and high PSD indices, o, = 0.51
and a, = 1.99, and the Poisson levels for the three observations,
c; =029, ¢, =024 and ¢3 = 0.37 Hz !, respectively. In compar-
ison to the previous best-fitting results, for which «,, was fixed to
unity (as it is usually assumed in the literature for AGN variability
studies), the actual value of the «,, is half from it, and the break
frequency is now shifted almost a factor of 3 towards the higher
frequencies.

Adding the fourth observation (being the shortest), 0111790101,
to the overall fitting process, makes the global optimization process
very cumbersome. Based on the last best-fitting results, neither the

3 Note that throughout this work (as we write in Section 4.1) the low-
frequency slope, o], and the low-frequency bend frequency, fi, continue to
be fixed to 0 and 108 Hz, respectively.
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Figure 6. The joint best-fitting PSD model in the 0.5-10 keV energy range. Each panel shows for each observation the periodogram estimates, P(f;), with the
grey points, the mean logarithmic periodogram estimates, with the open diamonds, and the best-fitting distorted PSD model, Z24( f; y), with the solid line. The
dashed line corresponds to the source’s intrinsic best-fitting PSD model, Z( f| 73 ¥), and the horizontal dotted line to the Poisson noise level, c. The ratio plot,

P(fj)/Za(fjiv),is attached to the bottom of each panel.

Table 3. Best-fitting source PSD model parameters for the joint fit of a smoothly double bending power-law model (equation 3) to the three longest observations:
0725200301, 0725200101 and 0311190101. The first column, (1), gives the energy range, the second column, (2), the high-frequency PSD bend, the third
column, (3), the medium-frequency PSD index, the fourth column, (4), the high-frequency PSD index, the fifth column, (5), the PSD normalization, and finally
the sixth, seventh and eighth column, (6,7 and 8), the constant Poisson noise levels for the three observations, respectively. Note that during the fit, «; and f;

are fixed to the values 0 and 10~% Hz, respectively.

(€Y (@) 3 “ (&) (6) O] ®)

Energy range fh X 10—3 oUm oh A c1 ) c3
(keV) (Hz) (Hz™Y) (Hz™") (Hz™h (Hz™ 1)
0.5-10 6.71113) 0.517339 1997017 79.641358 0.291213 0.2470.28 0.3710.1
05-2 60543 032493 201497 412379 0.6749% 0.55%4% 086!
24 493415 075%% 186033 243014100 0.95*9% 07744 121722
4-10 426120 0.83+074 1.78+033 689.6471398 1474019 1.224497 1.80*)23

position of f; nor the range of oy, are sampled by the periodogram
estimates of this observation. This causes a great deal of problems,
not only during the estimation of the best-fitting parameters, but
also during the estimation of uncertainties that almost in all cases
yields upper/lower limits. Thus, from the following PSD analysis
we exclude this observation from our computations. In Appendix A,
we show the form of the log-likelihood functions that we used to
derive the 68.3 per cent confidence limits and we also give the joint
confidence limits for f; and «y, respectively.

4.3 PSD models in 0.5-2, 2—4 and 4-10 keV

In this section, we study the shape of the underlying PSD model of
NGC 7314 at different energy bands: 0.5-2, 2—4 and 4-10 keV. For
this study, we use only the first three observations, 0725200301,
0725200101 and 0311190101, which are the longest ones, and thus
able to disclose possible differences in the position of the high-
frequency slope f,. For each energy band we perform a joint fit,
exactly as we did previously for the periodogram estimates in the
0.5-10 keV energy band.

Based on the best-fitting source PSD model parameter values,
given in Table 3, we can clearly see that as the energy increases the
high-frequency PSD slopes, o, become flatter and the PSD model
normalizations, A, become larger. In the left-hand panel of Fig. 7
we show the best-fitting source PSD models, for each energy range,
multiplied by the quantity 2 ;™ (see Section 4.1) in order the nor-
malization to correspond to the PSD value at fy, i.e. A = Z(fu; y)-
Moreover, there are some hints that as the energy increases, the

medium-frequency PSD slopes, o, become steeper and that the
high-frequency PSD bends, fi,, are shifted towards smaller frequen-
cies. These hints are based only on their best-fitting values and
within the derived 68 per cent confidence limits we cannot statisti-
cally support these two tendencies. Both of these features can also
be seen in the previous plot, but in order to visualize them properly
we multiply the PSD best-fitting models by the factor 2A~! fi'm
and the PSD value at the break frequency becomes equal to unity,
P(fnsy) = 1 (Fig. 7, right-hand panel).

4.4 PSD estimation: comparison with the classical method

A very important point is that for the XMM-Newton observa-
tions of NGC 7314, that we are using in this paper, both the
low-frequency part of the PSD, as well as the medium-frequency
bend, are well sampled by our periodogram estimates, and thus
the effect of red-noise leak is almost non-existent. If we repeat
the PSD fitting procedure of Section 4.2.3 (i.e. ensemble of ob-
servations in the 0.5-10 keV, having «,, as a free-fitting param-
eter) but this time we use the simple single-bending power-law
model, Z(f;y) equation (3), by simply replacing «; with o, (i.e.
y = {A, fn, am, @n}), i.e. vanishing the first multiplicative term in
the parentheses in the denominator. Then, we fit this PSD model
directly to the periodogram estimates, without performing the con-
volution with the window function (equation 1). For the fitting
procedure, we use the classical maximum likelihood approach de-
scribed in appendix A2 in Emmanoulopoulos et al. (2013) based
on the gamma distribution. The best-fitting PSD model parameters
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Figure 7. Best-fitting source PSD models as a function of energy. In both panels, the grey dotted lines show the positions of f, and A. Left-hand panel: the
best-fitting PSD models are multiplied by 2 f,“™, in order the normalization to correspond to the variability power at f;,. This panel shows that the higher the
energy range the larger the normalization, A. Right-hand panel: the best-fitting PSD models have been multiplied by 2A~! £,%" in order the PSD value at
the break frequency to be equal to unity, Z(fy;y) = 1. This panel shows that the higher the energy range the flatter the high-frequency PSD slope, a. Note
that if we ignore the parameter uncertainties for both f;, and «p, parameters, both the plots support the hint that as the energy increases fi, moves to lower

frequencies and o, becomes steeper.

that we get are ypr = {71.567 525 Hz™!, (4.967|%) x 10~° He,
0.58703%,2.027017} which are completely consistent, as expected,
with the best-fitting results coming from our new method (Table 3).
As we can see from Fig. 4, except from the case of the shortest
observation (obs. ID: 0111790101, lower right-hand panel), for all
the other observations the intrinsic source spectrum (dashed line)
plus the Poisson noise level is in accordance with the distorted PSD
model (solid line) dictating that by fitting a simple bending power-
law model directly to the periodograms, will yield a correct estimate
of the intrinsic PSD of the source.

Finally, as we said in Section 4.1 during our PSD modelling,
using the distorted PSD, we fix the values of the low-frequency
slope and bend, «; and f;, to the values 0 and 10~® Hz, respectively.
By changing the fi by plus/minus two orders of magnitude, the best-
fitting results remain the same (within the quoted uncertainties).
Similarly as before, by considering four different low-frequency
slopes between 0 and 1 (0.2, 0.4, 0.6 and 0.8) the results remain
the same. Note, that the stationarity property, expressed through
freezing «; and f;, has only been introduced for consistency reasons.
Our XMM-Newton light curves, lasting around 1.5 d, do not exhibit
any sort of long-term trends, thus the effect of red-noise leakage is
very minimal. In the forthcoming paper (EMM16), we show that
for the limit case of uniform sampling, in the absence of red-noise
leak and spectral aliasing, the distorted periodogram (equation 1) is
identical to the underlying PSD model, Z4(f;y) = 2(f;y).

5 PSD SCALING RELATIONS

In this section, we consider how our results might affect the scaling
relations reported by Gonzdlez-Martin & Vaughan (2012, GV12
hereafter) in which PSD bend time-scales, derived just from
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XMM-Newton observations. We note that we are only adding one
more point to the GV12 ensemble of sources and, although the
bend frequency of NGC 7314 is well measured in our work, the
BH mass is estimated from stellar velocity dispersion, rather than
optical reverberation (see Section 1), and so is subject to a larger
uncertainty. For consistency purposes, we repeat exactly the same
fitting procedure* presented in GV12, adding to their sample our
estimates PSD bend time-scale estimate of NGC 7314. The errors
in the best-fitting parameters are the standard errors of the linear
regression analysis.

Our best-fitting high-frequency PSD bend frequency in 0.5—
10 keV energy band is 1.94 x 10~* Hz (Section 4.2.3), the BH
mass and the bolometric luminosity of the sources is 0.87 x 10°
Mg and (6.21 + 3.47) x 10* erg s™!, respectively (Section 1).
Initially, we assume that the observed bend time-scale Ty, = fhfl
depends linearly only on and the BH mass, M, thus, in the logarith-
mic space, this dependence can be written as

log o[ Tons] = Alog o [M]+C. “)

The best-fitting model has A = 1.02 £ 0.21 and C = —1.57 £ 0.27
with a sum of squared errors of 11.99 for 20 degrees of freedom.
The best-fitting model is shown in the left-hand panel of Fig. 8 and
the open-blue diamond corresponds to NGC 7314.

Then, we consider a model in which the bend time-scale, Ty,
has an additional linear dependence on the bolometric luminosity,
Lbol,

logo[Tons] = Alog,o[M]+ Blogy[Lvxi] + C. (5)

4 We use the very simple unweighed least-squares technique. The reasons
are explained in footnote 8 in GV12.
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Figure 8. The linear dependences between Tops and M and Lyo. NGC 7314 is depicted by the open blue diamond. The rest of the points correspond to the
GV 12 AGN sample: circles represent narrow-line Seyfert 1, squares represent type-1 Seyferts, the small green star corresponds to the single type-2 Seyfert and
the red star depicts Cygnus X-1. The open symbols are data points reported in the literature and the filled symbols are the sources analysed in GV12. Left-hand
panel— Tops versus M: the solid line corresponds to the best-fitting linear model, described by equation (4) with A = 1.02 £ 0.21 and C = —1.57 &+ 0.27. The
dashed lines illustrate the one-order of magnitude (dex) regions above and below the best-fitting model. Right-hand panel: the solid line corresponds to the
best-fitting linear model, described by equation (6) with A = 0.59 4= 0.22 and C = —0.70 =+ 0.22. The dashed lines illustrate the one order of magnitude (dex)

regions above and below the best-fitting model.

The best-fitting model has A = 1.18 £ 0.34, B = —0.17 4= 0.28 and
C = —1.69 £ 0.34 with a sum of squared errors of 11.76 for 19
degrees of freedom.

Our results for both models agree fully with those reported by
GV12 indicating, that there is not a statistical need to introduce a
bolometric luminosity dependence to the high-frequency bend time-
scale. The dependence of Tops 0n Ly, is governed by the best-fitting
parameter B, which from our analysis is consistent with zero, since
it has a null hypothesis probability of 0.55.

Finally, we consider a linear model between the bend-frequency
and the luminosity of the following form

log o[ Tobs] = Alog [ Lol + C (6

and we fit it to the GV12 sample including, similarly as before,
our PSD bend time-scale for NGC 7314. The best-fitting model is
shown in the right-hand panel of Fig. 8 and the best-fitting model
parameters are A = 0.59 %+ 0.22 and ¢ = —0.70 £ 0.22 yielding a
sum of squared errors 19.064 for 20 degrees of freedom.

6 TIME-LAG SPECTRA

6.1 Estimation of the time-lag spectra

In order to estimate the time-lag spectrum between two light curves,
we use the standard analysis method outlined in Bendat & Piersol
(1986) and Nowak et al. (1999). In brief, consider for a given source
a soft and a hard light curve, s(¢) and h(r) respectively, obtained si-
multaneously and consisting of the same number of N equidistant
observations with a sampling period #,,. At a given Fourier fre-
quency, f;, we estimate the cross-spectrum between the two light

curves, by estimating the cross-periodogram,’ €(f;) (e.g. Priestley
1981), which is given by the following relation in a phasor form

Gon(f)) = S*UDHS) = ISUDIH(f;)]el@nD=0570) )

in which S(f;) and H(f;) are the discrete Fourier transforms of s(r) and
h(t), respectively, with phases ¢ 5(f;) and ¢4 (f;) and amplitudes | S(f;)|
and |H(f;)|, respectively. The asterisk denotes complex conjugation.

We average the complex cross-periodogram estimates, coming
from all the observations, over a number of at least 10 consecutive
frequency bins, yielding m average cross-periodogram estimates,
(€,.n(foini)) at m new (averaged) frequency bins fin, ; for i = 1,
2, ..., m. Then, for each average cross-periodogram estimate we
derive its complex argument, i.e. its angle with the positive real axis,
known also as phase, ¢(fuin, i),

¢ (foini) = arg [{Cen(fomni))]
Im [( G v(foini))] :|

Re [(Gn(foini))]

in which and Re and Im denote the real and imaginary parts of the
complex quantity, respectively. Finally, we convert the estimated
phase to physical time units

& (foin.i)
27 foin.i ’

arctan

®)

T(foini) = )

> Note that an estimator of the cross-spectrum is the cross-periodogram,
in analogy to the estimator of the autospectrum (i.e. PSD) which is the
autoperiodogram (i.e. periodogram).
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For each time-lag estimate we calculate the corresponding standard
deviation, std{z (fin.i)} via equations (16) and (17) in Nowak et al.
(1999).

At the same time from the cross-periodogram, we estimate the
coherence between s(¢) and /A(?) as a function of Fourier frequency
(Vaughan & Nowak 1997)

HEn (D
(ISP AHDIP

For each coherence estimate, we calculate the corresponding stan-
dard deviation via equation (8) in Nowak et al. (1999). The coher-
ence takes values between 0 and 1 and it is a measure of the linear
correlation between the two light curves at a given Fourier fre-
quency. A very important cautionary point is that small coherence
values correspond to uncorrelated phases, ¢s(f;) and ¢(f;), whose
differences are actually depicted by the ¢(fiin, ;) (averaged over a
range of frequencies). Thus, for uncorrelated phases, ¢(fyin, ;) has
a rather uniform distribution in the range (—m, 7] (due to phase-
wrapping) that averages always to zero. That means that for small
coherence values we get a time-lag of 0 that has small uncertainties,
due to the large number of averaging points, appearing statistical
meaningful even if there is not a real correlation between the phases
and hence no meaningful time delay. The binning scheme that we
have chosen is the following: (7.65 x 107%, 4 x 1075), (4 x 1073,
8 x 1079),(8 x 1073,2 x 10™), (2 x 1074, 4 x 107*), (4 x 1074,
8 x 107%), (8 x 107%, 1.5 x 107%), (1.5 x 1073, 3 x 107%),
3 x1073,6 x 1073, (6 x 1073, 1.2 x 1072) and (1.2 x 1072,
0.025). The corresponding number of estimates included in each
bin, before the averaging procedure is: 13, 15, 46, 76, 151, 267,
569, 1138, 2278and 4930, respectively, which is adequate for any
sort of statistical analysis involving the derivation of mean values
and standard deviations.

In Fig. 10, we show the time-lag spectrum of NGC 7314 we use
the combined EPIC light curves between the soft (0.5-1.5 keV)
and the hard (2-4 keV) X-ray energy bands, coming from all the
observations. The filled circles correspond to the time-lag estimates
with a coherence greater than 0.2 and the open circles to those
time-lag estimates with coherence smaller than 0.2. In a recent
paper, Epitropakis & Papadakis (2016) present results regarding
the statistical properties of Fourier based time-lag estimates with
respect to their coherence. They find that, in the case in which
the light curves, used for the time-lag estimation, have an average
signal-to-noise ratio equal to 3, and the final time-lag estimates
are based on the averaging of at least 10 cross-periodograms, the
measured time-lags are reliable estimates of the intrinsic time-lags
spectrum as long as the coherence is greater than 0.1-0.2 (see their
fig. D13). Although our time-lags estimation is not exactly identical
to Epitropakis & Papadakis (2016) recipes, the number of cross-
periodograms that we average at high frequencies is much higher
than 10. Therefore, we believe that our time-lag spectrum does
provide a reliable estimate of the intrinsic time-lags spectrum at
all frequencies below the limit where the coherence becomes equal
or greater to 0.2. Note, that the time-lag spectrum has also been
estimated with the Epitropakis & Papadakis (2016) method and the
results are identical.

ya () = (10)

6.2 Absence of ks hard time delays at low frequencies

A very interesting point is that our time-lag estimates are of the
order of few hundred seconds. Zoghbi et al. (2013, hereafter ZO13)
presented the time-lag spectrum of NGC 7314 between 4-5 and
6-7 keV energy bands, using the shortest XMM-Newton obser-
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Figure 9. Time-lag spectral estimates for NGC 7314 between 4-5 and
6-7 keV energy bands.

vations obtained during 2006 (obs IDs: 0311190101, Section 2).°
They found that the 6-7 keV energy band, where the Fe K « line
peaks, lags behind the 4-5 keV energy band by a positive time-lag
spectrum of a power-law form whose time-lag estimates from 1073
to 10~* Hz are of the order of 2-5 ks (fig. 6, top panel in ZO13). For
the time-lag estimation ZO13 used the following binning scheme
before averaging, i.e. (1073, 3 x 107%), 3 x 107%, 6 x 1079),
(6 x 107, 107%), (107%, 2 x 107%), (2 x 107%, 5 x 107*) and
(5 x 107%, 1073) Hz. Thus, the number of points entering each fre-
quency bin is 2, 2, 3, 8, 22 and 34, respectively, which is extremely
small for the lowest three frequency bins (low frequencies) for any
sort of statistical analysis.

We repeat the time-lag estimation using all four observations, in
the same energy bands employing exactly the same binning scheme
as ZO13. The resulting time-lag spectrum is shown in Fig. 9 and
as we can see the corresponding estimates have the same order of
magnitude as our previous time-lag estimates, between 0.5-1.5 and
2-4 keV energy bands (Fig. 10), but they have larger errors due
to the lower signal to noise. In this case the number of estimates,
within each frequency bin, is 7, 11, 17, 37, 114 and 190, making the
statistical analysis, for the estimation of the mean and the standard
deviation, much more robust.

The appearance of ks time delays in ZO13 is caused due to the
fact that the authors tried to extend the time-lag estimates down to
107> Hz using a single observation lasting around 80 ks, ending
up with very few estimates at low frequencies. In Appendix B, we
reproduce the results of ZO13 proving in this way that the binning,
rather than the actual time-lag estimation method, is the actual
problem. Note that Epitropakis & Papadakis (2016) have shown
that reliable time-lags estimation is only possible when one averages
many light curve segments (at least more than 10-20) during the

6 For the time-lag estimation in ZO13, the authors write that they used both
observations obtained during 2001 and 2006 (obs IDs: 0111790101 and
0311190101, respectively). After a private communication with Dr Abdu
Zoghbi it turned up that they only used the 0311190101.
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Figure 10. Time-lag spectral estimates and best-fitting GR modelling for NGC 7314 between 0.5-1.5 and 2—4 keV X-ray energy bands. Left-hand panel: the
time-lag spectrum is shown in the upper panel and the coherence estimates, for the same frequency bins, are plotted the lower panel. The filled/opened circles
correspond to time-lag estimates with coherence greater/smaller than 0.2, respectively. Right-hand panel: the overall best-fitting GR model (solid black line)
consisting of the negative GR reflection (dotted grey line) component and the positive power-law component (dotted grey line). Note that the lack of features
in the GR component is due to the binning of the model as described in Emmanoulopoulos et al. (2014).

estimation of the average cross-spectrum (and consequently time-
lag spectrum).

6.3 Modelling of the time-lag spectra

In order to model the time-lag spectra of NGC 7314, we employ the
fully GR modelling method presented in Emmanoulopoulos et al.
(2014) for the ‘lamp-post geometry’. Thus, since in the Fourier
domain the GR impulse response functions for the system depend
on the BH mass, M, BH spin parameter, «, viewing angle, 6, and
height, &, of the X-ray source above the disc, the same applies to the
time-lag spectra, T{M, «, 0, h), in the time domain. Moreover, we
add a second component, of a power-law form, Av~*, to parametrize
the time-lag spectra at low Fourier frequencies (typically lower than
10~* Hz), where the time delays are positive. Thus the overall model
can be written in the following form

TLi(v)=71t/(M,a,0,h)+ PL,(A,s) (11)

with v being the five-dimensional model parameter vector, v =
{M,«,0,h, A, s}. Note that during the modelling, we select only
the physical meaningful time-lag estimates with coherency values
greater than 0.2 (filled circles).

As it is described in Emmanoulopoulos et al. (2014) another
free parameter of the system is the reflection fraction between the
continuum and the reflected components, at the soft energy band,
which is parametrized as f (equation 3 in Emmanoulopoulos et al.
2014). However, including fin the fitting procedure would resultin a
prohibitively large number of free model parameters in comparison
to the limited number of fitted time-lag estimates (i.e. eight data
points). Thus, as it is described in Emmanoulopoulos et al. (2014)
we freeze its value to 0.3 following the results of (Crummy et al.
2006). Note that some of the model parameters, i.e. ¢, 6 and f, can be

independently constrained by fitting to the X-ray energy spectrum
with reflection models. This sort of analysis will be performed in
a forthcoming paper which will be entirely dedicated to the X-ray
spectral properties of the source.

The best-fitting model parameters are the following (Fig. 10,
right-hand panel): for the negative GR component (dotted grey
line) h =3.5M%3 r,, 6 =387173°, M =7.8"%) x 10° Mg, o =
0.91-, 4, and for the power-law component (dashed grey line) A =
2.14%017 s and s = 0.407009. These best-fitting model parameters
yield a x? value of 45.54 for 2 d.o.f. corresponding to a practically
zero Hy probability of 1.29 x 107!, However, the inclusion of
the negative GR component seems to be mandatory, since a simple
power-law model is consistent with zero (due to the very high
statistical weight of the negative point), A = 0.00751} x 1073 s
and a slope of s = 1.747015 (x2 value of 1.90 x 10° for 6 d.o.f).

The large x> value that we get even after including the GR
component is a result of the model not capturing the frequency
dependence of the positive lags, i.e. 107> — 10=* Hz. The only
negative point with physical meaning is the eighth point at 4.5 mHz
with a value of —3.66 s and an error of 2.90 ms, making it a very
significant detection of negative reverberation. This point is around
1266 standard deviations away from zero thus the probability of
getting a positive value from a normal distribution having a mean
value and a standard deviation of —3.66 s and 2.90 ms is practically
zero (i.e. 2.82 x 107343880y,

In order to visualize how significantly different is the eighth nega-
tive measurement with respect to the others we will compare it with
the seventh positive measurement which is equal to 6.23 £ 1.12 s
using the number of estimates that we used to compute each one
individually. As we discussed in Section 6.1, the seventh and the
eighth frequency bin consist of 569 and 1138 cross-spectra esti-
mates, respectively. Thus, based on these estimates we produced,

MNRAS 460, 2413-2431 (2016)


http://mnras.oxfordjournals.org/

2426

D. Emmanoulopoulos et al.

i=7
0.10 =8
£
S 0.05F
<
i
0.00
-0.05¢- : : : 4
-0.1 0.0 0.1 0.2 0.3 04

Re [(%s,n(foin,i))]

Figure 11. The distribution of the average cross-spectra estimates for the
seventh (i =7, grey arrows) and eighth (i = 8, black arrows), frequency bins,
respectively. The arrows depict 1000 random draws from the distribution of
the average cross-spectra estimates for each frequency bin.

for each frequency bin, a two-dimensional empirical distribution of
the average cross-spectrum which describes the real and imaginary
parts of it, and we derive 1000 random variates. The results of the
random draws are shown in Fig. 11 in the form of vectors in
the complex plane, with grey and black colours corresponding to the
vectors of the seventh and eighth frequency bin, respectively. It is
clear that the two population of vectors are genuinely different, and
indeed a Kolmogorov—Smirnov test yields that the null hypothesis
that the average cross-spectra estimates in the eighth frequency bin
(yielding the negative time-lag estimate) are distributed according
to the estimates of the seventh bin (yielding the positive time-lag
estimate) is rejected at the 5 per cent significance level with a prac-
tically zero probability (around 1079%%). Thus, this is a genuine
negative time-lag estimate originating from a significantly different
parent distribution than the adjacent lower frequency positive time-
lag estimate. Note that by performing a similar comparison between
the negative point and any other positive time-lag estimate we will
get an even more significant deviation as all the positive time-lag
values are larger than 6.23 s (seventh point).

The single negative point at 4.5 mHz is the one that tunes the best-
fitting GR component giving greater emphasis in the height of the
X-ray source. Thus, the estimated uncertainties for the best-fitting
parameters 6, M and « are rather large with the only exception
those of the height, 4. As it is shown in Wilkins & Fabian (2013),
Cackett et al. (2014) and Emmanoulopoulos et al. (2014) the height
parameter is the one that gives the most prominent peaks and wig-
gles in the time-lag spectra, and thus this is the one that will be
driven first from any negative point. From figs B1-B3 in the ap-
pendix B of Emmanoulopoulos et al. (2014), we can see that the
height is the dominant-fitting parameters as its fluctuations cause
great differences in the resulting time-lag spectra.

Moreover the level of the GR component is actually tuned by the
low-frequency part of the time-lag spectrum. Undoubtedly, the pos-
itive power-law model is the dominant component for the overall
time-lag spectrum and thus its normalization fixes automatically the
level of the GR component. Interestingly, from figs B1-B3 in
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Figure 12. The energy resolved time-lag spectrum of NGC 7314. We con-

sider all the frequencies below 3 x 10~* Hz and we use as a reference light
curve, that in the 1-10 keV energy range.

Emmanoulopoulos et al. (2014) we see that only the height pa-
rameter shows great variations at the low-frequency end of the
time-lag spectrum, and thus by fixing the power-law normalization
automatically the height of the X-ray source is further constrained.
Note, that there are no degeneracies between the power-law and
the GR component but there are degeneracies between the various
parameters within the GR component that are discussed in detail in
Emmanoulopoulos et al. (2014).

6.4 Energy resolved time-lag spectrum

In this section we estimate the energy resolved time-lag spectrum of
NGC 7314. We calculate the time-lag spectra between light curves
in nine different energy bands (i.e. 1-2, 2-3, ..., 9-10 keV) and
a reference energy-band light curve covering the whole 1-10 keV,
for which we exclude each time the current energy band (i.e. 2—
10, 1-2U3-10, ..., 1-9 keV). The time-lag spectrum between a
given light curve and the reference energy-band light curve is done
exactly as described in Section 6.1. Then, for each energy band
we average all the cross-periodogram estimates (equation 7) for all
the frequencies below 3 x 10~ Hz and we derive a mean time-lag
value using equation (9). The same exactly procedure is done for the
coherence and the error estimates. The resulting energy-dependent
time-lag spectrum is shown in Fig. 12, showing a clear constant
increase between 4 and 10 keV.

Asin Section 6.2, our energy resolved time-lag spectral estimates
are much smaller from those presented in fig. 7 in ZO13 which are
of the order of few ks. Similarly as before, this discrepancy is
attributed to the very small number of points, entering the bins
below 3 x 10~* Hz, leading to an overestimation of the resulting
time-lag spectrum across the entire energy range.

7 SUMMARY AND DISCUSSION

We have performed a thorough X-ray variability analysis of all four
XMM-Newton observations of the low BH mass AGN NGC 7314.
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These observations consist of two archival data sets of short dura-
tion, 45 and 84 ks, obtained during 2001 and 2006, respectively, and
two newly obtained long observations of 130 and 140 ks, during
2013. We have performed an energy resolved PSD analysis, using a
new state-of-the-art analytical method (which will be described in a
forthcoming paper) that takes into account all the spectral patholo-
gies induced by the window function. For our XMM-Newton data,
only a very marginal contamination, from red-noise leak, is affect-
ing the 2001 data and it is taken into consideration. Finally, we
perform a classical X-ray time-lag analysis to probe possible reflec-
tion signatures from the close BH environment. The main results
from our analysis are summarized below.

(i) The best-fitting double bending PSD model, in the 0.5-10 keV
energy band, has a high-frequency PSD bend, f; of 6.71 x 10~ Hz,
a medium-frequency PSD index, o, of 0.51 and a high-frequency
PSD index, o, of 1.99. In all our analysis the low-frequency PSD
index, a4, and PSD bend frequency, f;, are fixed to 0 and 108 Hz,
respectively.

(i) We found that as the energy increases o, becomes flatter and
the PSD normalization, A, becomes larger.

(iii) There is a small hint that as the energy increases o, becomes
steeper and f, is shifted towards smaller frequencies.

(iv) The addition of our PSD bend time-scale estimate of
NGC 7314 to the sample of GV12 yields that the bend time-scale
depends linearly on mass. This conclusion is consistent with the
results of GV12 under the assumptions that the medium frequency
PSD slope, whose value can affect the measured PSD bend fre-
quency, is fixed at —1 in all AGN, and both the values of BH mass
and Ly, estimates are fixed to the uncertain literature values.

(v) The X-ray time-lag spectra between 0.5-1.5 and 24 keV,
show very weak signatures of negative time delays, and the energy-
resolved time-lag spectra, do not show any indication of X-ray
reverberation, as it is expected at frequencies below 3 x 10~* Hz.

(vi) At low frequencies our improved data show hard time-lags
of few hundred seconds rather than the few ks claimed by Zoghbi
et al. (2013, hereafter ZO13).

7.1 The PSD bend frequency

McHardy et al. (2004) found that, if they fixed the PSD slope below
the bend frequency to be the same at all energies, the normalization
increases with decreasing energy. However, as the slope of the
PSD above the bend frequency is flatter at higher energies, the
high-energy PSD lies above the low-frequency PSD at the highest
frequencies sampled. Unlike in this work, McHardy et al. (2004)
having only RXTE data to sample the low PSD frequencies, were
unable to determine the PSD slope below the bend as a function
of energy. Thus, direct comparison of normalizations is difficult.
However, both McHardy et al. (2004), for the case of NGC 4051
and this work find that the PSD slope above the bend frequency
is flatter at higher energies. This is a common behaviour seen in
several AGN e.g. NGC 7469 (Nandra & Papadakis 2001, in which
the PSD of even the 10-15 keV energy band appears flatter those
in the lower energy bands), MCG-6-30-15 (Vaughan et al. 2003b),
Mrk 766 Vaughan & Fabian (2003).

Associating different variability time-scales (i.e. Fourier frequen-
cies) with different locations on the accretion disc we can explain
the observed PSD behaviour. In the model of propagating fluctua-
tions (Lyubarskii 1997; Kotov, Churazov & Gilfanov 2001) in which
variations, produced in different radii in the accretion flow, prop-
agate inwards in an optically thick corona, over the surface of the
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disc until it hits the X-ray emitting region, situated few r, from the
central BH, whose emission is then modulated. A geometry where
high Fourier frequencies (small variations) and high X-ray energies
are produced from the inner parts of the X-ray emitting regions,
provides an immediate explanation of the flattening of the high,
relative to the low, energy PSD at high frequencies, depicted by aj,.
In this scenario, the steeper values of the lower energy medium fre-
quency slope, a,, compensate for the larger normalization at higher
energies, and thus the values of Fy, at lower energies (Section 3),
are larger from those in higher energies.

Currently, there is a debate whether the high-frequency bend
time-scales, f,, observed in the PSDs of AGN scale linearly only
with the BH mass or with both the BH mass, M and the bolometric
luminosity, Lyo;. McHardy et al. (2006) using a sample of 10 AGN
and two Galactic BHs (Cyg X-1 and GRS 1915+105) found that f;,
scales with both M and Ly, indicating that AGN are scaled-up ver-
sions of Galactic BHs. In contrast, GV12 used a sample of 22 AGN
and found only a very week dependence between M and Ly, which
becomes slightly stronger if one considers different BH masses for
two sources (NGC 4395 — lowest BH mass in the sample — and
NGC 5506) excluding at the same time NGC 6860. Our PSD bend
time-scale of NGC 7314 supports this lack of correlation between
M and Ly, but we have to note that this is the only source in our
sample with long enough data for which both PSD slopes, o, and
ay are clearly resolved, and thus f;, can be estimated robustly. The
short duration of the XMM—-Newton observations required GV12 to
fix the medium frequency PSD slope (referred to as low-frequency
PSD slope in GV12) at 1, and we do the same here as we use their
PSD bend time-scales for all of the sources in their sample except
for NGC 7314. The measured bend time-scale depends on the low-
frequency slope and there are several examples in which slightly
different values of low-frequency PSD slope have been measured
e.g. this work for NGC 7314 in which «,, = 0.51, MCG-6-30-15
in which a,, = 0.8 (McHardy et al. 2005). Moreover, uncertainties
in the BH mass values can also affect the best-fitting results par-
ticularly in small samples (e.g. NGC 5506; McHardy 2013). Thus,
this lack of correlation between f;, and Ly, can be caused due to
uncertainties on the BH masses and/or L.

A very interesting point from our analysis, is that the medium-
frequency spectral index, oy, is around 0.5. In almost all the cases,
where the high-frequency bend is very marginally or not at all
resolved, it is assumed that o, is equal to 1 (GV12) based on long-
term observations (e.g. Uttley et al. 2002; Markowitz et al. 2003;
McHardy et al. 2006). This difference, of a factor of 2, affects both
the values of f; and «y,. The average best-fitting value of f;, and oy,
in the 0.5-10 keV energy band for a fixed value of «,, equal to
1, (Table 2, first three lines, i.e. ignoring the fourth observation) is
2.05 x 107 Hz and 1.78, respectively. By comparing these values
with the best-fitting values, with the joint best-fitting results from
the three observations (Table 3, first line), we find a very significant
difference of an order of magnitude for f;, and a milder one for «y,
of around 10 per cent. Thus, being able to determine precisely the
medium-frequency PSD slope is of great importance if one wants
to derive the position of high-frequency PSD bend. However, note
that this rather flat value of «,, = 0.5, could result if this part of
the PSD depicts the peak of a Lorenzian component as it has been
resolved in the case of Ark 564 (McHardy et al. 2007), using much
longer data sets obtained by RXTE and ASCA.

Within the propagating fluctuation model, a medium-frequency
PSD index of the order of 0.5 can be the result of radial damping of
the fluctuations as the propagate through the accretion flow (Arévalo
& Uttley 2006). The effect of damping is to reduce the amplitude of

MNRAS 460, 2413-2431 (2016)


http://mnras.oxfordjournals.org/

2428  D. Emmanoulopoulos et al.

the fluctuations as they propagate inwards so that the further they go
the smaller they get. By extrapolating the values shown in table 2 of
Arévalo & Uttley (2006), for a high emissivity index of y = 5-6 and
a damping coefficient of the order of 2 the medium-frequency PSD
index can be of the order of 0.5. Note, that a similar flat value of oy,
(0.8017, which is consistent, within the errors with our estimate)
has been also observed in the case of MCG-6-30-15 (McHardy et al.
2005).

7.2 Is there any evidence for relativistic reflection?

The time-lag spectrum of NGC 7314 (Fig. 10) poses weak evidence
of negative X-ray reverberation time delays between the reflected
component, 0.5-1.5 keV, and the continuum 2—4 keV. Our GR mod-
elling yields a best-fitting BH mass of 7.84:_2:3 x 10° M, which is
very close to the literature value (0.87 x 10° Mg, Section 1), and
the height of the X-ray source, 3.573 ry. De Marco et al. (2013a)
showed that both the most negative time-lag estimate, —3.66 s, and
its corresponding frequency, 4.5 mHz are related linearly (in loga-
rithmic scale) with the BH mass. Using their scaling relations the
expected values of both these quantities should be around —20 s and
1 mHz, respectively which differ significantly from our observed
values. In order for the latter estimates to be consistent with the De
Marco et al. (2013a) relations the BH mass of NGC 7314 should be
around 4 x 10* M which is more than an order of magnitude less
than the literature value. As it is described in Emmanoulopoulos
et al. (2014) the scaling relation of De Marco et al. (2013a), de-
rived from the first negative time-lag point, holds only for sources
with relatively small X-ray source heights and similar power-law
components. In our case the power-law slope is very hard, 0.4,
suppressing any negative peaks at lower frequencies, thus it is not
surprising that such a relation does not hold. Moreover, this devia-
tion from the scaling relation could be the result of a relatively low
contribution of reflected emission to the soft X-ray band.

Moreover, the absence of strong negative X-ray reverberation
signatures can be justified from the fact that the X-ray spectrum
of the source around the 0.5-1.5 keV is rather flat and absorbed
(Ebrero et al. 2011) with no obvious soft-excess or even signs of
strong ionized soft X-ray reflection. Similarly the X-ray spectrum
presented by ZO13 is in agreement with this picture since the com-
ponent responsible for the inner reflection contributes only around
the region of 6.4 keV without affecting the 0.5-1.5 keV energy
range.

As we described Section 6.3, during the time-lag modelling pro-
cedure, we fix the value of the reflection fraction to 0.3, due to
the limited number of time-lag estimates (i.e. eight). It is very well
known (Wilkins & Fabian 2013; Cackett et al. 2014) that the con-
tribution of the continuum component to the reflection-dominated
band and vice versa, via f, can reduce the apparent time-lag that
is measured. Indeed, in appendix A of Emmanoulopoulos et al.
(2014) these dependences are shown with respect to the reflected
component. In an attempt to check the effects of the reflection frac-
tion, in our time-lag estimates, we repeat the fitting by changing the
value of fto 0.6 and 0.9. For f = 0.6 the best fitting are & = 9.77%}
re, 0 =457173°, M = 10.879F x 10° My, @ = 0.81 ¢, and for
f=0.9 the best-fitting parameters are & = 10.85} ry, 6 = 4373}3°,
M =10.579% x 10° M, @ = 0.85~. In both cases, the values of
the x? statistics are much larger than that of f = 0.3, thus we have
good grounds to believe a physical scenario in which the contri-
bution of the reflection spectrum in the soft band is indeed around
30 per cent of the total observed flux.
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Finally, the monotonic increase in the energy resolved time-lag
spectral estimates, above 4 keV (Fig. 12) dictates that it arises from
the continuum component itself, which is modelled as the power
law in the time-lag spectrum (Fig. 10). This is a model expectation
based on an extrapolation of results from X-ray binaries rather
than a prediction of detailed theories of the continuum emission.
Similar behaviour has been observed in several other AGN e.g.
1H 0707-495, Ark 564, Mrk 335 (Kara et al. 2013a,b) and can be
interpreted using the previously mentioned propagating fluctuations
model. Fluctuations in the accretion flow, which are introduced at
different radii/time-scales, propagate inwards on diffusion time-
scales, causing the observed power-law shape of the lag spectrum.
Thus, these very low frequency variations presumably originate
from regions further from the centre, where the temperature of the
disc is cooler.
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APPENDIX A: PSD MODEL PARAMETER
CONFIDENCE LIMITS

In Section 4.2.3, we estimated the best-fitting PSD model for the en-
semble of the observations in the 0.5-10 keV energy range. In order
to visualize the procedure that we used to derive the 68.3 per cent
confidence limits for the best-fitting model parameters, in Fig. Al
we show the log-likelihood difference profiles, AC = C — Cpy, as a
function of each model-fitting parameter. Additionally, the inset of
each panel shows with a finer grid-resolution the region around the
estimated 68.3 single confidence limits that corresponds to AC = 1,
which is depicted by the dotted vertical lines.

Finally, we estimate the joint confidence contours for the best-
fitting PSD model parameters f, and oy, in the energy range 0.5—
10 keV. In the left-hand panel of Fig. A2 we show the form of
the AC surface (left-hand panel, grey adaptive mesh), which is
estimated at the crossing points of the grid. From this surface we
can derive the 68.3 and 90 per cent joint confidence contours for
fa and oy, lying at a height AC of 2.30 (solid black line) and 4.61
(dashed black line), respectively, by estimating the tangent lines to
these contours (Fig. A2, right-hand panel). This yields for f; [3.85,
14.82] x 107 Hz and [2.65, 16.71] x 107> Hz and for «;, [1.84,
2.35] and [1.77, 2.65], respectively.

APPENDIX B: TIME-LAG ESTIMATION
INCONSISTENCIES

In this section, we reproduce the time-lag spectrum of NGC 7314
as it is precisely described by ZO13. We use the single observation
obs ID: 0311190101 (see footnote 6) and the same binning scheme
as described in Section 6.2. The actual time-lag estimation method
is the same as described in Section 6.1. The resulting time-lag
spectrum is shown in Fig. B1 and it is exactly the same as the ones
shown in the top panel of fig. 6 in ZO13. Thus, these overestimated
low-frequency time-lag values is the result of the limited number of
points entering corresponding frequency bins.
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Figure Al. The log-likelihood PSD model parameter profiles, AC = C — Cyin, for the joint fits in the 0.5-10 keV energy range. The filled circles correspond
to the actual log-likelihood estimates, i.e. grid points, and the dashed line depicts the linear interpolation estimates. The inset zooms in the region around the
best-fitting model parameter (vertical dashed line), and the dotted vertical lines around it depict its 68.3 per cent single confidence limits that correspond to
AC=1.
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Figure B1. Time-lag spectrum reproduction of ZO13 between 4-5 and 6-7 keV energy bands.
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