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Abstract 

‘Studies of Helium Droplet Mass Spectrometry and Magnetic 

Nanoparticles’ 

Charlotte Pughe 

As the title suggests, this MPhil thesis is separated into two research topics. The first 

topic is based in the field of superfluid helium droplet science, and explores mass 

spectrometry of conjugated molecules in superfluid helium droplets. Recent 

observations have suggested conjugated molecules behave very differently to other 

molecules upon electron ionization in the helium droplet environment. The helium 

droplet mass spectrum of p-benzoquinone was recorded and compared to the gas phase 

mass spectrum. To try to explain the fragmentation process, density functional theory 

calculations were performed on the initial fragmentation pathways. By combining the 

experimental data and the theoretical calculations, a model to explain the reduced parent 

ion signal in the helium droplet mass spectrum of p-benzoquinone was developed. The 

model suggests the high energy of the proton loss pathway and the potential of a large 

energy barrier to parent ion ejection, forces p-benzoquinone to almost completely 

fragment upon ionisation inside the helium droplet. Further studies with other 

conjugated molecules could reveal more information about the influence of the helium 

matrix on dopant species.  

The second research topic investigates new methods to produce high moment iron 

oxide/iron nanoparticles. Iron oxide nanoparticles have been the focus of great research 

interest due to their various applications. Here, a modified approach to make iron oxide 

based on the co-precipitation technique was explored as a simple route to increase the 

nanoparticle magnetic moment. By applying a weak magnetic field to the reaction 

vessel it was found the magnetic saturation of the nanoparticles could be increased by a 

few emu/g. A novel method of producing pure iron nanoparticles based on liquid 

plasma nanosynthesis has also been proposed. The design for the liquid plasma reactor 

could allow iron nanoparticles, which have even higher moments than iron oxide, to be 

produced on a large scale.   
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Introduction to Thesis 

This thesis presents the research conducted in the Spectroscopy and Dynamics Group at 

the University of Leicester. The thesis is broadly divided into two research topics. The 

first research topic is a preliminary investigation of conjugated molecules in superfluid 

helium droplets based upon recent experimental findings. The second research topic 

was concerned with the synthesis of iron oxide/iron nanoparticles. This involved both 

improving existing methods, as well as designing new methods to produce high moment 

iron oxide nanoparticles intended for biomedical applications such as Magnetic 

Resonance Imaging (MRI) contrast agents and magnetic hyperthermia. The research 

topics are very different. Therefore this thesis will be divided into three chapters: one 

chapter for the superfluid helium droplet research and two chapters for the research on 

iron oxide/iron nanoparticles. Within each chapter, the story behind the research and 

results will be individually discussed. The rest of this overall introduction provides a 

brief synopsis of the three research chapters.  

Superfluid helium droplets possess a number of unique properties, including ultra-high 

thermal conductivities, near-zero viscosity, and quantum phenomena. These properties, 

coupled with the high droplet pick-up probability, have made helium droplets novel 

micro-laboratories in which a whole range of species from single atoms, to multi-

element clusters can be isolated and studied. The exotic environment often produces 

unusual cluster species, and the behaviour of the so-called ‘dopants’ inside the droplet 

can reveal information about the fundamental physics of the droplet environment. The 

most commonly used methods of studying dopants in helium droplets are spectroscopy 

and mass spectrometry. Helium droplet mass spectrometry was once thought to be a 

new method of achieving soft electron ionisation, particularly for small alcohols and 

haloalkanes, which severely fragment upon gas phase electron ionisation. Subsequent 

studies showed softening effects were largely dependent on the molecule, but did often 

lead to a small increase in the parent ion peak, as well as changes in the ratios between 

the daughter fragments. Common observations are large increases in the intensity of 

daughter fragments that produce small neutral or radical molecules as they are more 

easily ejected from the droplet. Therefore, the proton loss channel, which is of course 

the lightest species which can be lost, is often greatly enhanced. Conversely, 

experimental studies presented in Chapter 1 have suggested simple conjugated 
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molecules fragment very differently to non-conjugated molecules. This theory came 

from studies of p-benzoquinone in helium droplets, where instead of an increase in the 

parent ion peak, it was almost completely reduced relative to the gas phase mass 

spectrum. By studying the fragmentation process using density functional theory, a 

model for this observation has been developed. Similar conjugated and aromatic 

systems have also been studied using the same computational approach and are 

expected to display a similarly reduced parent ion signal in their helium droplet mass 

spectrum. This observation could reveal more information about the helium droplet 

fragmentation process and influence the helium matrix has on the parent ion.  

Moving onto the second research topic, the remainder of the thesis is concerned with the 

synthesis of high moment iron oxide/iron nanoparticles. Nanomaterials are largely at the 

forefront of modern materials because their properties vary dramatically from the bulk. 

Iron oxide nanoparticles have been the subject of extensive research effort because of 

their high magnetic moment, easy synthesis and biocompatibility. They have an 

expanding list of applications in areas such as biomedicine, energy technologies, 

chemical synthesis, data storage and the environment. One of the main challenges for 

synthesising iron oxide nanoparticles is forming high moment iron oxide nanoparticles 

with a narrow size distribution and high yields, using a method which can easily be 

translated to industrial scale-up. Chemical methods are often favoured because they 

give high yields and can be scaled up. However, these methods do not always produce 

nanoparticles with the desired properties for their applications. As a result, this second 

research topic aims to research new and existing methods to overcome this challenge.  

The second research topic has been divided into two chapters: Chapter 2 and Chapter 3. 

Chapter 2 looks at obtaining high moment nanoparticles using a widely used approach 

to synthesise iron oxide nanoparticles, known as co-precipitation. It has been shown 

magnetic field assisted synthesis can improve the quality of iron oxide nanoparticles 

synthesised using this high yielding method. Most previous researchers have employed 

high magnetic fields to achieve this. Therefore, the intention is to investigate whether 

similar results are obtained when the reaction is exposed to a weaker magnetic field. 

Chapter 3 proposes a novel method for synthesising iron nanoparticles based upon 

liquid plasma nanosynthesis. The advantages of electrochemical synthesis are discussed 

and the design for a continuous liquid plasma reactor for the production of high moment 

ultra-small (<5 nm) iron nanoparticles presented. Pure iron nanoparticles have much 
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higher moments than iron oxide nanoparticles, but they oxidize quickly. However, if 

oxidation can be prevented, the higher magnetic moment would be exceedingly 

attractive for multiple applications throughout biomedicine and beyond.  
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Chapter 1 

Fragmentation of Conjugated Molecules in Superfluid Helium 

Droplets 

 

1. Introduction 

1.1 Fundamentals of superfluid helium droplets 

Superfluid helium droplets (HeDs) are an exotic environment for the study of single 

species (atoms, molecules and ions), binary complexes and clusters (both pure and core-

shell). HeDs are typically composed of 10
3
-10

11
 helium atoms and possess a number of 

unique properties including: high pick-up probabilities, extremely low internal 

temperatures, vanishingly low viscosities, high thermal conductivities and quantum 

behaviours, such as the formation of quantized vortices.
1,2

 These properties have often 

allowed entrapped species to adopt unusual structures, which has led to helium 

nanodroplet isolation (HENDI) becoming a valuable technique to study species 

previously unobtainable by other methods. Experimental studies are typically performed 

using spectroscopy and mass spectrometry.
3
 In addition, dopants such as large metal 

clusters can be studied ex-situ by deposition from the HeDs onto a suitable surface; a 

technique through which HeDs nanoscience has grown. Dopants also act as a probe for 

the superfluid environment, which is equally fascinating to both physicists and chemists 

alike, and is the method by which the superfluid properties of HeDs were discovered.
4,5

 

For these reasons, HeDs have often been called ‘ultracold nanolaboratories’ and are 

continuing to find new uses in many areas of science.
6 
 

1.1.1 Origins of superfluidity  

Fundamentally, superfluidity is a result of helium’s ability to attain extremely low 

temperatures and the bosonic nature of the helium atom. Helium is the only element 

able to remain a liquid at 0 K because of the low binding energy of 5 cm
-1

 between 

helium atoms.
7,8

 The binding energy is comparable to the zero point energy, preventing 

helium atoms from attaining fixed lattice positions. The phase diagram in Fig. 1(a) 

shows formation of the solid phase requires pressures exceeding 25 bar to force helium 
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atoms into a lattice. Consequently, unlike all other elements, the phase diagram of 

helium has no triple point. Instead, the four phases are connected along the λ-line, 

which splits the superfluid (He II) phase and liquid (He I) phase, and extends from the 

upper λ-point, where it meets the solid phase, to the lower λ-point, where it meets the 

gas phase.  

At atmospheric pressure, helium liquefies from the gas phase into the He I phase at ~4.2 

K and behaves like a normal Newtonian fluid. Upon further cooling, helium crosses the 

λ-line and transitions from the He I phase to the He II phase. The superfluid He II phase 

was first discovered in 1938 when techniques to reach cryogenic temperatures below 

4.2 K were developed.
9
 Tisza and Landau proposed the He II phase is fractional, 

consisting of both the He I and He II phases.
10,11

 This so-called ‘two-fluid model’ was 

experimentally proven by Andronikashvili in 1946 who measured the oscillation 

frequency (fn) of a stack of disks suspended in He I/He II.
12,13

 Incorporation of fluid 

between the discs changes the mass and increases the moment of inertia (I), which 

equation 1 shows is inversely proportional to 𝑓𝑛.  

𝑓𝑛 =
1

2𝜋
√

𝑘

𝐼
 (1) 

Fig. 1: (a) Phase diagram for helium (
4
He) and (b) an expansion of phase diagram (a) about the 

lower λ-point. 
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Here, 𝑘 is the torsional constant. Classically, the oscillation frequency decreases when 

the temperature is reduced as I increases when the fluid becomes denser. Instead, I 

decreases until reaching 0 at 0 K, indicating fractional growth of the superfluid phase. 

When a container of superfluid helium is rotated, the superfluid helium does not follow 

the motion of the container like a normal fluid. Instead, the superfluid appears to remain 

stationary. Therefore, as the superfluid fraction begins to develop below 4.2 K, it does 

not follow the disc’s oscillation. Only the normal fraction contributes to the oscillation 

frequency and is continually depleted as the system is converted to the He II phase. As 

this happens, the normal fractions contribution to I is reduced causing 𝑓𝑛 to increase, 

until at 0 K when the disk stops rotating as the He I phase has been completely 

converted to the He II phase. Andronikashvili represented the change using density 

ratios. Dividing the density of the superfluid fraction (𝜌𝑠) by the total density measured 

(𝜌𝑡) gives the superfluid fraction (𝐹𝑠), from which the liquid fraction (𝐹𝑙) can be 

derived:  

  

𝐹𝑠 =
𝜌𝑠

𝜌𝑡
        and        𝐹𝑙 = 1 − 𝐹𝑠 (2) 

 

The density ratios of both fractions are plotted against temperature in Fig. 2, alongside 

an illustration of Andronikashvili’s experiment. Along the temperature axis, Tλ 

represents the temperature at which the λ-line is crossed. Above Tλ, all the fluid is in the 

He I phase with 𝐹𝑠 = 0 and 𝐹𝑙 = 1. Below Tλ, the density of the liquid decreases, causing 

𝐹𝑙 to fall, while the corresponding superfluid density rises until 𝐹𝑠 = 1 and 𝐹𝑙 = 0 at 0 K.  

Formation of the superfluid fraction involves condensation of helium atoms into a Bose 

Einstein Condensate (BEC). A BEC is a system in which all the particles share the same 

ground state, and hence can be described by a single macroscopic wave function. 

Formation of this highly ordered system is only possible at very low temperatures and 

only applies to bosonic particles with no net spin. Helium satisfies both conditions and 

below the boson formation temperature (TB) at ~Tλ, the 
4
He

 
atoms start to condense into 

the ground state and become indistinguishable. Fermions cannot form a BEC as the 

Pauli Exclusion Principle prevents particles with net spin occupying the same space. For 
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this reason, fermionic 
3
He is not superfluid at the same temperature as 

4
He, but will 

eventually become superfluid below 3 mK when 
3
He

 
atoms pair to form binary bosons. 

Because all the 
4
He atoms are identical in the BEC, they have the same energy, and so 

cannot be excited by interactions between atoms. Therefore, the total energy is 

conserved during motion, producing a macroscopic frictionless ‘superfluid’ that can 

creep against the force of gravity.  

 

 

 

 

 

 

 

 

 

 

 

 

1.1.2 Properties of superfluid helium droplets 

Viscosity and free dopant migration 

Superfluidity is largely responsible for the unusual properties of HeDs. Superfluidity in 

bulk helium has been known for a while, but was only recently discovered in HeDs 

when Toennies and co-workers showed dopants could be captured inside droplets.
14

 By 

comparing the infrared spectra of a single OCS molecule in 
4
He

 
and 

3
He

 
droplets, to the 

infrared spectrum of free OCS in a seeded Ar beam, Toennies et al. proved superfluidity 

existed in HeDs.
4,15

 Fig. 3 shows the three spectra. The 
4
He droplet spectrum (b) has 
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Fig. 2: (a) An illustration of Andronikashvili’s rotating disc experiment. (b) A plot of the 

density of the normal and superfluid fraction vs. temperature. The transition temperature (Tλ) 

when the superfluid fraction begins to form is indicated by the dotted line on the temperature 

axis.   
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rotationally resolved P and R branches and is almost identical to the gas phase spectrum 

(a). The only difference is a shift in the rotational frequency because the rotational 

constant is slightly quenched by the helium atoms following the molecules’ rotation.
16

 

In contrast, the 
3
He droplet mass spectrum (c) shows no rotational resolution. This is 

because the stable droplet temperature is 0.37 K; far greater than the temperature 

required for 
3
He

 
to become superfluid.

15
 From this it was deduced that 

4
He

 
droplets are 

superfluid as OCS could essentially rotate like a gas phase molecule. The rotational 

effect of the solvating helium atoms on the dopant species has been shown to vary for 

different molecules.
17

 However, the extremely low viscosity that arises from 

superfluidity means all species are able to freely migrate inside the droplet, relatively 

unhindered by the surrounding helium atoms.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: The rotational spectra of OC
32

S in three different environments. (a) The spectrum of 

free OC
32

S in an Ar seeded beam; (b) the spectrum of OC
32

S in 
4

He droplets; and (c) the 

spectrum of OC
32

S in 
3
He droplets. From ref. 5.  
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High thermal conductivity 

When dopants are added to HeDs, they are rapidly cooled to the internal droplet 

temperature of 0.37 K. This is due to the droplets’ ultra-high thermal conductivity, 

which is about 30 times greater than copper.
5
 Rapid energy dissipation occurs by 

evaporation of surface helium atoms. This occurs readily due to the weak binding 

energy between helium atoms, resulting in cooling rates estimated to be as high as 10
16 

K s
-1

.
18,19

 Each 1 eV of energy delivered to the droplet causes ~1600 atoms to be 

evaporated from the surface, making size an important consideration when adding 

multiple species to HeDs.
3
 Formation of large clusters by addition of multiple dopants 

requires a large droplet size to prevent complete evaporation. Rapid energy dissipation 

means cluster formation involves addition of dopants to a pre-cooled cluster nucleus as 

the excess internal energy has already been dissipated before the next dopant species 

reaches the cluster nucleus. This can lead to the formation of metastable species as rapid 

energy dissipation causes structures to become trapped in shallow potential wells along 

the potential energy surface. There is not enough energy at 0.37 K for the structure to 

rearrange to a more stable state allowing it to exists long enough to be studied. 

Therefore, the HENDI technique has helped provide experimental evidence for the 

existence of high energy structures that have previously only been predicted 

computationally.
20

   

Near-unity pick-up 

Despite both displaying superfluidity, studies of dopants in HeDs have been far more 

extensive compared to in bulk helium. The reason is simply that bulk helium is a 

terrible solvent. Dopants generally tend to fall to the bottom of the container or reside at 

the walls. However, in HeDs there are no container walls to prevent solvation, and once 

captured, the dopant remains inside the droplet, most likely residing in the centre where 

the potential is at a minimum.
21

 Dopants are captured with near-unity pick-up 

probabilities meaning if a dopant encounters a droplet, it will almost certainly be 

‘picked-up’. Depending on the number of dopants in the pick-up region, single or 

multiple dopants can be added to the droplets. The pick-up probability (Pk) is described 

using Poisson statistics
22

:  
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𝑃𝑘(𝑧) =
𝑧𝑘

𝑘!
 exp (−𝑧) (3) 

In equation 3, k is the number of species picked-up and z = σnl is the pick-up parameter. 

The pick-up parameter is calculated using σ - the pick-up cross section (i.e. the size of 

the droplet), n - the number of dopants in the pick-up zone and l - the length of the pick-

up zone. Maximising one or more of these parameters increases the pick-up probability 

and allows control over the number of dopants captured, which ranges from single, to 

thousands of atoms, molecules or ions. The exception to near-unity pick-up is alkali 

metal atoms and clusters. They are not incorporated inside the droplets because of the 

large Pauli repulsion between the diffuse electron systems and the surface helium 

atoms, that is not compensated for by forming alkali-helium bonds.
23

 However, above a 

certain cluster size, the alkali cluster will eventually dissolve.
24,25

  

Quantized vortices  

One of the most bizarre properties of the He II phase is quantized vortex formation. As 

discussed earlier, instead of rotating as one body like a normal Newtonian fluid, the He 

II phase appears to remain stationary. The superfluid still ‘rotates’ but in the form of 

quantized vortices. Quantized vortices were first proposed by Onsager, and later 

suggested by Feynman to involve many vortex lines, around which the superfluid 

rotates with quantized circulation (κ).
26–28

 Equation 4 shows the expression for κ, 

determined from the integral of the flow velocity (𝑣) along an enclosed loop (s).  

𝜅 = ∫ 𝑣. 𝑑𝑠 = 𝑛
2𝜋 ħ 

𝑚𝐻𝑒
 

 

(4) 

In this equation, 𝑚𝐻𝑒  is the mass of a helium atom, ħ is the reduced Planck constant and 

𝑛 represents the quantum state (i.e. 𝑛 = 0, 1, 2…etc.) of the vortex. Circulation about 

the vortex core (estimated to be ~1 Å in diameter) is quantized in units of 
2𝜋 ħ 

𝑚𝐻𝑒
 .29,30

 

Packard et al. provided the first visual proof of quantized vortex lines in bulk helium by 

‘pinning’ electrons to vortices, which were then imaged by accelerating the electrons 

onto a phosphor screen.
29,31

 The resulting image showed circular arrays, where each 

spot represented a vortex line. Pinning or ‘trapping’ occurs as the circulation produces a 

pressure gradient across the vortex, creating a weak attractive potential of 2-7 cm
-1

.
32

 



23 

 

Recently, trapping of particles along vortex lines has been discovered in HeDs 

providing the first evidence of quantized vortex formation at the droplet level.
33

 

1.2 Helium droplet mass spectrometry  

Helium droplet electron ionization mass spectrometry is different to conventional gas 

phase electron ionization mass spectrometry in a number of ways. In the gas phase, an 

electron of energy ~70 eV directly impacts the molecule removing an electron and 

forming the positive parent ion. The excess energy delivered to the parent ion results in 

subsequent fragmentation to produce daughter fragments. The ionization energy of 

simple alkanes and alcohols is typically around ~10 eV. The excess energy is 

substantive causing majority of the parent ion to fragment into daughter fragments. 

Conversely, helium droplet electron ionization is indirect as the initial electron impacts 

a surface helium atom first. This produces a surface He
+ 

ion which then ‘hops’ to the 

dopant in the centre of the droplet via a resonance charge hopping mechanism.
34,35

 

Charge localisation on the dopant must occur within 10 hops, otherwise ‘self-trapping’ 

occurs resulting in the formation of He2
+
.
36,37

 Hence, the intensity of the parent ion peak 

in the helium droplet mass spectrum depends on the size of the droplet. The intensity of 

the parent ion peak decreases with increasing droplet size, until it eventually disappears 

as the dopant is more than 10 hops away from the surface of the helium droplet, leading 

to the formation of only He2
+
. Hen

+ 
(where n>2) clusters also appear in the mass 

spectrum as a result of nucleation of helium atoms around He2
+
. To avoid self-trapping, 

HeDs containing less than 10
4
 atoms are used in helium droplet electron ionization 

experiments. Alternatively, ionization can occur via Penning ionization where an 

electronically excited He* atom initially forms on the surface. Following collision with 

a ground state He atom, He
+
 is produced. However, Penning ionization only dominates 

in large HeDs (>10
5
 atoms) where there are enough surrounding helium atoms to cause 

double Penning ionization to produce Hen
+
.
38,39

 Therefore, only resonance charge 

hopping is considered here. In resonance charge hopping, both charge transfer to the 

dopant and self-trapping are exothermic processes. Consequently, the excess energy 

released causes the droplet to explode by rapid evaporation of the surrounding helium 

atoms, ejecting the ions from the droplet. As the illustration in Fig. 4 shows, helium 

droplet ionization can be summarised into three steps: (1) surface ionization of a He
 

atom, (2) charge hopping to dopant (or until self-trapping) and (3) ion ejection from the 

helium droplet.  
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Because helium droplet ionization is an indirect process, it was considered as a potential 

‘soft’ ionization technique for molecules which heavily fragment upon electron 

ionisation. In each step in the ionization process, there are routes by which the initial 70 

eV electron impact energy can be quenched. Firstly, surface ionization of a He atom 

removes a significant amount of energy as the first ionization energy of helium is 24.6 

eV. As the surface charge hops between helium atoms, the excess energy delivered to 

the droplet is further reduced. Upon charge localisation, the energy is reduced further 

because of the energy required to ionize the dopant. This means for a simple alcohol 

with an ionization energy of ~10 eV, the excess energy can be reduced from 70 eV to 

15-16 eV.
40

 Finally, the remaining energy can also be dissipated by helium atom 

evaporation which occurs rapidly due to the weak helium-helium binding energy.  

Evidence for softening has been investigated using various molecules with mixed 

results. Early studies with nitrogen monoxide (NO) dimers showed soft ionisation. 

Where the NO parent ion is completely obliterated in the gas phase electron ionization 

spectrum, a strong parent ion peak was retained in the helium droplet spectrum.
41

 The 

helium droplet mass spectrum of triphenylmethanol also suggests a softening effect is 

present and was shown to be dependent on droplet size.
42

 In addition, the cyclic 

alcohols, such as cyclopentanol and cyclohexanol, displays substantial softening with 

the parent ion becoming a major fragmentation peak compared to in the gas phase 

Step 1: Surface ionization 

of a He atom 

Step 2: Charge hopping to 

dopant (or until self-

trapping) 

Step 3: Ion ejection from 

the helium droplet 

Fig. 4: Illustration of the three main steps of the helium droplet electron ionization process. The 

red circle in step 1 and 2 represents the dopant. The red cations in step 3 represent the dopant 

fragments.   
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where it is barely visible. This can be seen in Fig. 5 for cyclopentanol. However, with 

other molecules, very little or no softening has been observed. This includes aliphatic 

alcohols, ethers and haloalkanes, all of which have been studied by the Spectroscopy 

and Dynamics Group at the University of Leicester. Aliphatic alcohols (e.g. ethanol, n-

butanol, 1-pentanol and 2-propanol) and ethers (e.g. diethyl ether, diisopropyl ether and 

methyl t-butyl ether) display similar parent ion peak intensities to the gas phase.
40

 

However, one important difference for many of these molecules is an increase in the 

proton loss peak. Taking the mass spectra for n-butanol in Fig. 6 as an example, it can 

be seen that the parent ion peak is only marginally enhanced in the helium droplet mass 

spectrum compared to in the gas phase. In contrast, the M-1 peak sees a dramatic 

enhancement, along with a number of the other daughter fragment peaks. This reflects a 

typical example of the changes in the fragmentation ratios which are often observed 

when switching the ionization environment from the gas phase to a helium droplet. 

Mono-, di- and tri- substituted haloalkanes display even fewer differences between their 

helium droplet and gas phase mass spectrum showing the helium droplet is unable to 

sufficiently quench the excess ionization energy.
43

 As with aliphatic alcohols and ethers, 

loss of small radical fragments became more favourable, supressing the intensity of 

peaks produced by C-C bond breaking or hydrogen halide loss channels. From these 

studies, it was concluded that helium droplet electron ionization is molecule dependent 

and cannot reliably reduce parent ion fragmentation for every molecule.  
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Fig. 5: The helium droplet (TOP) and gas phase (BOTTOM) electron ionization mass spectrum 

of cyclopentanol. The peaks marked with an asterisk (*) are the Hen
+
 cluster peaks which were 

not subtracted from the helium droplet mass spectrum due to noise variation created by pulsed 

nozzle conditions. The C5H10O
+
 peak highlighted in RED is the parent ion peak at m/z 86 and is 

noticeably enhanced in the helium droplet mass spectrum as a consequence of softening effects. 

From Ref. 40.   

 

Fig. 6: The helium droplet (TOP) and gas phase (BOTTOM) electron ionization mass spectrum 

of n-butanol. The peaks marked with an asterisk (*) are the Hen
+
 cluster peaks and were not 

subtracted from the data for the same reason in Fig. 5. The C4H10O
+
 peak highlighted in RED is 

the parent ion peak at m/z 74 and the C4H9O
+
 peak highlighted in GREEN is the M-1 peak at 

m/z 73 corresponding to proton loss. From Ref. 40.  
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Despite the reduction in the excess energy, it is thought that extensive parent ion 

fragmentation still ensues for certain molecules as a result of the timescales for helium 

evaporation vs. parent ion fragmentation. Although HeDs have an amazing ability to 

dissipate energy, if the rate of helium evaporation is slower than the rate at which the 

molecule fragments, the majority of the excess energy is retained by the parent ion 

resulting in extensive fragmentation. The rate of evaporation depends on size and is 

only significant in small HeDs.
42

 Therefore, partial softening is most likely for small 

HeDs doped with molecules which fragment on a timescale that is longer than the rate 

of helium evaporation. It is also thought slow fragmentation rates are more common for 

large molecules, explaining why the majority of small alcohols, ethers and haloalkanes 

showed no softening effects in their helium droplet mass spectra.
40

   

As noted earlier, even if softening is not observed, changes in the fragmentation ratios 

between the daughter fragment peaks are common occurrences. Typically, peaks created 

by loss of small neutrals or radicals from the parent ion gain in intensity, resulting in a 

corresponding reduction in peaks produced from loss of large neutrals/radicals. Loss of 

small species is believed to become more favourable in the helium droplet matrix 

because of ‘cage effects’. During the ejection process, the helium atoms around the 

parent ion can exert a ‘cage’, whereby helium atoms are strongly attracted to the parent 

ion through ion induced dipole forces.
40,43,44

. This produces a significant energy barrier 

and makes the ejection of small radical fragments more favourable. Hence, explaining 

why an increase in the proton loss fragmentation peak is a common observation as a 

proton is the smallest possible radical that can escape through the helium matrix.  

There have been few helium droplet mass spectrometry studies of simple conjugated 

and or aromatic molecules. Studies which have investigated aromatics such as toluene, 

coronene and benzene, have either looked at clusters or reactions with other molecules 

inside the helium droplet.
45–47

 There is little evidence of anyone looking at the 

fragmentation of single conjugated/aromatic molecules in HeDs. Recently, the helium 

droplet mass spectrum of p-benzoquinone was recorded with the pick-up conditions 

adjusted so the majority of the peaks in the mass spectrum were produced from 

fragmentation of the monomer. This spectrum displays a completely different behaviour 

to the trends described above. Instead of partially ‘softening’ ionization or causing little 

change, ionization actually appears to become ‘harder’ inside the helium droplet, with 

the parent ion peak almost completely reduced compared to in the gas phase mass 
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spectrum. A reduction in the parent ion peak has not been reported before. This unusual 

behaviour is believed to be a result of the nature of the conjugated molecule, and the 

play off between the ‘cage effect’ and most energetically favourable fragmentation 

pathway. Studying this system could reveal more information about the helium droplet 

fragmentation process and the influence the helium matrix has on ions isolated inside 

the droplet. The following presents the experimental results for the p-benzoquinone 

helium droplet mass spectrometry experiment, along with a theory to explain the 

observed fragmentation pattern. Density functional theory calculations were performed 

to support the theory and extended to other simple aromatics to predict whether their 

helium droplet mass spectrum will be similar to p-benzoquinone.  

2. Experimental  

2.1 Experimental set-up for recording the helium droplet electron ionization mass 

spectrum of p-benzoquinone  

The typical set-up for all HENDI experiments involves a modular ultra-high vacuum 

(UHV) system comprised of three main chambers: (1) the source chamber, (2) the pick-

up chamber and (3) the analysis chamber. The HENDI experiment in the Spectroscopy 

and Dynamics Group follows this design and has been adapted to perform helium 

droplet mass spectrometry. For this instrument, ultra-high vacuum is achieved using a 

collection of turbomolecular pumps backed by Scroll pumps to achieve oil-free UHV 

conditions. Very good UHV conditions are needed for HeDs experiments as droplets are 

sensitive to background gases (N2, O2, H2O, CO2 etc.) and impurities, especially during 

droplet formation. An illustration of the experiment is shown in Fig. 7 and in Fig. 8 

there is a picture of the HENDI instrument showing the three chambers and vacuum 

equipment.  
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Fig. 7: Illustration of the experimental set-up for helium droplet mass spectrometry. The 

important features are as follows: (a) the cold head onto which the nozzle is mounted; (b) the 

skimmer; (c) the collimated HeDs beam; (d) the pick-up cell; (e) external doping of the HeDs 

where e(i) is the needle valve and e(ii) is the glass vial containing p-benzoquinone; (f) an 

expansion of a p-benzoquinone doped helium droplet and (g) the quadrupole mass spectrometer.  
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Fig. 8: Pictures of the HENDI instrument in the Spectroscopy and Dynamics Group.   

Picture A – Image of the complete set-up from the HENDI, with the three chambers indicated in 

white text. The ultra-high vacuum system is comprised of turbomolecular pumps ( ), backing 

Scroll pumps ( ) and a roots pump ( ). The roots pump provides an additional boost to the 

pumping capacity in the source chamber.  

Picture B – Picture of the 5 μm hole of the nozzle captured through the lens of a microscope.  

Picture C – Inside of a turbomolecular pump.  

Picture D – View of the cold head and the skimmer from inside the source chamber. 

 

 

 

 

Picture A  

Picture B  

Picture C  
Picture D  

Cold head  

Skimmer  
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The source chamber is where HeDs are formed by expanding high purity (99.9999%) 

helium gas continuously through a nozzle 5 µm in dimeter (pictured in Fig. 8). The 

nozzle is mounted onto a cold head which is cryogenically cooled using a closed cycle 

cryostat to a set temperature. The temperature of the nozzle (TN) and/or helium pressure 

(P0) determines the type of expansion and ultimately the size of the HeDs. From 

expansion isentropes in Fig. 9, Toennies et al. have characterised three types of 

expansion for a helium pressure of 20 bar:
48

  

 Subcritical expansion (TN = 10-30 K) – Helium is forced through the nozzle as a 

gas and expands after leaving the nozzle orifice along an isentrope that crosses 

the critical point from the gas side. This forms droplets where the average 

helium droplet size, <NHe>, is 10
3
 to 10

4
 atoms.  

 Supercritical expansion (TN = 6-10 K) – Expansion isentropes cross the critical 

point from the liquid side and emerge from the nozzle orifice as a liquid which 

breaks-up to form HeDs where <NHe> = 10
4
 to 10

7 
atoms. 

 Subsonic expansion (TN < 6 K) – Expansion is no longer supersonic. Instead the 

expansion isentropes are subsonic at all points and have already crossed the 

critical isentrope before leaving the nozzle. Droplet formation occurs inside the 

nozzle by fragmentation of the liquid producing very large droplets where <NHe> 

exceeds 10
7
 atoms. Below ~5 K, the liquid streams out of the nozzle as a 

continuous liquid jet and breaks apart due to Rayleigh instability to form the 

largest droplets containing more than 10
10 

atoms.
1,5
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Fig. 9: Phase diagram of 
4
He showing the various expansion regimes. The dotted lines are the 

expansion isentropes for various nozzle temperatures with a helium expansion pressure of 20 

bar. Above 10 K, the expansion isentropes cross the critical point from the gas side. Below 10 

K, the expansion isentropes cross the critical point from the liquid side until the temperature 

falls below 6 K and expansion becomes subsonic at all points. From ref. 1.  

 

 

 

 

 

 

 

For mass spectrometry experiments, HeDs containing ~10
3
-10

4
 atoms are preferable as 

this ensures adequate pick-up probability whilst maintaining high signal intensity in the 

mass spectrum. Therefore, subcritical expansions were chosen using a nozzle 

temperature of TN = 11 K and helium pressure of 20 bar producing HeDs containing 

<HeN> ~ 8.1 × 10
3 

atoms.
49

  After expansion, the droplets cool by evaporative loss of 

helium until they reach their steady state temperature of 0.37 K.
14

 The HeDs are then 

collimated into a beam by aligning the nozzle with a skimmer (0.5 mm in diameter) 

positioned ~20 mm in front of the nozzle. Alignment is possible as the cold head is 

mounted onto a XYZ manipulator allowing 10 µm precision positioning of the nozzle. 

The skimmer in the source chamber is aligned with another skimmer between the pick-

up chamber and analysis chamber allowing the HeDs to pass through the whole modular 

set-up.  

After the source chamber, the helium droplet beam enters the pick-up chamber where it 

encounters dopants. The pick-up chamber consists of a series of cylindrical pick-up 

cells with a hollow centre so the HeDs can pass through. Solid dopants with low vapour 

pressures can be placed directly in the pick-up cell, and are often heated to increase the 

dopant partial pressure to ensure sufficient pick-up. However, the vapour pressure of p-
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benzoquinone is too high meaning it would evaporate too quickly under ultra-high 

vacuum conditions. Therefore, the molecule was introduced to the pick-up cell from a 

glass cell connected to the UHV pick-up cylinder via a stainless steel tube that could be 

isolated using a valve. During the experiment, an additional needle valve was used to 

control the flow of the p-benzoquinone vapour to the pick-up cell. The needle valve was 

adjusted so the helium droplet mass spectrum contained predominantly the monomer p-

benzoquinone peaks, with little contribution from the dimer. This low pick-up 

probability was achieved without heating or cooling the glass cell.  

Finally, the doped HeDs pass into the analysis chamber. Here, they are ionized using an 

electron ionization energy of 64 eV and the ions are detected in a quadrupole mass 

spectrometer. The helium droplet mass spectra were recorded using a mass range of 6-

800 m/z and the data was analysed in OriginPro 8. Processing the data involved 

subtracting the background helium droplet spectrum from the helium-p-benzoquinone 

mass spectrum to remove the HeN
+ 

cluster and background gas peaks (see Appendix A 

for background HeDs mass spectrum). The p-benzoquinone region of the spectrum was 

then selected and smoothed using the adjacent averaging method. The gas phase mass 

spectrum of p-benzoquinone was obtained from the NIST database. Attempts were 

made to record the gas phase spectrum experimentally. These attempts used two 

approaches. The first approach was to isolate the source chamber from the pick-up 

chamber so only p-benzoquinone was able to reach the analysis chamber. The second 

approach involved keeping the source chamber open but with the nozzle at room 

temperature. The idea behind this was the helium gas from the nozzle would serve as a 

carrier gas for p-benzoquinone, transporting it to the analysis chamber. However, with 

both approaches p-benzoquinone could not be detected by the QMS. This indicated the 

molecules mean free path was too short to reach the analysis chamber without helium 

droplets. Therefore, it was not possible to record the gas-phase mass spectrum using the 

current set-up. Yet this could have been achieved if the pick-up chamber was shorter 

and p-benzoquinone was injected into the analysis chamber in a seeded rare gas beam. 

2.2 Density Functional Theory calculations on the fragmentation pathways of 

conjugated molecules  

Density functional theory (DFT) is a quantum mechanical method developed from the 

proof provided by Hohenberg and Kohn in 1964.
50

 This proof showed that the ground 
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state electronic energy of a many-body system can be determined from the electron 

density. Using the electron density to define the system and not the wavefunction 

provides more accurate results compared to other quantum mechanical methods such as 

Hartree-Fock theory. In Hartree-Fock theory, a degree of error is introduced by 

evaluating electronic wavefunctions individually and representing electron repulsion as 

an average.
51

 In DFT theory, the electronic energy is obtained using a density functional 

which is a function of the function for the electron density. Density functionals do not 

have an exact form meaning there is a whole range of different functionals that can be 

used to obtain the energy. For this project, the hybrid Becke, 3-parameter, Lee-Yang-

Parr (B3LYP) functional was chosen as it provides good computational efficiency and is 

commonly applied to gas phase organic molecules.
52

 The B3LYP is called a hybrid 

functional as it combines both the exchange-correlation energy terms from Hartree-

Fock theory and other ab initio or empirical methods.  

The fragmentation pathways of the conjugated/aromatic molecules upon electron 

ionization were studied in Gaussian16 using the B3LYP functional and the cc-pVTZ 

basis set for all calculations. The following procedure was followed for each molecule. 

Firstly, the ground state structure was optimized using an optimization and frequency 

calculation to represent the molecule before ionisation. The ionization energy was then 

determined from a single point calculation using the coordinates for the ground state 

structure, but charge and multiplicity changed to 1 and 2, respectively. Therefore, 

vertical ionization was assumed and the structure in the single point calculation taken as 

the parent ion structure. Relaxed potential energy scans were used to obtain a ‘guess’ 

structure for the first transition state in each of the main initial fragmentation pathways. 

The guess transition state geometry was then optimized and identified as a transition 

state from the single negative vibrational frequency. Intrinsic reaction coordinate (IRC) 

calculations were performed using the transition state geometry. An IRC calculation 

follows the minimum energy reaction pathway between the transition state and its 

reactants and products, but will not proceed all the way. Therefore, by optimising the 

final structure on either side of the IRC curve, the starting reagent structure and the 

product of the fragmentation step should be obtained. If this happened, then the correct 

transition state structure had been located. If the product structure was an intermediate, 

the calculations were repeated using the same method until fragmentation was 

complete. Appendix B provides example input files for the calculations.    
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3. Results and Discussion  

3.1 Helium droplet vs. gas phase electron ionization mass spectrum of p-

benzoquinone  

The helium droplet and gas phase electron ionization mass spectrum of p-benzoquinone 

are compared in Fig. 10. It is instantly noticeable that the main fragmentation peaks in 

both spectra are the same, but the relative intensity of the peaks is very different. In the 

helium droplet spectrum, the parent ion signal has the weakest intensity and the m/z 54 

peak is most prominent. This is different to in the gas phase mass spectrum where the 

parent ion peak is most dominant.    

 

 

 

 

 

Fig. 10: The helium droplet (TOP) and gas phase (BOTTOM) electron ionization mass 

spectrum of p-benzoquinone. The gas phase mass spectrum was taken from the NIST database. 

The parent ion is the m/z 108 peak, and is clearly reduced in the helium droplet mass spectrum. 

The helium droplet electron ionization mass spectrum was recorded using TN =11 K and P0 =20 

bar. In the helium droplet spectrum, the peak marked with an asterisk (*) is the N2 peak which 

could not be totally subtracted from the background due to an increase in the N2 signal from 

background gases in the stainless steel tubing and needle valve. This is because unlike the main 

chamber, the external glass cell and needle valve could not be baked due to o-ring fittings.    
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The intensity changes between the spectra in Fig. 10 are unusual for a number of 

reasons. Firstly, as a general ‘rule of thumb’ aromatics and conjugated molecules such 

as quinones typically show a very strong parent ion peak because the positive charge 

can be stabilized by π-electron system, making fragmentation less favourable.
53,54

 Yet, 

in the helium droplet mass spectrum it is apparent fragmentation became more 

favourable, causing p-benzoquinone to break apart into its daughter fragments. 

Secondly, although the ‘softening’ effect of HeDs has been shown to be molecule 

dependent, a reduction in the parent ion signal has not been observed before. Neither is 

it expected, because as explained in the introduction, less energy is delivered to p-

benzoquinone upon helium droplet electron ionisation. In addition, evaporative loss of 

helium will also quench some excess energy; and even though the timescale for helium 

evaporation may be longer than the fragmentation process, it should still help to 

partially increase the parent ion signal. Therefore, the parent ion signal is predicted to at 

least marginally increase, if not remain the same as in the gas phase. This suggests there 

is something very different going on during the fragmentation process.  

3.2 DFT calculations on the initial fragmentation pathways of p-benzoquinone  

A first hint suggesting why p-benzoquinone behaves differently during helium droplet 

ionization comes from looking at the main fragmentation pathways. Quinones dissociate 

by successive loss of either CO or C2H2 causing in ring contraction until C2H2 is formed 

(assuming dissociation proceeds fully). The overall dissociation process is shown in Fig. 

11.   
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As seen in the scheme above, there are two main initial fragmentation pathways 

involving either CO loss or C2H2 loss. The mass of the fragments from both these 

pathways agrees with the peaks in the mass spectra in Fig. 10. The peaks at m/z 82 and 

m/z 80 are the primary daughter fragments produced from C2H2 loss and CO loss, 

respectively. The intensity of the m/z 82 peak is significantly more intense in the TOP 

helium droplet spectrum in Fig. 10, implying pathway 1 is more favourable. One 

notable feature about the dissociation process in Fig. 11 is the lack of a proton loss 

peak. An M-1 peak is not observed in either the gas phase or helium droplet mass 

spectrum suggesting C2H2 is the lightest neutral which can be lost from the parent ion. 

To understand why proton loss is not favourable, DFT calculations were performed to 

determine the reaction energy profile for removal of a proton from the ring. For 

comparison, the reaction energies for pathway 1 and pathway 2 were also calculated. 

The results are presented in Fig. 12. 

Fig. 11: Main dissociation pathways of p-benzoquinone upon electron ionisation. The mass of 

each fragment is displayed underneath the structure.  
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Fig. 12: Results from DFT calculations showing the reaction energy profiles of the three initial 

fragmentation pathways investigated for p-benzoquinone: C2H2 loss (pathway 1), CO loss 

(pathway 2) and proton loss. All energy values are quoted in kcal/mol.  
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3.2.1 Pathway 1 – loss of C2H2 from p-benzoquinone  

The first step for loss of C2H2 from the ring involves cleavage of the C-C bond next to 

one of the C=O carbons. Formation of the transition state for C2H2 loss requires 30.0 

kcal/mol and leads to an intermediate structure where the -C2H2 has swung around away 

from the ring allowing the C=O groups to approach and form the beginnings of a four-

membered carbon ring. C2H2 loss is therefore concomitant with ring formation. This 

first step can be seen in the IRC profile below (Fig. 13). In the second step, the C2H2 is 

eliminated from the intermediate producing the cyclobut-3-ene-1,2-dione daughter 

fragment at m/z 82.  

 

 

 

 

 

 

 

 

 

3.2.2 Pathway 2 – loss of CO from p-benzoquinone  

The potential energy scan searches gave a transition state for the first step of CO loss 

where one of the CO groups is lifted-up away from the ring. As with C2H2 loss, removal 

of CO is concomitant with ring formation and as CO moves away, the ring to starts to 

contract into a 5-membered ring system (see IRC in Fig. 14). The transition state for this 

process requires 34.0 kcal/mol. By the time the intermediate has been reached, ring 

formation is now complete and CO is now attached to one of the ring carbons. During 

the second step, CO is completely eliminated to form the cyclopenta-2,4-dien-1-one at 

m/z 80. The transition state and intermediates structures are similar to in the energy 

profile for thermal decomposition of neutral p-benzoquinone studied by Roithová et al. 

Fig. 13: IRC path for step 1 of the C2H2 loss fragmentation pathway for p-benzoquinone. 
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using DFT calculations with a similar procedure.
55

 This suggest both neutral and 

ionized p-benzoquinone lose CO via a similar reaction pathway.  

 

 

 

 

 

 

 

 

 

3.2.3 Proton loss from p-benzoquinone 

Removing one of the protons from the ring was a single step process and had a high 

energy barrier requiring 81.9 kcal/mol for transition state formation. More energy is 

required as removal of a proton causes significant disruption to the π-system by 

breaking the ring apart. The ring structure is not regained, creating little stabilisation in 

the product, as seen in the IRC (Fig. 15) where the path from the transition state leads 

onto a high energy product structure. There is no evidence that this structure is produced 

from fragmentation of p-benzoquinone in the gas phase or helium droplet mass 

spectrum.  

 

 

 

 

 

Fig. 14: IRC path for step 1 of the CO loss fragmentation pathway for p-benzoquinone. 
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3.2.4 Discussion of results from DFT calculations 

The results from the DFT calculations agree with the peak intensities in the mass 

spectra in Fig. 10. In both the gas phase and helium droplet mass spectra, the C2H2 

daughter fragment peak at m/z 82 is more intense than the CO loss peak at m/z 80. This 

agrees with the calculated energy barrier for transition state formation. It requires more 

energy to form the transition state for CO loss vs. C2H2 loss. Hence, this reaction energy 

pathway is less favourable. The favourability for C2H2 is significantly stronger in the 

helium droplet mass spectrum. However, there is only a 4 kcal/mol energy difference 

between the activation energies. The ionization energy of p-benzoquinone was 

calculated to be 9.8 eV (close to the experimental of 10.1 eV
56

). Assuming the dopant is 

reached within two hops of the surface helium atom, it can be assumed an excess energy 

of approximately 5-6 eV (120 - 140 kcal/mol) is transferred to p-benzoquinone by 

resonant charge hopping.
40

 Therefore, there is sufficient energy available to fragment 

either via pathway 1 or pathway 2. There must be another driving force to cause 

pathway 1 to be strongly favoured. It is likely the preference could also be due to cage 

effects. Although there is not much difference in the mass, the C2H2 neutral is lighter so 

could be ejected more easily. Alternatively, it has also been noted that the surrounding 

helium could make the formation of certain transition states easier.
44

 A more important 

Fig. 15: IRC path for the proton loss fragmentation pathway for p-benzoquinone. 
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regularity between the energy profiles in Fig. 12 and the mass spectra is the lack of a 

proton loss peak in both the helium droplet and gas phase electron ionization mass 

spectra. Loss of a proton from the ring requires over 2.5 times more energy than 

pathway 1 and pathway 2 to overcome the activation energy barrier for transition state 

formation. This makes the pathway so unfavourable it is not even observed in the gas 

phase mass spectrum where there is a wealth of excess energy delivered to the 

molecule. Hence, proton loss is very unlikely to occur in the helium droplet mass 

spectrum. This means C2H2 is the lightest fragment which can be lost from p-

benzoquinone.  

3.3 Overall theory to explain the p-benzoquinone mass spectrum 

The DFT calculations have helped to understand how p-benzoquinone fragments upon 

electron ionization. The most favourable daughter fragments have been identified and 

agree with the intensities in the mass spectra. However, one thing which remains 

unclear is why the parent ion fragments extensively in the helium droplet mass 

spectrum, to the extent where most has been converted into the daughter fragments. As 

already discussed, this cannot be due to more energy being delivered to p-benzoquinone 

as the helium droplet quenches the initial ionisation energy. Another factor to consider 

is the constraints of the helium droplet. For alkali metals, the interaction between ions 

and solvating helium atoms is often referred to as a ‘snowball’ because the strong ion 

induced dipole between the positive alkali metal ion and helium atoms can cause the 

solvating helium to have a density comparable to that of solid helium.
57 If such a strong 

cage effect forms around the p-benzoquinone parent ion during the immediate stages 

after ionization, this will ultimately affect the fragmentation process. Although 

ionization produces a stable parent ion, for this parent ion to be ejected intact from the 

helium droplet it has to break through the cage of surrounding helium atoms. The 

energy barrier for this must be significant as instead the parent ion dissipates most of the 

excess energy by fragmentation. There is no proton loss fragmentation route as the DFT 

calculations show this is too unfavourable. The only other way p-benzoquinone can 

fragment is via loss of C2H2 or CO. Therefore, in the competition between ion ejection 

and fragmentation, fragmentation wins forcing p-benzoquinone to almost completely 

fragment into its daughter fragments as seen in the model in Fig. 16. 
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Fig. 16: Illustration of proposed model for helium droplet electron ionization of p-

benzoquinone. This reflects the theory that the solvating cage of helium atoms around the parent 

ion creates a large energy barrier to parent ion ejection, forcing the parent ion to fragment and 

eject a small neutral instead. In this illustration, the neutral is C2H2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is important to note that there could be an alternative explanation to the theory above, 

but without further investigation this seems the most likely explanation. The behaviour 

observed in the helium droplet mass spectrum is interesting as it suggests the nature of 

the solvating helium atoms can have a stronger effect on the fragmentation process than 

previously thought. One thing which would be interesting to do is to model the 

ionization process using molecular dynamics. For example, modelling the ejection of 

the parent ion vs. CO or C2H2 from a droplet of a defined size could produce results 

which support the theory that there is a large energy barrier to parent ion ejection 

because of cage effects. Alternatively, it is important to consider that the solvation 

structure around the dopant could vary for different molecules. Therefore, this 

observation might be specific to p-benzoquinone. To support the theory, it would be 

interesting to see whether other conjugated and aromatic molecules have a similarly 

reduced parent ion signal. Such molecules are likely to have a similar fragmentation 



44 

 

process to p-benzoquinone in that they have a high energy proton loss pathway meaning 

they are forced to fragment by other routes to escape the droplet. To investigate this, 

molecules which could display the same behaviour were investigated using DFT 

calculations using the same method.  

3.4 Investigating the fragmentation of other conjugated/aromatic molecules using 

DFT calculations 

A selection of four suitable molecules were chosen including: phenol, 1,3-benzenediol, 

1,4-dichlorobenzene and 1,4-dibromobenzene. All these molecules have high intensity 

parent ion peaks in their gas phase mass spectra (typical for aromatics) and there is no 

evidence of a proton loss peak. To account for the gas phase mass spectra, energy 

profiles for the initial step in the main fragmentation pathways have been calculated and 

compared against the energy profile for proton loss. Since the fragmentation patterns are 

similar for phenol and 1,3-benzenediol and for 1,4-dichlorobenzene and 1,4-

dibromobenzene, the results will be discussed in pairs.  

3.4.1 Phenol and 1,3-benzenediol  

Both phenol and 1,3-benzenediol (resorcinol) initially fragment via tautomerisation 

followed by loss of CO. The combination of both processes results in overall ring 

contraction. This can be seen in the NIST mass spectra in Fig. 17 and Fig. 18, along 

with the proposed overall fragmentation mechanism. CO loss produces the daughter 

fragment at m/z 66 for phenol and m/z 82 for resorcinol. The neighbouring peaks in the 

spectra at m/z 65 and m/z 81, respectively, are produced by the loss of H from the 

daughter fragment produced by CO loss following tautomerisation. In 1,3-benzenediol 

there are two –OH groups so tautomerisation can occur between the two –OH groups or 

at the side of one –OH group. In addition, there a two potential sites for proton loss: 

from the ring or from one of the –OH groups. Therefore, DFT calculations have been 

performed for all tautomerisation + CO loss and proton loss routes. The dissociation 

energies calculated for removal of a proton from the ortho, para or meta sites on the 

carbon ring were almost identical (i.e. within a few kcal/mol) for both phenol and 

resorcinol. Similarly, the energy was the same for removal of a proton from either –OH 

group in resorcinol. Therefore, the value proton loss from each site is quoted as an 

average. Fig. 19 shows the DFT calculations for phenol and Fig. 20 shows the DFT 

calculations for resorcinol.  
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Phenol Electron Ionization Mass Spectrum (NIST) 

Fig. 17: The gas phase electron ionization mass spectrum of phenol taken from the NIST 

database. Below the spectrum, there is the suggested overall fragmentation mechanism 

interpreting the major peaks in the mass spectrum.  
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Resorcinol Electron Ionization Mass Spectrum 

(NIST) 

Fig. 18: The gas phase electron ionization mass spectrum of resorcinol taken from the NIST 

database. Below the spectrum, there is the suggested overall fragmentation mechanism 

interpreting the major peaks in the mass spectrum.  
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Fig. 19: Results from DFT calculations studying the initial fragmentation pathways of phenol 

upon electron ionisation. The pathways are as follows: proton loss from carbon ring (pathway 

1); tautomerisation + CO (pathway 2); and proton loss from –OH group (pathway 3). All energy 

values are quoted in kcal/mol.  
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Fig. 20: Results from DFT calculations studying the initial fragmentation pathways of 

resorcinol upon electron ionisation. The pathways are as follows: proton loss from carbon ring 

(pathway 1); tautomerisation + CO loss at the side of one –OH group (pathway 2); proton loss 

from –OH group (pathway 3); and tautomerisation + CO loss from middle of –OH groups 

(pathway 4). All energy values are quoted in kcal/mol.  
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The energy profiles for phenol in Fig. 19 show there are three possible fragmentation 

pathways: pathway 1 - proton loss from the carbon ring, pathway 2 - tautomerisation + 

CO loss and pathway 3 - proton loss from the –OH group. It is instantly evident from 

the three pathways, that removal of a proton from either the –OH group or carbon ring 

requires a greater activation energy for the first step. The energy required to initiate 

tautomerisation is ~40% less than in the proton loss pathway. Almost the same results 

were observed in the resorcinol energy profiles in Fig. 20, but with the addition of 

another tautomerisation + CO loss pathway (pathway 4). There was very little 

difference between the initial activation energies for pathways 2 and 4 in Fig. 20 

showing there is an almost equal preference for tautomerisation at either position. 

Again, comparing the activation energy for tautomerisation + CO loss showed proton 

loss required more energy (~30 to 40% more than proton loss). Therefore, the DFT 

calculations show that proton loss is not a favourable pathway for phenol or resorcinol. 

As seen with p-benzoquinone, proton loss requires more energy and produces an 

unstable product where the aromaticity of the benzene ring is disrupted. Although, -OH 

loss requires slightly less energy for resorcinol it is still not observed in the NIST mass 

spectrum. Hence, it is expected the lightest fragment which can be lost in the initial 

fragmentation step during helium droplet electron ionization should be CO.  

3.4.2 1,4-Dichlorobenzene and 1,4-dibromobenzene 

The fragmentation process for the 1,4-dichlorobenzene and 1,4-dibromobenzene parent 

ions is simple, involving loss of Cl or Br, respectively. Therefore, there were only two 

initial fragmentation pathways to consider: loss of a halogen vs. loss of a proton. The 

existence of multiple isotopes creates a cluster of two peaks representing halogen loss. 

These two peaks are identified in the NIST mass spectra in Fig. 21 and Fig. 22. DFT 

calculations were performed using four combinations the two most abundant isotopes 

for each halogen (as seen below) and are presented in Fig. 23. 
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1,4-Dichlorobenzene Electron Ionization Mass Spectrum 

(NIST) 

Fig. 21: The gas phase electron ionization mass spectrum of 1,4-dichlorobenzene taken from the 

NIST database. Below the spectrum, there is the suggested overall fragmentation mechanism 

interpreting the major peaks in the spectrum.  
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1,4-Dibromobenzene Electron Ionization Mass Spectrum 

(NIST) 

Fig. 22: The gas phase electron ionization mass spectrum of 1,4-dibromobenzene taken from 

the NIST database. Below the spectrum, there is the suggested overall fragmentation 

mechanism interpreting the major peaks in the spectrum.  
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Fig. 23: Results from DFT calculations studying the fragmentation pathways of 1,4-

dichlorobenzne (BOTTOM) and 1,4-dibromobenzne (TOP) upon electron ionisation. For both 

parent ions, there is a proton loss pathway and halogen atom loss pathway for initial 

fragmentation. All energy values are quoted in kcal/mol.  
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As expected from the lack of an M-1 peak in the NIST mass spectra, the energy 

required for proton loss is significantly greater than for halogen atom loss. The 

fragmentation energy was independent of isotope effects. Proton loss was found to be 

~30 % greater for Cl loss and ~40 % greater for Br loss. Therefore, both molecules are 

unlikely to undergo proton loss in HeDs making them two additional candidate 

molecules for investigation in helium droplet electron ionization of aromatics.  

4. Conclusions and future work   

The helium droplet electron ionization mass spectrum of p-benzoquinone was recorded 

and shows a different behaviour to the previously recorded mass spectra of molecules in 

HeDs. The parent ion peak was significantly reduced, contradicting the theory of partial 

softening effects by indirect ionization and the fact that conjugated/aromatic systems 

typically show strong parent ion peaks. DFT calculations were used to study the 

energetics of the main fragmentation pathways and explained the lack of an M-1 peak in 

the mass spectra. Using the experimental data and theoretical calculations, a theory for 

this observation was developed. It is thought that the solvating ‘cage’ of helium atoms 

around the parent ion creates a significant energy barrier to ejection. Because of the 

cage, it becomes more energetically favourable for the parent ion to fragment and eject 

neutral C2H2/CO. The energy for proton loss from p-benzoquinone was calculated to be 

2.5 times bigger than the energy for CO or C2H2 loss. The lightest neutral takes 

preference causing the p-benzoquinone parent ion to fragment and eject primarily C2H2 

from the droplet in the initial fragmentation step. It is possible this theory could be 

tested using molecular dynamics to simulate the ionization process. However, prior to 

this it would be interesting to see if a similarly depleted parent ion signal is observed in 

the helium droplet mass spectra of other conjugated/aromatic systems. The DFT 

calculations on four candidate molecules have been performed and were shown to have 

a similar fragmentation process to p-benzoquinone in that proton loss is the least 

favourable initial pathway. If this prediction is correct, this work could help reveal more 

information about the influence the helium droplet matrix has on ions during the 

ionization process.     
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Chapter 2 

Magnetic field assisted synthesis of iron oxide nanoparticles for 

biomedical applications 

 

1. Introduction 

1.1 An introduction to magnetic theory and magnetic nanoparticles  

Magnetism is a physical phenomenon caused by the motion of electrons in atomic 

orbitals.  There are various types of magnetic materials, whose properties are highly size 

dependent.
58

 A vast number of magnetic materials, both bulk and nanoscale, are used in 

many everyday applications, such as data storage
59–61

, catalysis
62,63

, industrial and 

household appliances
64

, energy technologies
65–67

, biomedicine
68,69

 and the 

environment
70,71

. 

1.1.1  Free atom magnetization  

 Starting from the atomic level, the magnetic moment of an atom is a result of the 

angular momentum of the electrons.  The atomic angular momentum has both an orbital 

and spin contribution. The orbital moment arises from the motion of the electrons 

around the nucleus. The spin moment arises from the intrinsic spin of the electrons. The 

orbital (𝜇𝐿) and spin moments (𝜇𝑆) are given in equations 5 and 6:  

 

Here, 𝑒 is the charge, 𝑚𝑒 is the mass of the electron, 𝛾𝐿  is the gyromagnetic ratio, 𝑳 is 

the orbital annular momentum and 𝑺 is the spin angular momentum. The absolute 

values of 𝑳 and 𝑺 are obtained from the total orbital and spin angular momentum 

quantum numbers, denoted as 𝐿 and 𝑆, respectively.  

𝜇𝐿 = −
𝑒

2𝑚𝑒
𝑳    or    𝜇𝐿 = 𝛾𝐿  𝑳 

𝜇𝑆 = −
𝑒

𝑚𝑒
𝑺 

(5) 

 

(6) 
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𝐿 is calculated from the sum of the magnetic quantum number, 𝑚𝑙, and 𝑆 is calculated 

from the sum of the spin angular momentum quantum number, 𝑚𝑠. In accordance with 

the Pauli Exclusion Principle, paired electrons are aligned anti-parallel, meaning only 

unpaired electrons contribute to 𝑆. The atomic spin and orbital angular momentum 

couple together to produce an overall atomic magnetic moment. This is known as spin-

orbit coupling and the overall total angular momentum is given by 𝑱 and is equivalent to 

the vector sum of 𝑳 and 𝑺.   

 𝐽 is the total angular momentum quantum number and is the modulus of the sum of the 

orbital and spin momentum quantum numbers, 𝐿 and 𝑆.  

Therefore, the quantum numbers 𝐿, 𝑆, and consequently 𝐽, all depend on the values of 

𝑚𝑙 and 𝑚𝑠, both of which can take many different values for a multi-electron atom. 

Therefore, there are a standardised set of rules, known as Hund’s Rules, that are used to 

work out 𝐿, 𝑆, and 𝐽. Hund’s Rules are defined as follows:  

(1) 𝑚𝑠 must be maximised in accordance with the Pauli Exclusion Principle. This 

means the electron configuration which gives the highest 𝑆, and consequently 

the highest multiplicity (where the multiplicity equals 2𝑆 + 1), is chosen.  

(2) 𝑚𝑙 must also be maximised to satisfy rule (1) and the Pauli Exclusion Principle.  

(3)  𝐽 is determined from 𝐿 and 𝑆 using the following rule: If the valence shells are 

less than half filled equation 10 becomes 𝐽 = |𝐿 − 𝑆|. Conversely, if the valence 

shell are more than half filled equation 10 becomes 𝐽 = |𝐿 + 𝑆|.  

|𝑳| = √𝐿(𝐿 + 1)ћ 

|𝑺| = √𝑆(𝑆 + 1)ћ 

 

(7) 

 

(8) 

|𝑱| = √𝐽(𝐽 + 1)ћ (9) 

 

𝐽 = |𝐿 ∓ 𝑆| (10) 
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Using Hund’s rules, the magnetic state of the atom/ion can be written in a shorthand 

notation called a term symbol.  

 

Because the coefficients for 𝑳 and 𝑺 are not equal, the total magnetic moment is not 

parallel to the total angular momentum (𝜇𝑡𝑜𝑡𝑎𝑙 = 𝜇𝐿 + 𝜇𝑆). In fact, 𝜇𝑡𝑜𝑡𝑎𝑙 is forced to 

precess around 𝑱 producing an effective total magnetic moment, 𝜇𝑒𝑓𝑓 , given by:  

where 𝑔 is known as the Landé 𝑔-factor and is expressed as: 

All the information describing spin-orbit coupling and the resulting magnetic moment is 

explained schematically in the diagram in Fig. 24.  

 

 

 

 

 

 

 

𝜇𝑒𝑓𝑓 = −𝑔
𝑒

2 𝑚𝑒
𝑱 

(11) 

 

𝑔 =
3

2
+

𝑆(𝑆 + 1) − 𝐿(𝐿 + 1)

2 𝐽(𝐽 + 1)
 

(12) 
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The direction of 𝜇𝑒𝑓𝑓  depends on 𝑱. In no applied field, 𝑱 points in any direction 

meaning to determine the atomic magnetic moment, the response to an external 

magnetic field must be measured. In an applied field, the magnetic energy is divided 

into  2𝐽 + 1 energy levels from +𝐽𝑍 to −𝐽𝑍, assuming the magnetic field, 𝑩, is applied 

along the z-axis of 𝑱. The component of 𝑱 along the z-axis is given by:  

Therefore the maximum moment along the z-axis is given as:  

where, 𝜇𝐵 is the Bohr magneton equal to: 

Each energy level is aligned with 𝑩 in a different direction. When all the atoms are in 

the lowest energy level, −𝐽𝑍, magnetic saturation is reached producing the maximum 

|𝑱𝑍| = ћ 𝐽  (13) 

 

|𝝁𝑍| = 𝑔 𝐽 𝜇𝐵 (14) 

 

𝜇𝐵 =
𝑒 ћ 

2 𝑚𝑒
≈ 9.27 × 10−21 𝑒𝑚𝑢  (15) 

 

Fig. 24: Diagram showing the coupling of the spin and orbital angular momentum to give the 

total angular moment. The corresponding moments for each are shown, along with the effective 

magnetic moment. The total magnetic moment does not lie parallel to 𝑱, but instead rotates 

around 𝜇𝑒𝑓𝑓.  



58 

 

magnetic moment in equation 14. When atoms are excited to higher magnetic energy 

levels, the measured magnetic moment along the z-axis is reduced. Excitation occurs as 

the temperature increases causing electrons to break Hund’s Rules and be excited to 

higher magnetic energy levels. To achieve magnetic saturation, low temperatures and/or 

very high magnetic fields are needed to overcome thermal disturbance and keep all the 

atoms in the −𝐽𝑍 energy level. Macroscopically, this is effectively viewed as rotating  

𝜇𝑒𝑓𝑓  into the z-axis.  At saturation, the net magnetization, M, is given by  

where 𝑁 is the number of atoms.  

For non-interacting atoms, the function which describes the external magnetic field and 

temperature dependence of the atomic magnetization is known as the Brillouin 

Function. The Brillouin Function can be used to re-express equation 15 as:  

 

where, the Brillouin Function is:  

The temperature term is contained within 𝑦:  

𝑘𝐵 is the Boltzmann constant and 𝑇 is temperature. In no applied field, 𝐵 equals zero, 

meaning 𝐵𝐽(𝑦) = 0 resulting no overall magnetization. In an applied field, the shape of 

the Brillouin function will depends on 𝑇, 𝐵 and 𝐽.  

Measuring atomic magnetization using the Brillouin Function requires magnetic 

saturation to be reached. This is not always easy, especially if very high fields are 

required for all atoms to reach the ground magnetic state. Alternatively, Curie’s Law 

𝑀 = 𝑁𝝁𝑍   (15) 

 

𝑀 = 𝑁𝝁𝑍 = 𝑁𝑔 𝐽𝜇𝐵 [
2 𝐽 + 1

2 𝐽
𝑐𝑜𝑡ℎ (

2 𝐽 + 1

2 𝐽
𝑦) −

1

2 𝐽
coth (

𝑦

2 𝐽
)] 

(16) 

 

𝐵𝐽(𝑦) = [
2 𝐽 + 1

2 𝐽
𝑐𝑜𝑡ℎ (

2 𝐽 + 1

2 𝐽
𝑦) −

1

2 𝐽
coth (

𝑦

2 𝐽
)] 

(17) 

 

𝑦 =
𝐽 𝑔 𝜇𝐵  𝐵 

𝑘𝐵 𝑇
 

(18) 
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can be used to determine the magnetic moment in low applied fields. At low fields, 

𝜇𝐵𝐵 ≪ 𝑘𝑇. Hence, 𝑦 ≪ 1 meaning coth(𝑦) can be approximated as:  

Using this approximation, the Taylor series can then be applied to expand 

𝑐𝑜𝑡ℎ (
2 𝐽+1

2 𝐽
𝑦) and 𝑐𝑜𝑡ℎ (

𝑦

2 𝐽
):  

 

 

Substituting equations 19 and 20 into the Brillouin Function in equation 17 gives:  

 

This simplifies to give the following magnetization expression:  

  

Alternatively, the magnetization can be written in terms of 𝑝, the effective magneton 

number: 

 

𝑐𝑜𝑡ℎ(𝑦) ≅
1

𝑦
+

𝑦

3
 

(18) 

 

𝑐𝑜𝑡ℎ (
2 𝐽 + 1

2 𝐽
𝑦) =

2 𝐽

(2 𝐽 + 1)𝑦
+

(2 𝐽 + 1)𝑦

6 𝐽
 

(19) 

 

𝑐𝑜𝑡ℎ (
𝑦

2 𝐽
) =

2 𝐽

𝑦
+

𝑦

6 𝐽
 

(20) 

 

𝐵𝐽(𝑦) = [
2 𝐽 + 1

2 𝐽
(

2 𝐽

(2 𝐽 + 1)𝑦
+

(2 𝐽 + 1)𝑦

6 𝐽
) −

1

2 𝐽
(

2 𝐽

𝑦
+

𝑦

6 𝐽
)] 

(21) 

 

𝑀 =
𝑁 𝐽(𝐽 + 1)𝑔2 𝜇𝐵

2𝐵

3𝑘𝐵𝑇
 

(22) 

 

𝑀 =
𝑁 𝑝2 𝜇𝐵

2𝐵

3𝑘𝐵  𝑇
 

(23) 

 

𝑝 = 𝑔√𝐽(𝐽 + 1) (24) 
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1.1.2 Magnetism in many-atom systems 

As indicated above, only atoms with unpaired electrons display magnetism. Hund’s 

rules dictate that for multi-electron atoms where all the electrons are paired, both 𝐿 and 

𝑆 equal zero. Therefore, they have no overall angular momentum (𝐽 = 0) and no overall 

magnetic moment. When speaking of magnetic materials, this typically refers to 3d 

transition metals and 4f rare earth elements as they have lots of unpaired electrons. 

Table 1 shows the electron configuration, the 𝐿, 𝑆 and 𝐽 quantum numbers, the 

theoretical effective magnetron number (calculated using equation 24) and the measured 

effective magnetron number, for a selection of transition metal and rare earth elements. 

Table 1: Measured and calculated magneton numbers for a collection of rare earth 

and transition metal elements. 

 Element 
Electron 

Configuration 
S L J State 

𝒑 

(calculated) 

𝒑 

(measured) 

R
are E

arth
s 

Nd
+3 

4f 
3 

3/2 6 9/2 𝐼𝑧
4

9
2
 3.62 3.5 

Gd
+3 

4f 
7
 7/2 0 7/2 𝐼𝑧

8
7
2
 7.94 8.0 

Tb
+3 

4f 
8
 3 3 6 𝐼𝑧

7
6 9.72 9.5 

T
ran

sitio
n

 M
etals 

Mn
+4 

3d 
3
 3/2 3 3/2 𝐹𝑧

4
3
2
 0.77 4.0 

Fe
+3 

3d 
5
 5/2 0 5/2 𝑆𝑧

6
5
2
 5.92 5.9 

Fe
+2 

3d 
6
 2 2 4 𝐷𝑧

5
4 6.7 5.4 

Co
+2 

3d 
7
 3/2 3 9/2 𝐹𝑧

4
9
2
 6.54 4.8 

 

Comparing the measured and calculated 𝑝 values reveals important differences between 

the magnetic behaviour of rare earths and transition metal ions. Where 𝑝 (calculated) 

and 𝑝 (measured) are very similar for the rare earths, there is a large discrepancy 
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between the values for most of the transition metals, except for Fe
+3

 where the values 

agree well. This is because in rare earths magnetism arises from the 4f shell. The 4f 

shell lies close to the nucleus and has limited involvement in bonding. Hence, rare 

earths behave like ‘isolated’, non-interacting atom/ions. In transition metals, magnetism 

arises from the 3d shell which is a lot more involved in chemical bonding resulting in 

crystal field quenching. Crystal field quenching reduces the orbital contribution to the 

total magnetic moment. As a result, the measured atomic magnetization will always be 

lower than predicted for many-electron transition metal systems. Some 3d metals also 

experience quenching of the spin moment due to broadening of the energy levels into 

bands, further reducing the total atomic moment. 

1.1.3  Types of magnetic materials  

Following the discussion above, the main types of magnetic material can now be 

defined. These materials are:  

 Diamagnetic  -   Material has atoms with completely paired electrons. As a result, 

there is no total angular momentum. However, because of Lenz’s law, a weak 

opposing magnetic field is created in an applied magnetic field. Examples include: 

Au and Ag.  

 Paramagnetic - Material possesses atoms with unpaired electrons, but 

magnetization is only achieved in an applied field. In no applied field, the atomic 

moments are randomised so there is no net magnetization. However, upon 

application of a magnetic field, the moments align with the 𝐵 field and the material 

becomes magnetic. When the field is removed again, the magnetization decays as 

the moments randomise. Examples include: Mg, Al and Na. 

 Ferromagnetic - Ferromagnetic materials have large numbers of unpaired electrons 

(e.g. transition metals). The exchange interaction causes atomic moments to align 

parallel even in the absence of a magnetic field so the magnetization is non-zero, 

irrespective of the presence of an applied field. The exchange interaction is purely 

quantum mechanical in nature and only acts between neighbouring atoms. The 

exchange energy between two neighbouring atoms with spins 𝑆1and 𝑆2 is given by:  

𝐸𝑒𝑥 = −2 𝐽 𝑆1. 𝑆2 (25) 
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Here, 𝐽 is not the total angular momentum quantum number, but the exchange 

integral. 𝐽 can be negative or positive. In ferromagnets, 𝐽 is positive resulting in 

parallel alignment of spins. Typically, magnetization is divided up into magnetic 

domains in which anisotropy causes moments to point along certain crystallographic 

planes. This results in hysteresis when an external magnetic field is applied as more 

energy is required to break-up the domain structure and overcome the anisotropy 

energy barrier. Examples include: Fe, Ni and Co. 

 Anti-ferromagnetic - The opposite of ferromagnetic. In these materials, the anti-

ferromagnetic exchange interaction causes the magnetic moments to align anti-

parallel and cancel each other out resulting in a net zero magnetic moment. This is a 

result of a negative exchange integral (𝐽 = –ve). Examples include: Cr, FeMn and 

NiO   

 Ferrimagnetic - Has the same magnetic arrangement as an anti-ferromagnet. 

However, the magnitudes of the opposing magnetic moments are not equal 

producing a net magnetic moment. Examples include: iron oxides (e.g. Fe3O4) and 

yttrium iron garnets. 

Fig. 25 depicts the behaviour of the magnetic moments for each of the above magnetic 

materials.  
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1.1.4 Nanoscale magnetic materials – superparamagnetism  

It has been well documented that nanoscale materials possess very different properties 

to the bulk because of the large number of under-coordinated surface atoms.
72–75

 Under-

coordination leads to a narrow energy band structure, and subsequently modifies the 

electronic, magnetic, optical and chemical properties, to the point where nanomaterials 

behave completely differently to their bulk counterparts. Certain nanoscale magnetic 

materials display an additional form of magnetism, known as superparamagnetism. The 

superparamagnetic state was first proposed by Frenkel and Doefman in 1930.
76
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Fig. 25: Illustration of magnetic alignment in different types of magnetic materials. 
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Following a number of theoretical investigations, experimental evidence for 

superparamagnetism was first detected in the 1950s with nanoscale ferromagnetic and 

ferrimagnetic materials.
77–79

 In bulk ferromagnets and ferrimagnets, magnetism is 

divided up into domains to reduce the magnetostatic energy. Magnetic domains are 

regions in which the magnetic moments are aligned (either parallel or anti-parallel 

(antiferromagnetic materials also show domain structure)) within the domain, but the 

direction of alignment between different domains is opposing. As the size of the 

material falls into the nano-regime, it eventually becomes energetically unfavourable to 

form domains because the cost of forming domain walls is not compensated by the 

reduction in the magnetostatic energy. Theoretically, the critical diameter for domain 

wall formation is ~25 nm, but the exact value varies depending on the material.
80

 

Particles below the critical diameter will be single domain and display 

superparamagnetism. In the absence of a magnetic field, the magnetic moments in a 

superparamagnetic material are randomly orientated. However, upon applying a 

magnetic field, the moments quickly align, aided by the exchange interaction, and 

become locked together to form a giant ‘super-moment’. As a result, superparamagnetic 

materials can be viewed as behaving like paramagnets in no applied field, but because 

of the exchange interaction, are very strong ferromagnets in an applied field. As there 

are no domain walls, when the applied field is removed, the magnetization decays to 

zero with no hysteretic behaviour.  

 
Fig. 26 compares the M-H curves and domain structure for a superparamagnet and 

ferromagnet. In the M-H curves, the y-axis is the measured magnetization (M) and the x-

axis is the applied field (H). The M-H curve for ferromagnets shows the typical 

hysteresis curve observed. Ms is the saturation magnetization; MR is the remnant 

magnetic field remaining after removal of the applied magnetic field; and Mc is the 

coercive field, which is the field strength require to return the magnetization to zero. 

The field can be applied in both directions producing saturation at 0° and 180° upon 

reversal of the field direction. The illustration below the curve shows the multi-domain 

structure of a ferromagnetic/ferrimagnetic particle. The curve for superparamagnetism 

displays the same magnetic saturation behaviour as the curve for ferromagnetism, but 

with no hysteresis i.e. MR = 0 and MC = 0. The diagram below the superparamagnetism 

M-H curve shows how the individual atomic moments cluster together to form a single 

domain particle with a ‘giant’ moment that can be described classically.  
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Magnetization in superparamagnets is described using the Langevin function for 

paramagnetism. The Langevin function is the classical version of the Brillouin function. 

It is used to describe the overall magnetic moment of a collection of paramagnetic 

moments, instead of the moment of a single atom or ion. Superparamagnetic 

nanoparticles are essentially ‘giant’ paramagnets so can be described using the same 

equations. In the classical context, 𝐽 can assume all values, thus the Brillouin function 

simplifies to:  

Fig. 26: Diagram illustrating the differences between the M-H curves for ferromagnets and 

superparamagnets. Below each M-H curve, there is an illustration of the domain structure of the 

magnetic material which is multi-domain for ferromagnets and single domain for 

superparamagnets.  
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In the Langevin Function, 𝑥 = 𝜇 𝐵/ 𝑘𝐵𝑇 meaning the function has the same 

temperature and field dependence as in the Brillouin function. The magnetization 

expression therefore becomes:  

When 𝐵 = 0, 𝐿(𝑥) = 0 so there is no net magnetization. However, then 𝐵 → ∞ or 

𝑇 → 0, 𝐿(𝑥) → ∞ leading to a maximum magnetization of 𝑀 = 𝑁𝜇 i.e. the saturation 

magnetization. Saturation is achieved quickly for superparamagnets as the moments are 

highly responsive to the applied magnetic field. Therefore, for small 𝑥 the Langevin 

function can be truncated after the first expansion in the Taylor series producing:   

Substituting equation 28 into equation 27 gives: 

 

1.2 Introduction to superparamagnetic iron oxide nanoparticles and their applications 

Because of their high magnetic susceptibility and on/off magnetization, 

superparamagnetic nanoparticles have achieved significant research interest in a number 

of areas. They have found applications in data storage
60,81,82

, catalysis
83

, batteries
84,85

,  

magnetic separation
86

, waste water treatment
70

 and biomedicine
87–89

. Iron oxide (Fe3O4) 

is an example of a superparamagnetic material and displays room temperature 

superparamagnetism when the diameter falls below ~15 nm.
69

 The biomedical 

applications of superparamagnetic iron oxide nanoparticles (SPION) have been 

extensively studied because they are biocompatible, biodegradable and non-toxic, 

making them well suited for various in vivo and in vitro applications.
90,91

 For example, 

SPION are being used for both clinical treatment and research in areas such as disease 

detection
92,93

, protein purification
86,94

, disease treatment (magnetic hyperthermia 

𝐿(𝑥) = coth(𝑥) −
1

𝑥
 

(26) 

 

𝑀 = 𝑁𝜇 [coth (
𝜇𝐵

 𝑘𝐵𝑇
) −

 𝑘𝐵𝑇

𝜇𝐵
] = 𝑁𝜇 𝐿(𝑥) 

(27) 

 

𝐿(𝑥) ≈
𝑥

3
=

𝜇𝐵

3 𝑘𝐵𝑇
 

(28) 

 

𝑀 =
𝑁𝜇2𝐵

3 𝑘𝐵𝑇
 

(29) 
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treatment
95–97

, drug delivery
98–100

, chemotherapy
101,102

, magnetofection
103

), Magnetic 

Resonance Imaging (MRI)
104–106

 and cell labelling/imaging
107–110

. Of these applications, 

SPION contrasts for MRI imaging and hyperthermia treatment have been particularly 

popular research topics.  

1.2.1 Iron oxide nanoparticle contrasts for MRI imaging 

A large proportion of the body is made of hydrogen and an MRI scanner generates 

images of organs and tissue by exciting hydrogen atoms aligned in a strong magnetic 

field using radio wave frequencies (RF). The excited hydrogen atoms resonate at a 

specific resonant frequency that depends on the local environment meaning the exciting 

RF must be varied to image different tissue regions.
111

 When the RF signal is turned off, 

the resonating hydrogen atoms relax and emit an RF signal. The RF signal is detected 

and converted into an image. There are two modes of by which the hydrogens relax: (1) 

T1 relaxation (spin-lattice relaxation) – time taken for the magnetization vector in the 

same direction as the applied field to return to its original state; and (2) T2 relaxation 

(spin-spin relaxation) – time taken for the magnetization vector to stop precessing.
112

 

Positive contrast MRI images are generated from T1 relaxation and negative contrast 

images are generated from T2 relaxation. The relaxation time varies between tissue 

types creating contrast. Contrast can be increased by shortening the T1 or T2 relaxation 

time using a contrast agent that increases the relaxation rate of the surrounding 

hydrogen atoms.
113

  

Contrast agents are used in a third of all MRI scans and are crucial to definitively 

identify tumours and lesions.
114

 Chelated-gadolinium complexes have been used as 

paramagnetic positive (T1) contrast agents since 1988, the first of which was 

gadopentetate dimeglumine (Magnevist®).
115

 Gadolinium contrast agents are still 

widely used, yet they have a complex clinical history.
116

 To perform an MRI scan, the 

contrast agent is injected some time prior to the measurement. The MRI scan is 

performed shortly after injection. The contrast remains in the body long enough to 

perform the scan, after which it should be excreted, primarily via the kidneys, within 24 

hours.
117,118

 In 2006, Grobner published findings which suggested a link between 

gadolinium contrast agents and nephrogenic systemic fibrosis (NSF) in patients with 

renal failure.
119

 NSF is a potentially life-threatening disease involving tissue fibrosis 

(thickening) of the skin, and in some cases the internal organs
120

 Subsequent 
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investigations established the link by revealing additional cases of NSF in renal failure 

patients.
121

 These were mainly a result of gadodiamide (Omniscan®) injections and 

were attributed to dissociation of the gadolinium contrast agent.
121,122

 In its chelated 

form, the contrast agent is non-toxic and is intended to be non-biodegradable whilst in 

the body to prevent release of the toxic Gd
+3

 ion. However, in patients with poor renal 

function, prolonged retention of the contrast agent led to dissociation in the kidneys 

releasing Gd
+3

. As a result, administration of gadolinium contrasts was stopped for renal 

failure patients and there have been no new cases of NSF since 2009.
123

  

Gadolinium contrast agents were still considered safe for patients without renal 

problems. That was until 2015 when Japanese researchers published evidence for 

gadolinium deposition in the brains of patients with normal renal function.
124

 This 

second incident has made the use of gadolinium contrast agents an increasing concern, 

especially for patients who have undergone repeated contrast enhanced MRI scans.
125

 In 

response to these findings, research has focused on replacing gadolinium with SPION 

because of their biocompatibility and larger magnetic moments, allowing the same high 

contrast to be achieved, but with lower doses.
126

 Both ultra-small superparamagnetic 

iron oxide nanoparticles (USPION - diameter < 50 nm) and superparamagnetic iron 

oxide nanoparticles (SPION - diameter >50 nm) have been used as T1, T2 or dual (T1/T2) 

contrast agents, with numerous examples on the market.
113,117,127,128

 Large SPION 

nanoparticles are typically used as generic contrasts and target all cells, whereas the few 

USPION that have reached the clinical market, have been developed to target specific 

organs, specifically the liver and lymph nodes.
91

 Note, the diameters defined for SPION 

and USPION nanoparticles includes the iron oxide nanoparticle and the various 

functionalising groups encasing the nanoparticle.  

Functionalisation of the SPION/USPION is an important step as this further improves 

the biocompatibility and ensures the nanoparticles are soluble in water. Various 

inorganic (silica, gold and carbon)
128–131

 and organic coatings (water soluble polymers 

e.g. (poly(ethylene glycol), poly(acrylic acid), dextran and poly(D, L-lactide)
132–137

 and 

biomolecules (liposomes, proteins and peptides)
138–140

) can be attached to the 

nanoparticle surface. This process is called functionalisation and it helps to stabilise 

SPION/SPION nanoparticles and prevent aggregation inside the body. The coating 

around the magnetic core has a large influence on the interaction with cells and even 

small changes in the coating can drastically affect the cell response.
141,142

 Extensive 
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toxicity studies have to be performed on the nanoparticles to prove they are safe. The 

whole life cycle of the contrast agent should be analysed, from injection, contrast 

performance and cell interaction in the body, and finally to excretion. In addition to just 

making the magnetic contrast biocompatible, the surface groups can further be modified 

with antibodies which selectively bind to specific biomarkers the body, for example 

cancer markers.
143–145

 This has been demonstrated by multiple groups as an effective 

way to concentrate the contrast agent and improve the image quality in the area of 

interest. Alternatively, this concept can be approached from an alternative angle. To 

concentrate the antibody labelled SPION at the target site, many antibody-target 

interactions are required. Instead, multiple iron oxide nanoparticles can be encapsulated 

inside a large liposome. The liposome surface contains a single antibody allowing many 

SPION to be delivered to the tumour with a single antibody-target binding 

interaction.
127,146

 Because the liposome is so large, it can also act as a drug delivery 

vehicle by embedding drug molecules in the structure. He et al. have used this approach 

to develop a tumour-targeting SPION-lipids loaded with an anticancer drug. The 

anticancer drug successful inhibited the growth of breast cancer cells.
147

 Moreover, the 

effect of the anti-cancer drug on the tumour could be monitored in situ using temporal 

ultra-sensitive MRI imaging after injection into tumour bearing mice. Therefore, the 

multi-functionalised liposome can selectively bind, image and treat the tumour, as well 

as monitor the effectiveness of the treatment. Instead of using anti-bodies, magnetic 

fields can also be used to concentrate the SPION-liposome delivery vehicles in the area 

of interest.
148

 This technique is known as magnetofection. Delivery vehicles such as this 

are a part of a new field called theranostics as they allow both therapy and diagnosis of 

disease. Theranostics is gaining increasing interest across biomedicine.
149

  

1.2.2 Iron oxide nanoparticles for magnetic hyperthermia treatment  

Magnetic hyperthermia treatment is a cancer treatment which involves selectively 

heating the tumour to kill the cancerous cells. A colloidal solution (called a ferrofluid) is 

injected into the patient. Using magnetic fields, the iron oxide nanoparticles are 

concentrated at the tumour site. An oscillating external alternating magnetic field is then 

applied causing the nanoparticles to release energy in the form of heat. This raises the 

temperature of the cells above physiological temperature to between 41 to 47 °C, 

leading to cell death depending on the exposure time and where the temperature falls in 

this range.
150,151

 Heat loss occurs via two mechanisms: (1) from Néel relaxation of the 
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moments within the nanoparticles and (2) Brownian motion of the particle.
152

 All 

magnetic materials exhibit magnetic anisotropy, meaning the magnetic moments 

preferentially align across certain crystallographic axes known as the ‘easy’ axes. This 

is known as magnetocrystalline anisotropy, and is amongst one of the various types of 

magnetic anisotropy exhibited by magnetic materials. Other anisotropies include shape 

anisotropy, size anisotropy, surface anisotropy and exchange anisotropy.  

Superparamagnetic nanoparticles exhibit uniaxial anisotropy meaning there is one 

preferential ‘easy’ axis along which the moments point. The illustration in Fig. 27 

shows that the uniaxial anisotropy energy is given by:  

This equation represents how the anisotropy energy changes as the angle between the 

easy axis and direction of the cluster moment increases from 0° to 180°. The anisotropy 

energy is highest at 90°. For the magnetic moment to flip from 0° to 180°, the 

anisotropy energy barrier (∆𝐸 = 𝐾𝑉) must be overcome. The time between flips is 

known as the Néel relaxation time, 𝜏𝑁: 

𝜏0 is the natural lifetime or value of the Néel relaxation time at the high temperature 

limit. If 𝐾𝑉 ≪ 𝑘𝐵𝑇, there is sufficient energy for the moment to overcome the 

anisotropy energy barrier and the moment will randomly flip between both directions 

along the easy axis. As it does, energy is released to the lattice in the form of phonons 

and magnons, before ordinary heat transport transfers the energy to the surrounding 

fluid. This heat loss mechanism is known as Néel relaxation. The other mechanism by 

which heat can be lost is Brownian relaxation. Brownian motion is the random motion 

of the particle in the solution. This leads to heat losses as the particle interacts with the 

surrounding ferrofluid and the overall moment tries to reorient itself with respect to the 

alternating magnetic field direction. Because the intracellular medium is more viscous 

than water, heat loss is believed to primarily occur via Néel relaxation.
153

  

 

𝐸𝑢𝑛𝑖𝑎𝑥𝑖𝑎𝑙 = 𝐾𝑉 𝑠𝑖𝑛2𝜃 (30) 

𝜏𝑁 = 𝜏0 𝑒𝑥𝑝 (
𝐾𝑉

𝑘𝐵𝑇
) 

(31) 
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The heating efficiency of the tissue is measured using the specific absorption rate (SAR) 

and can be calculated for different nanoparticles:  

𝐶 is the specific heat capacity of the material, 𝑚 is the amount of magnetic material per 

mass or per volume, and 
∆𝑇

∆𝑡
 is the gradient of the temperature-time heating curve. The 

higher the value of the SAR, the better the hyperthermia performance. SAR values 

depend on a number of factors including: the intrinsic structure of the material, the 

magnetic saturation, magnetic anisotropy, size, shape, size distribution, functionalising 

groups and coatings, and the frequency and magnitude of the applied magnetic field. By 

studying the effect of these factors on the SAR value, researchers have discovered a 

multitude of ways to improve magnetic hyperthermia treatment. However, which 

method produces the ‘best’ nanoparticles is largely debated. For example, it has been 

found that the best SAR values are obtained with very monodisperse samples. This was 

predicted in early calculations by Rosensweig who found increasing the size distribution 

of the Fe3O4 ferrofluid, greatly degraded the heating performance.
154,155

 The size of the 

nanoparticle itself has a dramatic influence on the SAR value as a consequence of the 

highly size dependent properties of nanoparticles.
58

 Calculations by Habib et al. 

𝑆𝐴𝑅 =
𝐶

𝑚

∆𝑇

∆𝑡
 

(32) 

 

Fig. 27: Dependence of anisotropy energy on the magnetization direction along the easy axis for 

a nanoparticle with uniaxial anisotropy.  
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indicated that the optimum size for monodisperse Fe3O4 nanoparticles was 19 nm.
156

 

Experimental findings indicate the highest SAR values are obtained for slightly larger 

sizes, for example, both Gonzalez-Fernandez et al. and Nemati et al. found higher SAR 

values for nanoparticles between 30-50 nm.
157,158

 However, other studies confirm the 

predictions of Habib et al., and some even suggest nanoparticles smaller than 19 nm 

exhibit the best SAR values.
155,159

 This represents one of the main problems in 

nanoscience: results can vary between different papers depending on the synthetic 

procedure. Since the SAR depends on a number of factors, many of which are 

influenced by the synthesis method, changes in the conditions can strongly affect the 

results. It is the difficulty achieving reproducible results that makes legislation of 

nanoparticles for biomedical uses difficult without analysis on a case-by-case basis.  

The shape of the nanoparticles has a large effect on the hyperthermia performance 

because this changes the magnetic anisotropy. For example, Martinez-Boubeta et al. 

have demonstrated the higher surface magnetic anisotropy of cubic Fe3O4 compared to 

spherical nanoparticles, produces a superior SAR for all nanoparticle sizes, with the 

greatest enhancement being seen for 20 nm cuboids.
160

 The introduction of core-shell 

architectures can have an even more dramatic effect on heat losses. Noh et al. 

synthesised cubic Zn0.4Fe2.6O4/ CoFe3O4 core-shell nanoparticles and compared the 

hyperthermia performance to single, spherical Fe3O4 nanoparticles.
161

 The SAR was 

enhanced by 14 times as a result of exchange coupling between the magnetically soft 

core and hard shell.
162

 Moreover, the advantage of core-shell nanoparticles is their 

properties can be very easily manipulated by changing the thickness of the shell layer. 

As well as doped Fe3O4 core-shell nanoparticles, pure shell Fe3O4/Au core-shell 

nanoparticles have been investigated and display similarly large SAR values.
163

 

Although, not all coatings have a positive effect on the magnetic properties and can 

passivate the surface layer of the nanoparticles by producing a magnetically ‘dead’ 

surface layer. This has been observed for SiO2 coatings, as well as with polymers such 

as polyethylene glycol.
164,165

 

A high SAR value is preferable; but it is important to recognise that the aim is not to 

achieve higher and higher temperatures. This could damage healthy tissues around the 

tumour and reduce the selectivity of the treatment. Instead, a concept known as ‘smart 

therapy’ can be employed. The basis behind smart therapy is the properties of the 

nanoparticles are designed to provide controlled treatment.
166

 Similarly to adding 
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additional elements to Fe3O4 to make core-shell layers, ‘smart hyperthermia’ treatments 

can be made by doping the nanoparticles with transition metal elements. Doping has 

been used previously by Jang et al. to increase the MS  value of (ZnxMn1-x)Fe2O4 

nanoparticles to 175 emu g
-1

 (pure Fe3O4 saturates at ~98 emu g
-1

).
167,168

 Here, the 

intention was to increase Ms so the SAR increased meaning a lower dose of 

nanoparticles was required. However, the ratio of the dopant atom can also be selected 

so the Curie temperature, 𝑇𝐶, is only slightly above the therapeutic temperature for cell 

death. The Curie temperature is the temperature above which spins randomise because 

the thermal energy is greater than the interaction between the atomic moments. 

Therefore, the temperature will increase until 𝑇𝐶 is reached when there is no more heat 

loss as the alternating magnetic field no longer affects the nanoparticles. Various 

‘smart’ hyperthermia treatments have been suggested including M1-xZnxFe2O4 (where M 

= Ni, Cu, Co or Mn), ZnGdxFe2-xO4, Mn1+xTixFe2O4 and Mg1+xFe2-2xTixO4.
169–171

 

Temperature regulation is also attractive when developing combined treatments for 

example magnetic hyperthermia plus drug delivery. Like MRI contrast agents, cancer 

drugs can also be encapsulated or attached to the Fe3O4 nanoparticle. These are 

transported by the nanoparticle to the tumour site and are only released when the 

temperature exceeds a certain value, providing dual hyperthermia and drug treatment to 

specifically attack the cancer cells. The ability to regulate the temperature release allows 

the rate of drug release to be controlled during the treatment and can even be stopped 

and re-started.
172,173

   

1.3 Synthetic approaches for making iron oxide nanoparticles 

In nanoscience, there are two approaches for nanosynthesis: top-down and bottom-up. 

The top-down approach was first suggested by Richard Feynman in his famous 

American Physical Society lecture in 1959, “There is plenty of room at the bottom”, 

and involves slicing, grinding or successively cutting bulk materials until at least one 

dimension falls in the range of a few to several hundreds of nanometres.
174

 In contrast, 

bottom-up methods start small by assembling atoms and molecules to construct 

nanometer-sized objects. This leads to much lower yields, but nanostructures with 

dimensions less than one nanometer to hundreds of nanometres can be made with 

greater size, shape and composition control. Hence, bottom-up approaches are often 

preferred as nanomaterials can be synthesised over a wide size, with well-defined 

features. Since the transition to the superparamagnetic state depends on particle size, the 
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majority of approaches for preparing USPION and SPION nanoparticles are bottom-up. 

Around ~90% of bottom-up methods for preparing USPION/SPION nanoparticles are 

chemical methods.
175

 Chemical methods include co-precipitation
106,159,176

, thermal 

decomposition
139,177,178

, solvothermal synthesis
179,180

, sonochemical synthesis
181

, 

microemulsion synthesis
94

, microwave synthesis
182

, polymer-matrix synthesis
183

, 

hydrothermal synthesis
184

 and electrochemical deposition
185

.  

Co-precipitation is arguably the easiest method.  Here, Fe
+2 

and Fe
+3 

salts are mixed 

with base to hydroxylate the ions, producing a Fe3O4 precipitate. However, the main 

disadvantage of co-precipitation is it often produces nanoparticles with a poor 

crystalline structure
144

. High crystallinity is important as structural defects reduce the 

magnetic saturation and dampen the superparamagnetic properties.
186

 A high magnetic 

saturation is especially important for biomedical applications, such as MRI contrast 

agents and hyperthermia treatment. When designing T2 contrast agents, a high MS is 

desired as this creates a larger local magnetic field gradient, helping to de-phase the 

transverse magnetization of the surrounding protons quicker.
187

 This  increases the 

protons T2 relaxation rate, enhancing the contrast.
186

  If the nanoparticle has a low 

magnetic saturation, it can be difficult to identify tumours from other bright spots in the 

MRI image .
104

 A higher relaxivity also means lower doses of contrast agents are 

required, making the procedure safer for the patient.
188

 In magnetic hyperthermia 

treatment, a high MS generates a greater SAR as the ferrofluid is more responsive to the 

oscillating magnetic field, improving heat losses.
189

  In a wider context, it is also a 

limiting factor in other applications of SPION where high magnetic moments may be 

required. High temperature methods, such as thermal decomposition of a Fe complex, 

achieve more uniform crystallinity. However, a degree of magnetic disorder is still 

introduced in ultra-small nanoparticles whose higher curvature introduces surface 

defects.
190–192

 Using high temperature methods also complicates the synthetic procedure 

and reduces the green credentials of the synthetic process, leading to a corresponding 

increase in the cost, all of which are unattractive aspects for industrial scale-up. 

Therefore, developing modified co-precipitation techniques with greater MS values 

could produce high performance nanoparticles using a very simple method.  

A number of researchers in the literature have experimented with magnetic field 

assisted nanosynthesis. This involves exposing the reaction vessel to a magnetic field 

during the nanoparticle growth. The concept behind this is that the magnetic field will 
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help align the magnetic moments of the Fe
+2

/Fe
+3

 ions during growth and improve the 

crystallinity, hence producing nanoparticles with a higher magnetic saturation. 

Synthesis of Fe3O4 nanoparticles in the absence and presence of a magnetic field has 

been investigated and the results reflect this theory. Hu et al. showed that oxidative co-

precipitation of FeCl2 using NaOH and H2O2 in the presence of a very weak magnetic 

field of 22 mT raised the value of MS by ~ 4 emu g
-1

.
193

 This is a small increase but 

rather impressive considering that the magnetic field strength used was only ~4 times 

that of a fridge magnet. Changes in the size distribution curve were also observed when 

performing the synthesis with increasing magnetic field strengths of 0, 11 and 22 mT. 

At 0 mT, the size distribution curve was skewed towards small sizes with the average 

nanoparticle size ~40 nm. However, as the field strength increased, the average 

nanoparticle size increased and the distribution became more symmetrical suggesting 

the magnetic field helped improve the size uniformity. As seen in Table 2, similar 

increases in MS have been observed by others investigating field assisted synthesis. 

Table 2 compares the reaction temperature, field strength and Ms values (with and 

without an applied field) for various magnetic field assisted co-precipitation 

experiments.  

Table 2: Comparison of results from research papers investigating magnetic field 

assisted co-precipitation synthesis of magnetic nanoparticles.  The table shows the 

material, method, reaction temperature, magnetic field strength (mT) and MS 

(without and with the applied field). The nanoparticle size corresponding to each 

MS value is shown in brackets. 

Material Method 
Reaction 

Temperature 

Magnetic field 

strength (mT) 

Ms (applied field) 

(emu g
-1

) 

Ms (no applied 

field) (emu g
-1

) 
Ref. 

CoFe2O4 Co-precipitation 60-80 °C 30 54 (22 nm) 61(23 nm) 
194

 

Fe3O4 
Oxidative co-

precipitation 
70 °C 22 68 (~50 nm) 72 (~50 nm) 

193
 

Fe3O4 Co-precipitation 25 °C 1000 7 (4 nm) 15 (10 nm) 
195

 

Fe3O4 Co-precipitation 70 °C ACMF 61 (201 nm) 69 (208 nm) 
196
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In all the examples in Table 2, MS was increased in the presence of a magnetic field. 

The largest increase seen was by Wang et al. who applied a 1000 mT field around the 

reaction vessel using an electromagnet.
195

 The value of MS increased by over 8 emu g
-1

 

for the USPION Fe3O4 nanoparticles. USPION nanoparticles display a very low 

magnetic saturation. This limits their application in biomedicine where they are highly 

sought as a smaller nanoparticles have greater cell penetration and administer less iron 

to the patient.
127,197

 However, as Wang et al. noted, there is a large difference in the 

nanoparticle size between MS (applied field) and MS (no applied field). Larger 

nanoparticles have larger MS values because there are less surface atoms. The lower the 

number of surface atoms, the less susceptible the nanoparticle is to over-oxidation 

and/or spin-canting effects that lead to the formation of a magnetically dead surface-

layer.
198–201

 Spin canting is where the high curvature of the particle causes the atomic 

moments at the surface to cant away from the external magnetic field, reducing the net 

magnetization of the nanoparticle. In the Wang et al. study, it is difficult to determine 

the extent to which the increase in the particle size vs. improved crystallinity affected 

the magnetic saturation. It would be interesting to see whether similar results are 

obtained with weaker magnetic fields. If weaker fields have less effect on the 

nanoparticle size, it may be possible to compare the effect of the magnetic field purely 

based on the structural changes. In addition, many studies have looked at larger SPION 

nanoparticles synthesised using weak fields and high temperatures, therefore it would 

be good to further investigate room temperature magnetic field co-precipitation of 

USPION.
193,194,196,202

    

2. Experimental 

2.1 Synthesis of Fe3O4 using magnetic field assisted co-precipitation  

Iron oxide (Fe3O4) nanoparticles were prepared via the Massart method
203

 using a 

procedure adapted from ref.
104

 Ultrapure water (20 mL) and poly(ethylene glycol) 

(PEG) (3 mL, MW ~400 g mol
-1

) were added to a 100 mL round bottom flask fitted 

with a reflux condenser and bubbled under nitrogen for 1 hour. The reflux condenser 

was used as an adaptor for the nitrogen bubbler, not for heating. Then FeCl3.6H2O and 

FeCl2.6H2O (2:1 ratio) in ultrapure water (1 mL) were injected into the polymer 

mixture. The polymer mixture was allowed to degas for a further 30 minutes. Upon 

addition of NaOH (1mL) dropwise, a black precipitate formed immediately. The pH of 
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Fig. 28: Picture of the reaction set-up for co-precipitation synthesis of Fe3O4 nanoparticles. Next 

to the picture is an illustration of the reaction set-up, where the field strength at the centre of the 

two neodymium magnets is indicated by the RED cross and the field strength at the edges of the 

magnets indicated by the GREEN crosses.  

the reaction solution was measured as pH = 12.1. Bubbling was continued throughout 

addition of the base to agitate the reaction mixture. Stirring using a magnetic stirrer 

bead could not be used as this would just attract to the magnets when making the 

nanoparticles in the presence of a field. The reaction was allowed to bubble for a further 

30 minutes. The reaction mixture was then aged at high pH for two days, before the 

nanoparticles were separated using a magnet and washed with ethanol and deionized 

water until the pH was neutralised. The same procedure was used to make the Fe3O4 

nanoparticles in the presence of a magnetic field. The magnetic field was produced by 

placing two neodymium disc magnets (N45) around the reaction vessel with their poles 

aligned. The distance between the magnets was 70 mm. The field strength was 

measured using a Tesla meter and found to be 40 mT in the centre of the magnets and 

120 mT at the edges of the magnets. Fig. 28 shows a picture of the reaction set-up, 

alongside an illustration.  
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2.2 TEM analysis of nanoparticles  

Transmission electron microscopy (TEM) analysis was performed by depositing the 

nanoparticles onto lacy carbon on copper TEM grids. A few drops of the nanoparticle 

solution was diluted in methanol (1 mL) and sonicated for 1 ½ hours. Then 1 drop of the 

diluted nanoparticle solution was pipetted onto the TEM grid. The solvent was allowed 

to dry in air at room temperature, casting the nanoparticles onto the grid. The grids were 

then analysed using a JEOL (JEM-2100F) Field Emission Gun (FEG) transmission 

electron microscope using an electron acceleration voltage of 200 kV. Analysis of the 

TEM images was performed in ImageJ using the method described in Appendix C.  

2.3 SQUID analysis of nanoparticles  

Magnetic characterisation was performed using a superconducting quantum interference 

device (SQUID) magnetometer. A SQUID magnetometer consists of two Josephson 

junctions across which the voltage is measured. The Josephson junctions are connected 

to a magnetic coil. Changing the magnetic flux inside the coil induces a voltage 

response in the Josephson junction, allowing the SQUID to detect very weak magnetic 

fields. For example, SQUID is often used to detect weak magnetic fields in biological 

systems. Both the Fe3O4 samples prepared with and without a magnetic field were 

analysed in the SQUID using the same method.
204

  A few milligrams of sample was 

placed into a gel capsule and loaded into a straw which was inserted into the SQUID. 

M-H curves were recorded at both 300 K and 10 K by measuring the magnetization 

from an applied field of +50 kOe (5 T) to -50 kOe and then back to +50 kOe. 

Magnetization vs. temperature (M-T) curves were also produced for each sample using 

the zero field cooling warming (ZFCW) - field cooled cooling (FCC) procedure.
205,206

 

This involved cooling the sample to 5 K in the absence of a magnetic field. M vs. T data 

was then collected in an applied field of H = 100 Oe (ZFCW measurement). The sample 

was the cooled back down to 5 K in the 100 Oe applied field and M vs. T data collected 

(FCC measurement).  
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Fig. 29: TEM images of Fe
3
O

4
 nanoparticles prepared in the absence of a magnetic field (A) and 

in the presence of a magnetic field (B).  

(A) (B) B=0 B≠0 

3. Results  

3.1 Analysis of TEM images of Fe3O4 nanoparticles  

The TEM images of the Fe3O4 nanoparticles prepared with and without a magnetic field 

are shown in Fig. 29. Analysis of the particle size distribution in Fig. 30 shows the 

average nanoparticle size in image A was 6.96 ± 3.1 nm and in image B was 9.24 ± 3.4 

nm. This size increase suggests the application of the magnetic field influenced the 

growth process and led to the production of larger nanoparticles. The same change in 

the shape of the distribution curves seen by Hu et al. was also observed in Fig 30.
193

 

The magnetic field reduced the skewness of the lognormal distribution curve towards 

smaller nanoparticles and shifted the centre towards larger nanoparticles. Furthermore, 

looking at the TEM images shows differences in the shape of the nanoparticles. 

Measuring the roundness of the nanoparticles in the images shows neither the 

nanoparticles in image A or image B are perfectly spherical (i.e. roundness <1). The 

average nanoparticle roundness for both images was ~0.69 (see Appendix C for 

calculation). The TEM images suggest the imperfect roundness in image A is exhibited 

as quasi-spherical polyhedral nanoparticles. Most of the nanoparticles in image B also 

appear to be quasi-spherical; however, there are more nanoparticles with a more cubic 

structure, especially in the lower part of the image. Both the increase in the nanoparticle 

size and morphology changes suggests an improvement in the nanoparticle crystallinity. 
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Fig. 30: Histograms for nanoparticle size distribution analysis for the nanoparticles in image A 

(Graph 1- no magnetic field) and image B (Graph 2- in a magnetic field). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 31: Histograms for nanoparticle roundness in TEM image A (Graph 1- no magnetic field) 

and image B (Graph 2- in a magnetic field). 
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The crystallinity of the nanoparticles was evaluated using high resolution transmission 

electron microscopy (HRTEM) analysis. The nanoparticles synthesised in the presence 

and absence of a magnetic field had a single crystal phase indicative of Fe3O4. The 

HRTEM images of nanoparticles prepared in the absence of a magnetic field in Fig. 32 

image C had a d-lattice spacing of 4.9 Å, corresponding to the (111) lattice plane of 

Fe3O4.
207

 Similarly, HRTEM images of the nanoparticles prepared with a magnetic field 

had a d-lattice spacing of 2.9 Å, which agrees with the previously recorded lattice 

spacing for the (220) plane (see Fig. 33 image C).
207,208

 Therefore, both images suggest 

the nanoparticles are Fe3O4. Energy dispersive x-ray (EDX) analysis of the TEM images 

in Fig. 34 concluded that other than elemental contributions from the TEM grid, the 

sample predominantly contained Fe and O, suggesting the nanoparticles were pure. 

Other elements were detected (Cl, and Ca, Mg) but can be discounted as they were only 

detected in small amounts and are likely to come from errors in the detection and/or 

minor grid contamination during drop-casting. Note, the nanoparticles could not 

conclusively be identified as Fe3O4 without x-ray diffraction (XRD) analysis. 

Unfortunately, powder-XRD could not be performed. As well as Fe3O4 (often called 

magnetite), there are numerous other phases of iron oxides, for example, maghemite (γ-

Fe2O3), geothite (α-FeO(OH)), ferrihydrite, wüstite (FeO) etc.
165

 Maghemite has the 

same inverse spinel crystal structure as magnetite. Hence, their crystal structure is very 

similar making it difficult to distinguish the structures, particularly via HRTEM as their 

d-lattice spacings are almost the same. The presence of maghemite can be determined 

by the presence of two additional peaks in the diffraction pattern at 23.77° and 26.10° 

corresponding to the (210) and (211) phase, respectively.
209

 As XRD was not possible, 

it cannot be ruled out that as well as magnetite, some maghemite structures were also 

present, most likely on the surface of the nanoparticle where there is greater chance of 

over-oxidation leading to the formation of γ-Fe2O3.
210
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4.9 Å (111) 

Fig. 32: HRTEM images of Fe
3
O

4
 nanoparticles prepared in the absence of a magnetic field. (A) 

Wide field of view image showing the crystalline structure for multiple nanoparticles; (B) 

crystalline structure of a single nanoparticle; and (C) image showing d-lattice spacing of the 

nanoparticle in image b.  

(A) 

(B) (C) 
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Fig. 33: HRTEM images of Fe
3
O

4
 nanoparticles prepared in the presence of a magnetic field. 

(A) Wide field of view image showing the crystalline structure for multiple nanoparticles; (B) 

crystalline structure of a single nanoparticle; and (C) image showing d-lattice spacing of the 

nanoparticle in image b. 

2.9 Å 

(A) 

(B) (C) 
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3.2 Magnetic characterisation of the nanoparticles 

A simple observation showing magnetic nanoparticles had been prepared was achieved 

by placing a fridge magnet next to the dispersed nanoparticle solution. The pictures in 

Fig. 35 show that after ~15 minutes, the nanoparticles had all been attracted to the side 

of the beaker where the magnets field strength was greatest.  

 

 

 

 

 

 

~15 min 

Fig. 35: Pictures illustrating magnetic separation of the Fe3O4 nanoparticles using a simple 

fridge magnet after ~15 minutes.  

Fig. 34: EDX analysis of a blank TEM grid vs. a TEM grid loaded with Fe
3
O

4
 nanoparticles.  

EDX-Blank grid 

EDX- Fe3O4 

Blank grid 

Fe3O4 
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The magnetization under an applied field between -50 kOe to +50 kOe was measured 

for both samples at 300 K. Fig. 36 shows the resulting M vs. H curves. Both curves 

quickly saturate at low fields to a saturation magnetization of 58.2 emu g
-1 

for Fe3O4 

nanoparticles prepared without a magnetic field and 61.4 emu g
-1

 for Fe3O4 

nanoparticles prepared with a magnetic field. Therefore, application of the 40 mT field 

increased the magnetic saturation of the nanoparticles by 3.2 emu g
-1

. At 300 K, no 

hysteresis was observed for both samples. However, the inset in Fig. 36 showing the 

curves behaviour about zero field would suggest there is some remanent magnetization. 

This is not true as the curves are in fact ‘unphysical’ in this region. This is because the 

magnetization measured when the applied field was being decreased to -50 kOe, lied 

below the magnetization when the field was increasing. This behaviour is caused by the 

superconducting coil in the SQUID. In a superconducting coil, the trapped field in the 

coil close to ‘zero’ field is always slightly negative after decreasing the field from a 

large positive field. The opposite is true when decreasing the field from a large negative 

field leading to a slightly positive field. This is the cause of the curve separation about 

zero-field, not hysteresis. Hysteresis is therefore unobservable meaning the 

nanoparticles display typical superparamagnetic behaviour.  

Fig. 36: Magnetization vs. applied field (M-H) curve for nanoparticles prepared in the absence 

(blue curve) and presence of a magnetic field (black curve) at 300 K. The expansion shows the 

magnetization behaviour about zero-field.  
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The M vs. H curves measured at 10 K are displayed in Fig. 37. As expected, the 

magnetic saturation at 10 K is higher than the magnetic saturation at 300 K for both 

samples. Looking at the expansion about zero field shows there is some hysteresis in 

both curves showing the nanoparticles are well below their blocking temperature. As 

discussed in section 2.2 of this chapter, if the energy is sufficient, the magnetic 

moments will randomly flip between the two most favourable orientations along the 

easy axis, where the time between flips is called the Néel relaxation time, 𝜏𝑁. As the 

temperature is reduced, 𝜏𝑁 increases as there is less and less thermal energy to excite the 

magnetization vector and overcome the anisotropy energy barrier. The temperature at 

which the time between flips becomes longer than the measurement time is known as 

the blocking temperature, 𝑇𝐵. The direction of the moment stays the same throughout 

Fig. 37: Magnetization vs. applied field (M-H) curve for nanoparticles prepared in the absence 

(blue curve) and presence of a magnetic field (black curve) at 10 K. The expansion shows the 

magnetization behaviour about zero-field, which shows low temperature hysteresis.  
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the measurement, hence it is said to be ‘blocked’. Below 𝑇𝐵 the magnetization curve 

exhibits hysteresis because after applying a large field there is not enough time for the 

moments to relax back to their thermal equilibrium magnetization at zero field. 𝑇𝐵 is 

given by the following equation: 

𝑘𝐵 is the Boltzmann constant, 𝜏𝑚 is the measurement time and 𝜏0 is the natural lifetime. 

The value of the blocking temperature can be determined from the M vs. T curve. 

During the initial ZFCW process, the sample is cooled in the absence of a magnetic 

field causing the moments to become frozen in random directions. A weak field is then 

applied and the ZFCW magnetization measured with increasing temperature. This is 

reflected by the black arrow in the M vs. T curve for the nanoparticles prepared without 

a magnetic field (Fig. 38). Initially, the magnetization is low as the thermal energy 

(𝑘𝐵𝑇) is much lower than the anisotropy energy (𝐾𝑉). There is not enough energy for 

the frozen moments to respond to the applied field producing a weak net magnetization. 

As the temperature increases, the magnetization grows rapidly as more moments gain 

enough energy to overcome the anisotropy energy barrier until the equilibrium 

magnetization is reached. At this point, the material transitions back into a 

superparamagnet. As the temperature increases further, the magnetization starts to 

decline as it becomes harder to align the moments in the direction of the magnetic field 

because of their high thermal energy. The blocking temperature is represented by the 

inflection point on the ZFCW curve. In contrast, measuring the magnetization while 

cooling in the presence of a weak magnetic field (FCC) leads to a gradual increase in 

magnetization when following the blue arrow in Fig. 38. This is because the weak 

magnetic field helps align the moments in the direction of the magnetic field producing 

a highly ordered state upon reaching 5 K. The blocking temperature for the 

nanoparticles prepared without a magnetic field was determined as 𝑇𝐵= 186. 33 K. Fig. 

39 shows the M vs. T curve for the nanoparticles prepared in a magnetic field was 𝑇𝐵= 

219.60 K.  

  

 

𝑇𝐵 =
𝐾 𝑉

𝑘𝐵ln (
𝜏𝑚

𝜏0
)
 

(33) 
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Fig. 38: Magnetization vs. temperature (M-T) curve for nanoparticles prepared in the absence of 

a magnetic field measured using a constant applied field of 100 Oe. The blocking temperature is 

indicated at the inflection point on the ZFCW curve. 

Fig. 39: Magnetization vs. temperature (M-T) curve for nanoparticles prepared in the presence 

of a magnetic field measured using a constant applied field of 100 Oe. The blocking 

temperature is indicated at the inflection point on the ZFCW curve. 
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4. Discussion  

A number of explanations can be applied to explain the increase in the magnetic 

saturation from 58.2 emu g
-1 

to 61.4 emu g
-1

 at 300 K. The formation of Fe3O4 is 

thought to occur via the following mechanism
211

:  

Fe
+3

 + 3OH
-
  Fe(OH)3 

Fe(OH)3  FeOOH + H2O 

Fe
+2

 + 2OH
-
  Fe(OH)2 

2FeOOH + Fe(OH)2  Fe3O4 ↓ + 2H2O 

Some have suggested the magnetic field could hasten the diffusion of Fe
+3

, Fe
+2

 and 

OH
-
 ions in the reaction solution.

212
 This makes reactions between the paramagnetic 

ions more likely aiding the formation of Fe3O4. However, the susceptibility of these 

paramagnetic ions was studied in superconducting magnets under field gradients of 410 

kOe
2
 cm

-1
.
213,214

 This is substantially greater than the field strength the neodymium 

magnets used here could have provided. Consequently, the magnetic response of the 

paramagnetic ions is likely to have been minor, meaning enhanced diffusion is unlikely. 

Instead, the FeOOH intermediate has been reported to magnetise easily in the direction 

of weak static magnetic fields as low as 0-250 Oe.
196

 The magnetic field strength in the 

centre of the reaction vessel was 40 mT (400 Oe). Therefore, it is perfectly feasible that 

FeOOH was influenced by the magnetic field. Alignment with the magnetic field would 

assist the phase transformation of FeOOH into Fe3O4 and encourage nanoparticle 

growth along the most easily magnetized axis. This results in more controlled crystal 

growth, producing nanoparticles with less defects and surface disorder, both of which 

improve the overall crystallinity. It is likely the preferred growth direction is along the 

(111) crystal plane as this leads to cubic structures.
215

 Higher crystallization strengthens 

the superexchange interaction between the Fe-O-Fe sites throughout the structure.
195

 In 

Fe3O4, magnetic interactions occur between ferric ions indirectly via orbital overlap 

with surrounding O
-2

 or OH
-
 ions. This type of interaction is known as superexchange 

and is strongest when the Fe-O-Fe bond angles are between 120-180°.216
 Crystal defects 

cause the bond angles to deviate, weakening the magnetic interaction and reducing the 

overall magnetic moment. Uniform crystallisation also reduces the thickness of the 
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magnetically dead surface layer, preventing canting of the surface spins and increasing 

the proportion of the magnetic moments which can respond to the applied magnetic 

field.  

However, similarly to previous studies, the average nanoparticle size increased making 

it difficult to discern whether the size effects or improved crystallinity had the greatest 

contribution to MS. Although the HRTEM images show the nanoparticles are 

crystalline, stronger evidence for improved crystallinity would have come from 

measuring the XRD pattern of the nanoparticles. If the theory is correct, the diffraction 

peaks for the magnetic field grown nanoparticles would have been stronger. Since one 

of the main arguments to explain the enhanced MS value is improved crystal growth in 

the presence of a magnetic field, it seems more than feasible that as well as improving 

structural growth, this also increases the rate growth around the nanoparticle nuclei 

producing larger nanoparticles. In this case, the average nanoparticle size increased 

from 6.96 ± 3.1 nm to 9.24 ± 3.4 nm with field assisted synthesis. An increase of 2.28 

nm may seem insignificant, but even a small change in size is enough to have an 

observable influence on the properties. The fraction of surface atoms decreases 

dramatically with increasing nanoparticle size. Therefore, it is equally plausible that the 

increase in MS could be due to the reduction in the thickness of the magnetically dead 

surface layer as a consequence of the increased diameter. In addition, the distribution 

curves in Fig. 30 show although the average nanoparticle size is 9.24 ± 3.4 nm for field 

assisted growth, there are a large proportion of nanoparticles with diameters over 10 

nm. These large nanoparticles could have made a greater contribution to MS than the 

improved crystallisation.  

The presence of large nanoparticles explains why the blocking temperature is higher for 

nanoparticles synthesised in a magnetic field. 𝑇𝐵 can be used as an indication of particle 

size. As the particle size increases, the magnetocrystalline anisotropy energy increases 

due to more spin-orbit coupling interactions.
217

 This increases the anisotropy energy 

barrier meaning more thermal energy is required to overcome 𝐾𝑉. Now, higher 

temperatures are required for the nanoparticles magnetic moments to transition from the 

blocked state to the superparamagnetic state. The results from the M vs. T curves in Fig. 

38 and Fig. 39 are consistent with this concept as 𝑇𝐵= 186.33 K for the 6.96 nm and 

𝑇𝐵= 219.60 K for the 9.24 nm nanoparticles. However, others have reported much lower 

blocking temperatures for similarly sized nanoparticles. For example, Lee et al. 
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synthesised Fe3O4 nanoparticles of various sizes using the reverse micelles approach 

and found for 7 nm spherical nanoparticles, 𝑇𝐵= 105 K.
218

 The broadness of the ZFCW 

curve about the inflection point in both Fig. 38 and Fig. 39 supports contributions from 

multiple nanoparticle sizes. As well as size, the blocking temperature is also very 

sensitive to interparticle interactions. Large variations in particle size and interactions 

between particles, can lead to strong coupling between nanoparticles, adding to the 

anisotropy energy barrier and making it harder to unblock the magnetic moments of 

interacting particles.
219,220

 Given the size distribution curves are broad it is likely both 

contributions from different nanoparticle sizes and interparticle interactions were 

responsible for the elevated 𝑇𝐵 values. 

5. Conclusions 

The results show that even weak magnetic fields can increase the magnetic saturation of 

ultra-small iron oxide nanoparticles with dimeters in the USPION size range. The room 

temperature magnetic saturation increased from 58.2 emu g
-1 

to 61.4 emu g
-1

 using this 

simple magnetic field assisted co-precipitation approach. This method could very easily 

be applied to increase the magnetization of biocompatible Fe3O4 nanoparticles for 

applications as T2 MRI contrast agents and magnetic hypothermia treatments, where 

high MS values are often required. However, although the magnetic saturation increased 

as expected, this study revealed the same problem encountered by others researching 

magnetic field assisted synthesis. It is difficult to determine whether the increase in MS 

is a result of improved crystallinity, or the increase in nanoparticle size. This was 

especially true in this study as XRD analysis could not be used to quantitatively 

interpret the crystalline structure if the samples. It is possible the magnetic field 

improves the quality of the growth process, whilst also increasing the rate of 

nanoparticle growth. This leads to larger nanoparticles, with an improved crystal 

structure. However, the magnetic field may just make nanoparticle formation easier 

meaning the improved magnetic properties are a result of size effects. More information 

about the influence the magnetic field has on the intermediates and the growth process 

is needed to make predictions about whether the size or improved crystal structure has 

the greatest effect on MS.  

 



92 

 

Chapter 3 

Designing a new method for the production of ultra-small high 

moment magnetic nanoparticles  

 

1.  Introduction 

1.1 Challenges facing production of ultra-small magnetic nanoparticles 

In Chapter 2, the properties and applications of iron oxide nanoparticles were discussed 

in detail. Control over the magnetic properties was shown to be an important factor 

when synthesising iron oxide nanoparticles for biomedical applications. Magnetic field 

assisted co-precipitation was investigated as a route to control the nanoparticles 

magnetic saturation and produce nanoparticles with higher MS values. However, as seen 

in Chapter 2, co-precipitation synthesis led to a broad nanoparticle size, and although 

the average size fell into the ultra-small nanoparticle range, there were a number of 

diameters greater than 10 nm. Formation of ultra-small magnetic nanoparticles with 

diameters >5 nm with narrow size distributions remains a significant challenge.
221

  Not 

only is this synthetically challenging as control over synthesis becomes more difficult at 

smaller scales, in most cases size reduction also sacrifices the magnetic properties of the 

nanoparticles. Ultra-small magnetic nanoparticles have much lower magnetic saturation 

compared to larger nanoparticles. This occurs for a number of reasons including: (1) 

higher curvature increasing the risk of spin canting; (2) higher surface to volume ratio 

increasing the probability of over-oxidation; (3) more protecting agents required during 

synthesis which can negatively influence magnetic ordering; and (4) the introduction of 

crystal defects.  

Ultra-small nanoparticles below 5 nm are of great interest as they are often seen as 

bridging the gap between the single atomic/molecular level and nanolevel.
222

 Hence, 

they can be regarded as a separate sub-class of nanoparticles with applications in a 

number of areas. As discussed in Chapter 2, smaller nanoparticles are preferred in 

biomedical applications as this reduces the payload of inorganic material delivered to 

the patient and increases cell penetration. In addition, the nanoparticles are more likely 
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to reach the target treatment site instead of being detected by the immune system 

leading to unfavourable pharmacokinetic processes such as accumulation in the spleen 

or liver.
223,224

 This lengthens the nanoparticle residence time in the circulatory system 

and is advantageous in biomedical imaging techniques like magnetic resonance 

angiography (MRA).
225

 MRA is a form of MRI which images blood vessels to detect 

abnormalities in blood flow around circulatory system.
226

 Ultra-small iron oxide 

nanoparticles perform as T1 contrast agents for MRA and are preferred as they are 

excreted over the course of a few days.
227,228

 This means they reside in the blood stream 

long enough for imaging but do not accumulate in the body. In contrast, gadolinium 

agents are rapidly excreted after entering the body, limiting the length of the imaging 

window.
104,229

 However, although the timescale for imaging is improved, the quality of 

the image can often be better with gadolinium because of the size effects affecting the 

magnetic behaviour of USPIONs. To phase out toxic gadolinium contrast agents, the 

performance of nanoparticle replacements should be equally, if not more competitive.  

One solution to overcome the decline in the magnetic properties is to replace iron oxide 

with zero-valent iron. Zero-valent iron nanoparticles possess a higher magnetization 

compared to Fe3O4 and were recently shown to be superparamagnetic below ~ 5 nm by 

Tuček et al..
230,231

 Remarkably, the corrected magnetic saturation was found to be 185 

emu/g, over twice that of bulk magnetite (92 emu/g).
232

  Tuček et al. also examined the 

T2 contrast ability of the Fe nanoparticles (~3.5 nm diameter) prepared by thermal 

decomposition of iron nitrate. The Fe/TRGO/PEG nanoparticles had a T2 relaxivity 

twice that of FeraSpin XXL, a commercially available T2 contrast agent. This is an 

excellent result, but is only achievable if measures are taken to prevent oxidation, 

otherwise the iron nanoparticle will completely oxidize to the metal oxide.  In the Tuček 

et al. study, oxidation prevention was achieved by performing the reaction in a 

hydrogen atmosphere and protecting the iron core with a graphite oxide matrix (TRGO), 

before functionalisation with biocompatible poly(ethylene glycol) (PEG). However, to 

achieve this, the nanoparticles had to be prepared under harsh conditions, specifically 

1000 °C heating in a quartz glass reactor, and although the individual nanoparticles 

themselves were less than 5 nm, they were clustered into rings. Therefore, it is more 

than possible the interparticle interactions contributed to the magnetic response of the 

nanoparticles. Also, despite the paper showing positive cytotoxicity results, the 

pharmacological and physiochemical interactions of unusually shaped nanomaterials 
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with cells have not been profiled to the same extent as spherical nanoparticles.
233

  

Alternatively, others have suggested introducing iron through core-shell metal/metal 

oxide architectures. For example, Yoon et al. produced Fe/Fe3O4 core-shells by thermal 

decomposition of Fe(CO)5 under vacuum and nitrogen conditions.
234

 The iron cores 

were first synthesised as seeds followed by annealing in the presence of more iron 

reagent to form Fe/Fe3O4 core-shell nanoparticles with diameters of 16 nm. Yoon et al. 

compared the Fe/Fe3O4 nanoparticles with Fe/FeO nanoparticles of the same size and 

showed without the iron oxide shell, the magnetization declined rapidly. For the 

Fe/Fe3O4 nanoparticles, the magnetization was higher to begin with (142 emu/g instead 

of 92 emu/g for Fe/FeO) and only slightly declined after 83 days. Similar results have 

been obtained by Zhang et al. and Yang et al. using microemulsion and solvothermal 

techniques where in both cases MS exceeded 100 emu/g.
235,236

 It has also been noted that 

in addition to an increase in the magnetic moment, exchange coupling between the 

ferrimagnetic Fe3O4 shell and Fe core can unlock a number of new properties. What 

more these properties could be tuned by varying the thickness of the core-shell layer to 

modify the exchange interaction.
237,238

 However, in most cases, the dimeter of the 

Fe/Fe3O4 core-shells falls outside the ultra-small range considered here. Synthesis of 

core-shells less than 5 nm in dimeter will be difficult to characterise due to the thinness 

of the layers. It is also likely the thickness of the shell will not be sufficient to prevent 

oxidation of the underlying core. Therefore, coating inert metals such as gold is likely to 

provide better protection for very small nanoparticles.  

1.2 New electrochemical method for synthesising ultra-small iron nanoparticles 

As discussed above, one of the main difficulties synthesising ultra-small biocompatible 

magnetic nanoparticles <5 nm, is obtaining a method which is both simple and prevents 

oxidation of the iron core. The most preferable synthetic methods from an industrial 

perspective are methods which produce high quality nanoparticles using few steps, little 

resources (i.e. reagents, energy and waste) and avoid toxic chemicals.
146

 

Electrochemical methods have been far less exploited for nanosynthesis, despite having 

a number of attractive advantages over wet chemical and physical methods. These 

advantages include, but are not limited to:  

(1) Simple design. Electrochemical reactions are relatively easy to set-up and are 

one of the simplest methods of preparing pure metal nanoparticles, compared to 
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other physical methods such as cluster beam assemblies. Cluster beam synthesis 

of nanomaterials involves evaporating the target material (e.g. via laser 

pyrolysis, resistive heat or ablation)239–242 into a carrier gas in which the atoms 

aggregate to form nanoclusters. Where these methods require vacuum 

equipment and high energy sources, electrochemical synthesis is simply 

achieved by passing a current through an electrode(s) into an electrolyte.
243,244

 

The simplicity of the method also makes it more adaptable to changes in reactor 

design intended to optimize nanosynthesis. For example, the design can be 

adapted to allow continuous flow synthesis.   

(2) Inexpensive. In line with point (1), simple design often goes hand in hand with 

low costs. This is true for electrochemical methods as once the reactor has been 

built the major costings are electrical use and reagent materials. 

(3) Electrochemical methods offer much greater control over the reaction. Kinetic 

control can be employed by altering the current through the electrochemical cell. 

Thermodynamic control is exerted by changing the cell potential. This allows 

more flexibility to optimize the reaction conditions and can even allow in situ 

control during the reaction. This is arguably one of the most attractive features 

of electrochemical methods.  

 

One electrochemical method that has recently been applied to nanosynthesis is plasma 

electrochemistry. Plasmas are one of the four states of matter, along with gases, liquids 

and solids. Plasmas are made when enough energy is provided to make atoms release 

electrons, forming a partially- or fully-ionized medium of electrons, ions and neutrals. 

Negative and positive species are present in equal amounts maintaining charge 

neutrality. The high density of ions makes plasmas a highly oxidising environment that 

has been exploited in various plasma technologies across science and in the wider 

World.
245

 In the scientific world, plasmas have been used to study the break-down of 

gases and liquid. The earliest example of this dates back to 1785 when Henry Cavendish 

produced nitric acid by plasma discharge in air.
246

 Plasmas are also used in analytical 

chemistry to prepare samples for analysis.
247,248

 Other applications include electrical 

switching devices
249

, waste water treatment
250,251

, materials processing
252,253

, 

sterilization
254

, medical treatment (e.g. wound healing and tissue ablation)
255

, and more 

recently nanosynthesis
256

. 
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The behaviour of the plasma state in liquids is less well studied compared to in the gas 

phase. Consequently, much of the fundamental properties, such as generation, 

interactions and active chemistry, are poorly understood.
257

 The reason for this is the 

complexity of the interactions between the plasma species and surrounding liquid. 

Nanosynthesis formation is possible using gas phase plasma methods, but these 

methods are very similar to cluster beam step-ups i.e. they require complex electrode 

design and vacuum conditions.
258–260

 Liquid phase plasmas are far simpler, more 

adaptable and allow nanoparticles to be prepared in various conductive liquid media.
261

 

As a general ‘rule of thumb’, the best solvent in which to perform nanosynthesis, is the 

solvent that matches the environment for their intended use. For example, biological 

systems are aqueous; therefore nanoparticles designed for both in vivo and in vitro 

biomedical applications are most often prepared in water.  

The limited use of liquid phase plasma methods means plasma nanosynthesis is largely 

in its infancy, with few reports pre-2005.
262

 However, in more recent years, a variety of 

nanostructures composed of both single, alloy or core-shell materials in a variety of 

shapes have been synthesised using liquid plasmas. This includes ultra-small 

nanoparticles composed of PtAu alloy
263

, Au
264,265

 and Pt
266

, where the average 

diameters were between approximately 2 nm to 7 nm. In all these reports, the 

nanoparticles were highly crystalline and non-aggregated. In the case of PtAu and Au, 

the nanoparticles were made using a pin-to-pin electrode geometry. Application of a 

high voltage (HV) to one of the pins produces a plasma when placed millimetres from 

the other pin electrode acting as the ground. Consequent Joule heating of the HV 

electrode releases metal ions into the solution. These ions are subsequently reduced and 

aggregate at the cathode to produce ultra-small nanoparticles in the surrounding 

solution. In contrast, ultra-small Pt nanoparticles were synthesised using a pin-to-plate 

geometry. In this case, plasma discharge from the stainless steel pin electrode was used 

to reduce H2PtCl6 dissolved in water to form Pt nanoparticles. The ground electrode was 

a plate lying at the bottom of the reaction container.      

In 2014, Kelgenbaeva et al. demonstrated solution plasma discharge could be used to 

make pure iron nanoparticles.
267

 This was done by immersing two 5 mm pure Fe 

electrodes into a beaker of toluene and water so the inter-electrode gap was 1 mm. An 

alternating current (AC) (100 V, 6 A) supply was provided to one of the electrodes 

generating a pulsed plasma discharge, while the other electrode was vibrated to help 
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ensure uniform discharge.
268

 Kelgenbaeva et al. claim that the toluene-water emulsion 

prevented the formation of reactive oxygen (O2
-
) and hydroxyl (OH

-
) species avoiding 

oxidization the pure nanoparticles. Pure α-Fe nanoparticles with an average dimeter of 

9.5 nm and saturation magnetization of 125 emu/g were produced. In addition, the 

nanoparticles were prepared without the need for surfactants and capping agents as 

aggregation was minimal. Formation of non-aggregated ultra-small magnetic 

nanoparticles without the need for organic protective agents is attractive in many 

respects. It simplifies the synthesis and allows for further functionalisation later on in 

the process. More importantly, this could help preserve the magnetization of the 

nanoparticles. Capping agents are known to have varying effects on the surface 

magnetization of nanoparticles, and in some cases can enhance spin-canting effects and 

increase the thickness of the magnetically dead surface layer.
269

 These results are 

encouraging and suggest an analogous method could easily be designed to produce 

ultra-small iron nanoparticles.  

1.3 Designing a novel liquid plasma reactor for synthesis of ultra-small iron 

nanoparticles 

The aim of Chapter 3 is to propose a novel design for liquid phase plasma nanosynthesis 

of pure iron nanoparticles. To do this, the suitability of various electrode geometries 

will be investigated. This is arguably one of the most important design considerations as 

it will ultimately determine the nature and properties of the plasma. The proposed 

mechanism for plasma formation will also be described. Another important feature is 

the arrangement of the electrodes with regard to the solution. Ideally, the design should 

make it easy to separate the nanoparticles from the solution and also have the flexibility 

to add more components to the reactor. The scalability of the design towards large scale 

synthesis will also be reflected upon.  

 

 

 

 



98 

 

2. Experimental – developing the design for a liquid plasma 

reactor to make ultra-small iron nanoparticles  

2.1 Power source for plasma generation  

Liquid plasma discharges can be produced by various methods. These include: 

(1) Direct discharge between two closely spaced electrodes submerged in an 

electrolyte  

(2) Gas discharge between the electrode and electrolyte  

(3) Contact discharge between the electrode and electrolyte  

(4) Laser, radio frequency and microwave generation.  

Direct discharge and contact discharge are most commonly used for plasma 

nanosynthesis. Examples of direct and contact discharge electrode geometries are 

shown in Fig. 40. Both methods essentially involve connecting the electrode to a power 

supply which feeds a specified current and voltage to the working electrode. If the 

voltage is low and the current high, an electric arc is produced.
270

 These conditions are 

typically used for large electrode diameters in constant application, which normally 

applies to contact discharge conditions (e.g. in Fig. 40 (F)). Alternatively, high voltages 

and low currents can be used creating a corona discharge.
271

 Both direct and contact the 

discharge can be continuous, alternating or pulsed. Continuous discharge conditions are 

generally harder to maintain and less reproducible.
271

 Therefore, many liquid plasma 

sources operate using alternating or pulsed power supplies. Reproducibility is 

particularly important as variations in the discharge conditions could have a large 

impact on the nanoparticle morphology. Because of this, the power source will be a 

pulsed high voltage (HV) power source with a direct discharge electrode geometry. The 

exact voltage at which discharge will occur depends on various factors, namely the 

electrode surface area, pulse width, dielectric strength of liquid, electrode polarity, inter-

electrode distance, electrode shape, electrode dimensions and symmetry (i.e. identical 

anode and cathode (symmetric), non-identical anode and cathode (asymmetric)).
272

 

Numerous papers have reported using voltages less than 1 kV with currents less than a 

few amps to produce plasma nanoparticles.
263,266,267,273,274

 Such power can easily be 

provided using low cost power supplies.   
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2.2 Electrode geometry and reactor design  

As seen in Fig. 40, there are various electrode geometries to choose from for direct 

discharge. From these geometries, it is clear some are suited to batch nanoparticle 

synthesis, whereas others could be adapted to allow continuous synthesis. By ‘batch 

synthesis’ this means the electrode discharge is powered for an allotted amount of time 

and the nanoparticles are collected in the reactor vessel, often falling to the bottom. The 

opposite of this is continuous nanosynthesis where plasma discharge operates non-stop, 

generating a constant supply of nanomaterial. Continuous synthesis is attractive for a 

number of reasons. Firstly, continuous reactor designs are less susceptible to changes in 

Fig. 40: Schematics of the various direct discharge (A-E) and contact discharge (F) electrode 

geometries. The geometries can be described as follows: (A) pin-to-pin; (B) angled rod-rod; (C) 

sideways pin-to-pin; (D) pin-to-plate; (E) rod-to-rod; and (F) rod-to-mesh.  
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reaction conditions that are inherently introduced in batch designs by stopping and 

restarting the reaction. Secondly, continuous synthesis is easier to scale-up as multiple 

continuous reactors can be arranged side-by side. This leads onto the third point, which 

is increased reaction yield as nanomaterial is continually being produced. Liquid plasma 

has already been hailed as the electrochemical method which could bridge the gap 

between the low yield physical methods and high yield wet chemical methods currently 

used for nanoparticle synthesis. For example, some have quoted energetic yields of 0.02 

mg J
-1

 for liquid plasma systems.
275

 The working below shows this corresponds to a 

yield of ~43 g of nanomaterial over the course of one hour.  

𝑃𝑜𝑤𝑒𝑟 (𝑊) = 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 (𝑉) ×  𝐶𝑢𝑟𝑟𝑒𝑛𝑡 (𝐼) = 100 𝑉 × 6 𝐴 = 600 𝑊 

𝐽𝑜𝑢𝑙𝑒𝑠 (𝐽) = 𝑃𝑜𝑤𝑒𝑟 (𝑊) × 𝑡𝑖𝑚𝑒 (𝑠) = 600 𝑊 ×  3600 𝑠 = 2.16 ×  106 𝐽 

𝑁𝑎𝑛𝑜𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑦𝑖𝑒𝑙𝑑 𝑝𝑒𝑟 ℎ𝑜𝑢𝑟 (𝑔) = (2.16 × 106 𝐽)  ×  (2 × 10−5 𝑔 𝐽−1) = 43.2 𝑔 

Others have suggested yields as high as 100 g per hour can be obtained.
276

 Fourthly, 

continuous synthesis avoids aggregation or agglomeration as the electrolyte is 

continuously moving.
277

 Of these various direct discharge geometries, the rod-to-rod (E) 

and pin-to-pin geometry (A) appear to be particularly suited to continuous design. It can 

be imagined that a reactor could easily be built where the electrodes are inserted into a 

vessel where fluid can flow perpendicular to the electrodes and through the inter-

electrode gap. Continuous synthesis has been identified as one of the most important 

features when designing new liquid plasma reactors and there a few existing 

examples.
278

 One of the few examples was provided by Lee and co-workers. They 

developed a continuous plasma reactor whereby the electrolyte is pumped through a cell 

containing two tungsten electrodes in a pin-to-pin geometry (see Fig. 41 for a simplified 

schematic of the reactor design). They have used this to synthesise silver nanoparticles 

by cycling AgNO3 in water and tcetyltrimethylammounium bromide (CTAB) surfactant 

past the plasma discharge generated by connecting the electrodes to a pulse power 

supply.
279

 Discharge at 200 V led to reduction of Ag
+
 to form Ag nanoparticles, whose 

size increased over time as the clusters repeatedly cycled through the inter-electrode 

gap. In a separate study, Lee et al. also demonstrated they could use this same 

continuous reactor design for applications beyond nanosynthesis. Instead of 

nanoparticle formation, plasma discharge at the tungsten electrodes was used to destroy 
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rhodamine B polluted water.
280

 This is a common problem due to the wide use of 

rhodamine B in textiles and food.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 41: Adapted illustration of reaction set-up used in the Lee et al. study for continuous liquid 

plasma synthesis of silver nanoparticles.
278
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In another example, Dzimitrowicz and co-workers have produced a number of papers 

on their continuous flowing liquid electrode design reproduced in Fig. 42.
281

 Here, the 

reaction solution containing the nanoparticle precursor flows from a reservoir and up 

through a capillary. As the solution comes out the top of the capillary, it falls down the 

sides under gravity. The solution spilling over the edge is in contact with a tungsten 

cathode and graphite covered Pt anode, generating a discharge which reduces the metal 

ion to produce nanoparticles. The nanoparticle solution is collected in a well at the base 

of the reactor and pumped out into a second reservoir. Dzimitrowicz et al. have used 

this flowing liquid plasma reactor to make gold, platinum and silver nanoparticles.
282–286

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 42: Continuous flowing liquid plasma reactor designed by Dzimitrowicz et al. 
280
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The disadvantaged of the approach used in the Dzimitrowicz et al. study is the reaction 

system is not a closed cycle. The precursor solution has to be continually fed with fresh 

reagent to keep the flow through the reactor constant. However, in the design by Lee et 

al., the solution could be cycled around in a closed loop. Yet, as eluded earlier, this 

could lead to ‘over-processing’ of the nanoparticles as they encounter the plasma more 

than once during the reaction cycle. This identifies on of the main problems with 

continuous plasma reactors. It is difficult to separate the nanoparticles from the 

electrolyte whilst the process is running. This can lead to an increase in the average 

diameter and is a particular problem when designing a liquid plasma reactor to 

synthesise ultra-small nanoparticles. That is unless the intention is to make magnetic 

nanoparticles. In which case, it seems more than feasible that this problem could be 

overcome by incorporating a magnetic filter into the flow system. 

3. Results and discussion  

3.1 Proposed design for liquid plasma synthesis of iron nanoparticles 

The design considerations discussed in the experimental section have been adapted to 

design a liquid plasma system to synthesise ultra-small ion nanoparticles (<5 nm) for 

various applications. A schematic of the design is shown in Fig. 43. The reactor allows 

nanoparticles to be continuously produced by cycling the electrolyte through the plasma 

discharge in a closed loop system. The main components along the synthesis loop are 

labelled alphabetically. The sequence of the synthesis process is as follows:  

Step 1: The electrolyte reservoir (A) – This marks the initial starting point along the 

loop, where the chosen electrolyte is stored. The reservoir container is fitted with a 

dual particulate and magnetic filter. The job of the particulate filter is to remove any 

debris which could damage the diaphragm pump. The filter will also contain 

magnets to remove any remaining magnetic nanoparticles which were not separated 

by the magnetic nanoparticle filters (K). The electrolyte is pumped out of the 

reservoir using a diaphragm pump (B). All the internal components of the 

diaphragm pump in contact with the electrolyte are plastic. In fact, all the 

components in the reactor cycle are insulators (plastic or glass) to avoid charging as 

a result of discharge into the conductive electrolyte.  
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Fig. 43: Proposed design for liquid plasma system to make ultra-small iron nanoparticles.  
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Step 2: Flow meter (C) – The flow meter indicates the rate at which the electrolyte 

flows around the cycle in litres per minute (L/min). The flow can be controlled in 

various ways. One method is to vary the direct current supplied to the pump using a 

variable switch to change the motor speed. Alternatively, the flow rate could be 

adjusted using a regulating valve at the end of the cycle in-between the magnetic 

separator (K) and reservoir (A). As the valve is closed a differential pressure 

between the fluid coming from the pump and fluid returning to the reservoir is 

created reducing the flow rate. The accuracy of this method depends on the quality 

of regulator and this puts a limit on the maximum flow rate which can be obtained. 

In the long term, the first method is more accurate and reproducible, but the second 

approach can be implemented for initial testing.   

Step 3: The fluid enters the glass liquid plasma reactor (D) and flows thorough the 

discharge zone between the electrodes. The electrodes are symmetrical and both 

composed of pure iron pellets (99.95+% purity, 3.5 mm diameter) mounted onto a 

stainless steel (SS) electrode holder (E) using a threaded SS bar which screws into 

the tapped holes in the pellet and electrode holder. The electrode was designed in 

this way so the electrode pellet can be easily exchanged. The electrodes are 

positioned parallel using a polytetrafluoroethylene (PTFE) compression fitting (F) 

that screws into a threaded glass port. Which electrode is the anode (G) or cathode 

(H) depends on the polarity of the high voltage direct current (DC) power source (I). 

The power source is connected to both the Fe electrodes using the electrode holder 

as the conductive contact. The bottom surface of the electrode should be polished to 

a mirror shine to create an even surface and improve homogenous discharge. The 

surface of the electrode should be investigated by Scanning Electron Microscopy 

(SEM) before and after to identify changes in the surface morphology during the 

discharge process. This will give an indication of the lifetime of the electrode and 

nature of the discharge process. Electrode lifetime is an important factor to consider 

given the reactor is intended to operate for long periods of time. The electrodes were 

surrounded by a ceramic casing (J). It has been observed that encasing the electrode 

in an insulating ceramic or glass sheath helps to achieve controlled discharge and 

reduced degradation of the electrode surface.
287

 In this instance, the electrode gap 

will remain fixed at 0.5 mm. The inter-electrode gap is known to have an effect on 

the discharge voltage; however, precise control over the gap distance complicates 
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the design. For the preliminary experiments, it is easier to adjust the applied voltage. 

The output voltage from the power supply is measured using an oscilloscope (K). 

The actual voltage applied to the electrodes is measured using the second channel of 

the oscilloscope with a high voltage probe (L). The output is connected to a ballast 

resistor (M) which prevents the current from rising too high causing arc formation.  

A mechanism for nanoparticle formation under pulsed DC discharge conditions has 

been suggested and is detailed as follows.
264,288–290

 When the pulsed high voltage is 

initially applied, the response is a large increase in the current due to the formation 

of an electrical double layer at the electrodes. An electrical double layer forms 

whenever a surface is exposed to a liquid. Depending on the charge of the surface, 

oppositely charged species will be attracted to the surface, while similarly charged 

species are repelled creating a potential gradient across the interface. The potential 

gradient is high at the surface, but decays to zero as the distance from the surface 

increases, at which point the bulk solution is reached. As the voltage increases 

during the pulse, the formation of a vapour sheath around the electrode due to 

evaporation of the electrolyte takes over causing the electrical double layer to 

collapse. The current decreases because the electrode and electrolyte are no longer 

touching. The thickness of the vapour sheath (or plasma sheath) can vary between 

10 μm to 1 mm.
291

 This vapour layer contains gaseous reactive ions and neutrals 

from the electrolyte, and its collapses at the end of the pulse causes bubbles and 

streamers to the ejected into the solution. This process occurs repeatedly for each 

pulse resulting in Joule heating which melts the electrode and results in ejection of 

metal ions/atoms into the electrolyte every time the vapour layer collapses. As the 

discharge region cools down between pulses, the atoms aggregate and condense as 

they collide with species in the surrounding electrolyte leading to nanoparticle 

formation. This is depicted in Fig. 44.    
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Step 4: Magnetic separation – The final step in the cycle is separation of the 

nanoparticles from the electrolyte fluid coming from the plasma reactor. The 

proposed method for doing this is to have a series of magnetic separators where fluid 

undulates through a series of magnets. As the nanoparticles travel though the 

separators, they become attracted to the magnets and are removed from the solution 

(as shown in the expansion in Fig. 43). The pure electrolyte can then flow back to the 

reservoir and go around the cycle again. Since the magnetic susceptibility of the 

nanoparticles decreases with size, a strong magnetic field will be required trap the 

nanoparticles. For this reason, there are a series of magnetic separators to trap as 

many nanoparticles as possible. This may also lead to size separation of the 

nanoparticles as the larger nanoparticles are likely to be easily trapped by the first 

separator, while the smaller nanoparticles will the filtered out by subsequent 

separators. It may be worthwhile designing the separators so the magnetic field 

strength increases through the series to ensure adequate separation. This could be 

advantageous for improving size uniformity.  

 

Fig. 44: Proposed mechanism for nanoparticle formation during pulsed plasma discharge in an 

electrolyte.   
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3.2 Experimental parameters to investigate  

There are a number of experimental parameters to investigate. All these parameters can 

be tuned and optimized to achieve the desired nanoparticle characteristics and are 

detailed in the following sub-sections.   

3.2.1 Choice of electrolyte  

Various liquids can be used as the electrolyte as long as they are conductive. Example 

electrolytes include water, hexane, ethanol, emulsions (e.g. water + toluene) and even 

liquid nitrogen. The voltage at which discharge occurs will vary depending on the 

conductivity of the liquid.
261

 If desired, surfactants can also be added to perform 

synthesis and functionalisation in one step. It would be interesting to investigate 

synthesis with and without a surfactant to determine whether non-aggregated 

nanoparticles can be made without protecting groups. Since the aim is to make pure iron 

nanoparticles, the chosen electrolyte must not contain reactive oxygen species to avoid 

iron oxide formation. Plasma nanoparticle synthesis in liquid nitrogen has been 

performed by various groups and could be a method to avoid oxidation.
264,270,276,292,293

 

However, this is definitely not something to attempt before testing the experiment with 

liquids which are easier to handle. Cycling liquid nitrogen around the system would 

involve using a pressurised dewar and all the components in the reactor would have to 

be adapted to withstand temperatures of -196 °C. Suitable materials would be either 

glass or PTFE. The liquid plasma reactor (D) has been designed with use of liquid 

nitrogen and other cold liquids in mind. The glass reactor has been custom made so the 

crosspiece is enclosed in a glass vacuum cavity (N) which can be pumped out to prevent 

condensation around the reactor making it difficult to observe the electrode discharge. 

The vacuum cavity can be seen more clearly in the 3D CAD drawings of the plasma 

reactor in Fig. 45.   
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Fig. 45: 3D computer aided design (CAD) drawings of the liquid plasma reactor from various 

angles. Designs were created using SolidWorks. (A) Shows the side-view of the plasma reactor. 

Observe the flattened sides which allow a magnet to be placed close to the discharge zone. (B) 

A cross-sectional view through the centre showing the electrode configuration. (C) An 

expanded image of the cross-sectional view in (B) showing the electrode design. (D) View of 

the plasma reactor from the front showing the vacuum cavity around the discharge zone.  

A B 

C D 
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3.2.2 Flow rate of electrolyte  

Intuitively, the motion of the solution through the inter-electrode gap is more than likely 

to affect the distribution and diffusion of reactive electrons, ions and neutrals in the 

discharge zone. Ultimately, the rate of flow will have an effect on the nanoparticle size, 

and possibly the nanoparticle morphology. Dzimitrowicz et al. observed such an effect 

with their flowing liquid electrode reactor. By measuring the absorption wavelength the 

gold nanoparticles, they observed the nanoparticle size decrease with increasing flow 

rate through the capillary. Gold nanoparticles exhibit surface plasmon resonance (SPR) 

and absorb visible light at specific wavelengths, whose exact value depends on their 

size. Consequently, SPR is often used as a cross-reference technique to check average 

nanoparticle size determined from TEM analysis. Therefore, flow rate is an important 

parameter to investigate. By varying the flow rate, it may be possible to tune the 

average nanoparticle size from the USPION to SPION size range.  

3.2.3 Discharge voltage  

The discharge voltage is a very important parameter to investigate. For controlled 

discharge, the pulse voltage should be optimized to find the value at which plasma 

formation is visible. By visible this means light, bubble and streamers can be seen to 

propagate from the discharge region. This represents the point at which the current 

starts to drop due to break down of the electrical double layer. As the pulse voltage is 

increased, the plasma region extends further and the plasma sheath thickens around the 

electrode, which glows more intensely due to the increased light discharge. When this 

condition is reached the electrode is said to be in a full-plasma state with the current 

completely depleted. The full plasma state is more uncontrolled and the discharge 

sporadic in nature, often leading to the formation of over-oxidized products with an ill-

defined morphology.
287

 Therefore, the intention is not to keep ramping up the voltage 

until pulsed discharge assumes the full plasma state. Instead, by selecting a series of 

gradually increasing voltages in-between the partial-plasma (the state before transition 

to full plasma where the current varies) and edge of the full-plasma state, the effect of 

the voltage on the nanoparticle size and morphology can be investigated. It has been 

found that the average nanoparticle size decreases with increased voltage.
294

 This has 

been explained by Toriyabe et al. who synthesised Ni, Ti, Ag and Au nanoparticles 

using plasma discharge.
273

  It is proposed that as the amount of inputted heat improves 
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thermal diffusion between the current hotspot and the surrounding area, causing Joule 

heating to become less localised. As a result, instead of the metal vapour being 

concentrated at the current hotspot, it is more extensive, allowing the metal species to 

spread further as the electrode material is ejected into the solution. This means fewer 

collisions between metal atoms/ions in the electrolyte producing smaller aggregates. 

Others have also observed changes in nanoparticle shape with increasing voltage, for 

example transitions from spherical nanoparticles to nano-flowers.
295

  

3.2.4 Effect of magnetic field on plasma discharge   

It is no surprise that the electric field of a plasma would respond to the presence of a 

magnetic field. However, there are few reports where a magnetic field has been 

introduced to the electrode region. The few studies which have been conducted suggest 

the magnetic field can enhance the synthesis of carbon nanomaterials made in the 

discharge zone between carbon electrodes. Keidar et al. report the length of single 

walled carbon nanotubes increased upon application of a magnetic field.
296

 The 

nanotubes also had increased purity and fewer structural defects. Keidar and co-workers 

also applied a magnetic field to synthesise graphene flakes by placing a permanent 

magnet 1.2 kG (0.12 T) next to the carbon electrodes.
297

 They reported an increase in 

the plasma density and improved heating; and ultimately improved the growth rate of 

the nanostructures. Performing discharge experiments with and without a magnetic field 

would be interesting to see if there were any size changes or improvements in 

crystallinity. For this reason, the sides of the reaction vessel have been flattened to 

allow a permanent magnet(s) to be placed either side of the discharge region as seen in 

Fig. 45 image A.  

3.2.5 Re-configuration of the liquid plasma reactor to form multi-element 

nanostructures  

It is also possible the plasma reactor can be adapted to synthesise multi-element 

nanostructures, for example alloys and core-shells. As demonstrated here and in Chapter 

2, bimetallic nanoparticles are as equally valued as pure nanoparticles, as the 

introduction of new elements can improve and allow for manipulation of the properties. 

Alloy nanoparticles can quite easily be prepared by using a bimetallic alloy electrode. 

By choosing alloys with different compositions, the metal ratio can be adjusted. 

Recently, Kabbara et al. have demonstrated synthesis of core-shell Cu/ZnO 
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architectures by plasma discharge in liquid nitrogen.
293

 This involved a two stage batch 

process where the core material was synthesised by discharge from copper electrodes. 

The copper electrodes were then removed from the reactor and replaced with zinc. 

Discharge into the pre-loaded mixture coated the copper nanoparticles with Zn. Zn 

quickly oxidized to form a ZnO layer around the copper core. The Cu/ZnO core-shell 

structure could be clearly distinguished from TEM images. The main problem with this 

approach is the need to switch the electrodes. The synthesis would be far simpler if the 

core-shell architectures could be made in a single step. This may be possible using the 

plasma design proposed here. For instance, by adding another plasma reactor before or 

after the iron plasma reactor it may be possible to make core-shell structure, or even 

multi-core shell structures by having more than two plasma reactors in series. This 

would be particularly advantageous when trying to make pure iron nanoparticles. As the 

illustration in Fig. 46 shows, the pure iron nanoparticles made by discharge in the first 

plasma reactor cell could be transported to a second plasma reactor cell composed of 

gold or silver electrodes. This would create a biocompatible noble metal shell around 

the iron core, protecting it oxidation and preserving the magnetic moment.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 46: Illustration of adapted plasma reactor design to produce core-shell nanoparticles. The 

electrolyte flows through two plasma reactor cells in series. Iron nanoparticles are produced by 

discharge in the first cell, and then travel onto the second plasma cell where they are coated in 

gold to produce core-shell structures.  
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4. Conclusion and future work 

In this chapter, a design for a novel liquid plasma reactor has been suggested to 

synthesise high moment iron nanoparticles. The design has been developed to produce 

biocompatible magnetic nanoparticles exhibiting a high magnetic saturation in the lower 

portion of the ultra-small size regime, where the diameter is <5 nm. Other design 

features such as scalability and adaptiveness have also been considered. By combining 

continuous discharge and magnetic separation, the reaction is designed to operate as a 

continuous closed loop. This is attractive for scale-up because it is a single-step process, 

reduces variability in reaction conditions, and increases the nanoparticle yield. Once 

built, there are various parameters to investigate to determine the optimal synthesis 

conditions, including the electrolyte, voltage, response to magnetic fields and flow rate. 

No doubt these experiments will foster new ideas and/or improve other elements of the 

design. It is possible the reactor could be adapted in future versions to allow core-shell 

synthesis by placing two discharge reactor cells in sequence. This could further protect 

the magnetic moment of the pure iron nanoparticle from oxidation if the shell was an 

inert and biocompatible material, such as gold or silver.  
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Conclusion to Thesis 

This thesis has investigated two very different research topics. The first research topic 

was based upon superfluid helium droplet science and was discussed in Chapter 1. In 

Chapter 1, computational studies were performed to understand the fragmentation of 

conjugated molecules in superfluid helium droplets upon electron ionisation. This work 

was stimulated by the unusual p-benzoquinone fragmentation pattern which showed 

almost complete loss of the parent ion peak in the helium droplet mass spectrum. This is 

very unusual as conjugated molecules tend to have high molecular ion peaks and the 

helium droplet is expected to ‘soften’ electron ionisation. Density functional 

calculations were used alongside the experimental data to propose a model explaining 

the reduced parent ion signal. The calculations suggest that for the parent ion to ‘escape’ 

from the droplet, it must either fragment and lose CO/C2H2, or be ejected intact. This is 

because there is no proton loss pathway due to the large energy required to remove a 

proton from the carbon ring. Ejection of the large parent ion from the droplet poses a 

high energy barrier, forcing most of the molecule to dissociate and eject a C2H2. More 

experimental evidence is needed to determine whether other conjugated molecules 

fragment in the same way. A number of candidate molecules, which were shown to 

have similarly high energy proton loss channels, have been proposed. This would 

strengthen the theory and encourage further computational studies that could reveal 

more information about the helium droplet electron ionization process.   

The second research topic was the focus of Chapters 2 and Chapters 3 and involved 

investigating methods to prepare high moment iron oxide/iron nanoparticles. Iron oxide 

nanoparticles have many applications, however synthesising magnetic nanoparticles 

with high magnetic moments remains a challenge. In Chapter 2, magnetic field assisted 

synthesis was applied to the co-precipitation method. This approach has been previously 

successful at increasing the value of MS for iron oxide nanoparticles. Here, the aim was 

to investigate the influence of weak magnetic fields on ultra-small nanoparticle growth. 

SQUID magnetometry showed an increase in the magnetic moment (58.2 emu g
-1 

to 

61.4 emu g
-1

) for Fe3O4 nanoparticles upon application of an external magnetic field (40 

mT), suggesting an improved crystalline structure. However, one of the main issues of 

this technique is a broad nanoparticle size, which was observed in this study. It is also 

difficult to achieve magnetic saturation values close to that of bulk Fe3O4. One idea to 
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make biocompatible magnetic nanoparticles with even higher moments is to replace 

Fe3O4 with pure Fe. This can be achieved using an electrochemical method known as 

liquid plasma nanosynthesis. In Chapter 3, a design for a continuous liquid plasma 

reactor to make pure iron nanoparticles in the ultra-small (<5 nm) region was proposed. 

Future work would involve constructing the design and testing the various parameters to 

optimize the experimental procedure. This could allow the production of exceedingly 

high moment nanoparticles for biomedical applications in high yields using a scalable 

method. In addition, the design could be adapted to synthesise various other 

nanomaterials for similar and alternative applications.  
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Appendix 

A. Background helium droplet mass spectrum  

The spectrum below is the background helium droplet mass spectrum recorded with un-doped 

helium droplets. The main peak was the He2
+ 

peak which forms by self-trapping. The helium 

cluster peaks were caused by attachment to of helium atoms to the He2
+
 ion during ejection. The 

other peaks indicated were due to background water and nitrogen in the system.  
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B. Density functional theory calculations in Gaussian16 

All density functional theory (DFT) calculations were performed using Gaussian16 (g16) and 

the cc-pVTZ basis set. Below are example in-put files for the calculations described in the 

Experimental section in Chapter 1. This sequence of calculations was used for each 

fragmentation step in the energy profiles in Fig.s 12, 19, 20 and 23. The example in-put files are 

from the first step of C2H2 loss from p-benzoquinone (pathway 1, Fig. 12). The atomic positions 

of the constituent atoms are represented in XYZ coordinate format. The same in-put file formats 

were used for all molecules evaluated in this study, however, of course with different XYZ 

coordinates.  

Calculation 1 - optimization of the ground state (opt + freq) 

The ground state structure was optimized using quadratic convergence (QC) criteria. A 

frequency calculation was also performed to determine whether the structure was a minimum 

energy structure, which is indicated from all positive frequencies in the output file.  

%mem=2GB 

%NProcShare=2 

%chk=qb.chk 

 

# B3LYP/cc-pVTZ opt freq scf=(qc,maxcycle=999) 
Integral=Ultrafine 

 

Optimization of p-benzoquinone  

 

0 1 

 C                  0.00000000    0.00000000    1.44854400 

 C                  0.00000000    1.26775200    0.67497100 

 C                  0.00000000    1.26775200   -0.67497100 

 C                  0.00000000    0.00000000   -1.44854400 

 C                  0.00000000   -1.26775200   -0.67497100 

 C                  0.00000000   -1.26775200    0.67497100 

 H                  0.00000000    2.18440200    1.25821700 

 H                  0.00000000    2.18440200   -1.25821700 

 H                  0.00000000   -2.18440200   -1.25821700 

 H                  0.00000000   -2.18440200    1.25821700 

 O                  0.00000000    0.00000000   -2.67585900 
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 O                  0.00000000    0.00000000    2.67585900 

 

Calculation 2 - single point calculation of the p-benzoquinone ground state 

The optimized structure obtained from Calculation 1 was used  in Calculation  2 to determine 

the ionization energy of the molecule. Vertical ionisation was assumed. This means the ground 

state structure was excited into a vibrational state upon ionization and did not rearrange to a 

lower vibrational energy state before fragmentation. Therefore, the structure of the parent ion 

could be assumed to be the same as the ground state molecule. Using this, the energy of the 

parent ion was obtained from a single point calculation with the optimized XYZ coordinates 

from Calculation 1 and charge and multiplicity changed to 1 and 2, respectively.  

%mem=2GB 

%NProcShare=2 

%chk=qc.chk 

 

# B3LYP/cc-pVTZ Integral=Ultrafine 

 

Single point calc. for ionization of p-benzoquinone  

 

1 2 

C     0.000000000000      0.000000000000      1.439304000000 

C     0.000000000000      1.265374000000      0.667808000000 

C     0.000000000000      1.265374000000     -0.667808000000 

C     0.000000000000      0.000000000000     -1.439304000000 

C     0.000000000000     -1.265374000000     -0.667808000000 

C     0.000000000000     -1.265374000000      0.667808000000 

H     0.000000000000      2.175367000000      1.253367000000 

H     0.000000000000      2.175367000000     -1.253367000000 

H     0.000000000000     -2.175367000000     -1.253367000000 

H     0.000000000000     -2.175367000000      1.253367000000 

O     0.000000000000      0.000000000000     -2.657244000000 

O     0.000000000000      0.000000000000      2.657244000000 
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Calculation 3 - potential energy surface scan for fragmentation  

A series of potential energy surface (PES) scan calculations were performed for each 

fragmentation pathway. This involves varying the bond(s) of interest in the fragmentation 

pathway (i.e. bond(s) which breaks during fragmentation) either simultaneously or one-bond at 

a time. The bonds were varied using incremental steps of 0.05-0.2 Å. The step size used 

depended on whether the atom/fragment was tightly bound or loose. After each stepwise 

increase in the bond length(s), the geometry was optimized using an opt calculation. This 

produced a relaxed potential energy surface showing the energy change and formation of a 

potential transition state as the atom(s) fragmented from the molecule.  

%mem=2GB 

%NProcShare=2 

%chk=c2h2.chk 

 

# B3LYP/cc-pVDZ opt=(ModRedundant) scf=(xqc,maxcycle=999) 
Integral=Ultrafine 

 

PES scan for loss of C2H2 from p-benzoquinone  

 

0 1 

C     0.000000000000      0.000000000000      1.439304000000 

C     0.000000000000      1.265374000000      0.667808000000 

C     0.000000000000      1.265374000000     -0.667808000000 

C     0.000000000000      0.000000000000     -1.439304000000 

C     0.000000000000     -1.265374000000     -0.667808000000 

C     0.000000000000     -1.265374000000      0.667808000000 

H     0.000000000000      2.175367000000      1.253367000000 

H     0.000000000000      2.175367000000     -1.253367000000 

H     0.000000000000     -2.175367000000     -1.253367000000 

H     0.000000000000     -2.175367000000      1.253367000000 

O     0.000000000000      0.000000000000     -2.657244000000 

O     0.000000000000      0.000000000000      2.657244000000 

B 1 6 S 30 0.2  this means the bond between atoms 1 and 6 was 

scanned using a step size of 0.2 Å for a total of 30 steps.   

 



139 

 

Calculation 4 - optimization of the ‘guess’ transition state structure (opt ts) 

From the PES calculation, the structure with the highest energy at the maximum point along the 

potential energy surface was taken as the ‘guess’ transition state structure for the fragmentation 

step. The guess transition state geometry was optimized using an opt ts calculation.  Tight 

convergence was used in instances where the structure of the transition state was ‘loose’, or 

alternatively, QC was replaced with XQC. XQC uses normal quadratic convergence but adds 

another QC step if the geometry has not converged. A frequency calculation (freq) was 

performed separately to determine whether the structure was a potential transition state. 

Potential transition states were identified by a single negative frequency that vibrates in the 

direction of the bond breaking/forming process.  

Input file for optimization of the guess transition state structure (opt ts) 

%mem=2GB 

%NProcShare=2 

%chk=tsc2h24m.chk 

 

# B3LYP/cc-pVTZ opt=(calcfc,ts,noeigentest,tight) freq 
Integral=Ultrafine scf=(xqc,maxcycle=999)  

 

‘guess’ ts opt calc. for loss of C2H2 from p-benzoquinone 

 

1 2 

C     0.522796000000     -0.980846000000      1.923493000000 

C     0.441905000000      1.751071000000      0.601939000000 

C    -0.207411000000      1.393024000000     -0.396162000000 

C     0.312522000000     -0.066057000000     -1.077204000000 

C    -0.170048000000     -1.244438000000     -0.410208000000 

C    -0.195481000000     -1.572609000000      0.930032000000 

H     1.002523000000      2.035852000000      1.466226000000 

H    -0.949966000000      1.846923000000     -1.042747000000 

H    -0.650490000000     -1.938740000000     -1.092326000000 

H    -0.767354000000     -2.431437000000      1.273190000000 

O     0.914569000000      0.059812000000     -2.089877000000 

O     1.134273000000     -0.583684000000      2.798254000000 
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Input file for frequency calculation on the optimized transition state structure (freq) 

%mem=2GB 

%NProcShare=2 

%chk=tsc2h24m.chk 

 

# B3LYP/cc-pVTZ freq Integral=Ultrafine  

ts loss of one proton   

 

1 2 

C    -1.333838000000     -0.128806000000     -0.077969000000 

C    -1.031946000000      1.310323000000      0.034956000000 

C     0.010960000000      1.788245000000      0.666065000000 

C     1.716283000000     -0.302002000000     -0.168533000000 

C     0.911481000000     -1.257431000000      0.443223000000 

C    -0.433905000000     -1.167249000000      0.538068000000 

H    -1.759602000000      1.963031000000     -0.452338000000 

H     0.477155000000      2.724626000000      0.929651000000 

H     1.474759000000     -2.110961000000      0.813887000000 

H    -0.963577000000     -1.996420000000      0.993306000000 

O     2.491453000000      0.330986000000     -0.682216000000 

O    -2.274321000000     -0.585831000000     -0.680205000000 

 

Calculation 5 - IRC calculation using the transition state structure from the PES 

scan  

An Intrinsic Reaction Coordinate (IRC) calculation was then performed using the optimized 

transition state structure from Calculation 4. An IRC calculation follows the minimum energy 

reaction pathway between the transition state and its reactants and products, but will not proceed 

all the way. Therefore, by optimising the final structure on either side of the IRC curve, the 

starting reagent structure and the product of the fragmentation step should be obtained. The IRC 

path can be followed in the forward or reverse direction, or alternatively in both directions. Any 

of these three options is suitable, but the output file should show a maximum energy and 

gradient of zero for the transition state structure, hence representing a maximum point. If this is 

the case, the correct transition state for the fragmentation step has been obtained. The structures 
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on either side of the IRC curve can then be optimized to obtain the original reagent structure and 

the product structure using opt + freq calculations.  

Input file for IRC calculation (IRC) 

***This input file calculates the IRC on both sides of the transition state structure. The 

IRC on one side can be calculated by adding the syntax ‘forward’ (i.e. to product) or 

‘reverse’ (i.e. to reagent) to the IRC=(forward/reverse,….) command.*** 

 

%mem=2GB 

%NProcShare=2 

%chk=IRCc2h2.chk 

 

# B3LYP/cc-pVTZ 
irc=(calcfc,recorrect=never,maxpoint=50,nogradstop) 
integral=ultrafine scf=xqc 

 

IRC for C2H2 loss from p-benzoquinone  

 

1 2 

C    -1.333838000000     -0.128806000000     -0.077969000000 

C    -1.031946000000      1.310323000000      0.034956000000 

C     0.010960000000      1.788245000000      0.666065000000 

C     1.716283000000     -0.302002000000     -0.168533000000 

C     0.911481000000     -1.257431000000      0.443223000000 

C    -0.433905000000     -1.167249000000      0.538068000000 

H    -1.759602000000      1.963031000000     -0.452338000000 

H     0.477155000000      2.724626000000      0.929651000000 

H     1.474759000000     -2.110961000000      0.813887000000 

H    -0.963577000000     -1.996420000000      0.993306000000 

O     2.491453000000      0.330986000000     -0.682216000000 

O    -2.274321000000     -0.585831000000     -0.680205000000 

 

 



142 

 

Calculation 6 – optimization of the product and reagent structure from the IRC 

profiles from Calculation 5 

The structure on either side of the IRC were optimized using an (opt + freq) calculation. 

Optimization of the structure on the reagent side should converge to the starting reagent 

geometry. This was checked by comparing the energies and frequencies from both calculations. 

Similarly, the structure on the product side of the IRC is optimized and should have all positive 

frequencies, indicating a minimum. If the optimized product structure was an intermediate, the 

same set of calculations were performed again for the next step in the fragmentation pathway, 

and so on until fragmentation was complete.  

In-put file for optimization of reagent structure from IRC 

%mem=2GB 

%NProcShare=2 

%chk=c2h2reacts2.chk 

%nosave 

 

# B3LYP/cc-pVTZ opt freq integral=ultrafine 
scf=(xqc,maxcycle=999) 

 

reagent from IRCH.com for proton loss   

 

1 2 

 C                 -0.82875700   -0.23226000   -0.16721800 

 C                 -2.33549900   -0.25812600   -0.41338000 

 C                 -2.96635000    0.32722100    0.52929800 

 C                  2.02782000    0.09968900    0.05323000 

 C                  1.17651300    1.18669900   -0.04812600 

 C                 -0.18112000    1.08112900   -0.10879700 

 H                 -2.71449500   -0.91247300   -1.19381600 

 H                 -3.41632300    0.85288000    1.34656300 

 H                  1.69249900    2.14049600   -0.06056500 

 H                 -0.77366400    1.97911100   -0.21026700 

 O                  2.86650200   -0.65283100    0.11189800 

 O                 -0.21455900   -1.26049100    0.02042800 
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In-put file for optimization of product structure from IRC 

%mem=2GB 

%NProcShare=2 

%chk=c2h2prods2.chk 

%nosave 

 

# B3LYP/cc-pVTZ opt=tight freq integral=ultrafine scf=xqc 

 

reagent from IRCH.com for proton loss   

 

1 2 

 C                 -0.53215200   -0.28279300   -0.00590900 

 C                 -2.94234000   -0.03844900   -0.63542700 

 C                 -2.97712900    0.17261200    0.56004500 

 C                  2.22812400    0.25344600    0.02346100 

 C                  1.30941000    1.24156100   -0.09392900 

 C                 -0.08137200    1.00608200   -0.10991600 

 H                 -2.97042900   -0.26060600   -1.67641300 

 H                 -3.06922200    0.40361200    1.57579800 

 H                  1.69757200    2.24993900   -0.18105300 

 H                 -0.77723300    1.82075800   -0.20355800 

 O                  2.98095100   -0.59236400    0.12383700 

 O                 -0.43256400   -1.43465400    0.09077200 
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C. ImageJ analysis of Fe3O4 nanoparticles  

Images were first converted to 8-bit images and thresholded. Because the nanoparticles were 

heavily aggregated, they were processed using the ‘Watershed’ plugin. This segments the binary 

image to remove overlaps between the nanoparticles allowing accurate analysis of the 

nanoparticles diameter. The average diameter of the nanoparticles was taken from the sum of 

the Min. and Max. diameter provided by the ‘Analysis’ plugin and dividing it by two. The 

average diameters where then plotted to give the histograms in Fig. 30 and the overall average 

diameter determined.   

 

The variation in the shape of the nanoparticles was interpreted by the ‘Roundness’ plugin. This 

is calculated from the following equation:  

 

𝑅𝑜𝑢𝑛𝑑𝑛𝑒𝑠𝑠 = 4 x 
[𝐴𝑟𝑒𝑎]

𝜋 x [Major axis] 2
 

Circularity, which is defined as…  

 

𝐶𝑖𝑟𝑐𝑢𝑎𝑙𝑟𝑖𝑡𝑦 = 4 x 
[𝐴𝑟𝑒𝑎]

 [Perimeter] 2
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…can also be used to as a measure of the shape of the nanostructure. However, it is less 

accurate for very small particles. Hence, roundness was used, and average roundness was 

determined by plotting the results in histograms in Fig. 31.  

 

 

  

 

 

 


