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Real-Time H∞ Control of Networked Inverted
Pendulum Visual Servo Systems

Dajun Du, Changda Zhang, Yuehua Song, Huiyu Zhou, Xue Li, Minrui Fei, Wangpei Li

Abstract—Aiming at the challenges of networked visual servo
control systems, which rarely consider network communication
duration and image processing computational cost simultaneous-
ly, we here propose a novel platform for networked inverted
pendulum visual servo control using H∞ analysis. Unlike most
of the existing methods that usually ignore computational costs
involved in measuring, actuating and controlling, we design
a novel event-triggered sampling mechanism that applies a
new closed-loop strategy to dealing with networked inverted
pendulum visual servo systems of multiple time-varying delays
and computational errors. Using Lyapunov stability theory, we
prove that the proposed system can achieve stability whilst com-
promising image-induced computational and network-induced
delays and system performance. In the meantime, we use H∞
disturbance attenuation level γ for evaluating the computational
errors, whereas the corresponding H∞ controller is implemented.
Finally, simulation analysis and experimental results demonstrate
the proposed system performance in reducing computational
errors whilst maintaining system efficiency and robustness.

Index Terms—Inverted pendulum, visual servo, computational
delay, computational error, network-induced delay, real-time H∞
control.

I. INTRODUCTION

AS ONE of the representative developments in the control
field, effective manipulation and control of inverted pen-

dulum systems (IPSs) have demonstrated promising progress
in handling some challenging problems such as nonlinearity,
robustness, stability and tracking [1]–[4]. In the last 10-20
years, the traditional IPSs have been transformed to networked
IPSs where inverted pendulums, sensors and controllers dis-
tributed at different locations can exchange and share in-
formation via networks [5]. Recently, with the advances of
visual sensing technology, many industrial applications, e.g.
automated detection and robot control, have started integrating
visual observations such as images with a networked IPS
in order to create a fully functioning cyber-physical system
(CPS) [6]–[11]. Among the applications, networked inverted
pendulum visual servo systems (NIPVSSs) have gained large
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attention in the community, which work with the interplay of
control, computation and communication (3C).

Smart devices, e.g. the IPSs which involve visual mea-
surements, deploy machine vision technologies for process-
ing visual inputs in order to achieve visual servo feedback
control. This control process very likely introduces image-
induced computational delay (i.e., delay induced by the image
processing time) and computational errors (i.e., computational
errors of image processing), which affect the performance of
the control system and cause instability of the system. This
practical challenge strongly motivates people to develop an
effective and efficient system of the NIPVSSs for better system
performance.

However, most of the existing systems only consider the
communication and control issues, whilst ignoring the com-
putational issues. In this paper, we present a novel NIPVSS,
jointly considering communication networks and visual servo,
where the former causes network-induced delay and the latter
causes image-induced computational delay and errors. To han-
dle the 3C issues in a challenge environment, this paper aims to
address the control problem of the NIPVSSs in the presence of
network-induced and image-induced computational delay and
computational errors. The main contributions of this paper are
summarised as follows:

1) A closed-loop system strategy to handle multiple time-
varying delays and computational errors is established.
The time-varying delay include image-induced computa-
tional delay and network-induced delay, which are mod-
eled and treated in different channels. The disturbance
and interference due to image processing errors, which
have not been investigated in the previous works, are
investigated here with comprehensive statistical analysis.

2) An H∞ stability condition is derived to guarantee sta-
bility whilst compromising image-induced computational
and network-induced delays and system performance. In
the meantime, H∞ disturbance attenuation level γ is
employed to evaluate the computational errors, and the
stabilizing controller design is rendered.

3) A new intelligent platform for implementing the NIPVSS
is constructed. The new feature of this system is that
communication networking and visual servo are jointly
considered in the process, where network-induced de-
lay may be due to network quality, traffic congestion
or limited bandwidth. In order to obtain cart positions
and pendulum angles from the images, captured by the
visual sensors, our proposed system must deal with time-
varied variables of communication networks and image
processing models.
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The remainder of this paper is organized as follows. In
Section II, we review the existing studies for real-time control
of the IPSs with the focus on previous attempts on networked
or computational constraints in a general style. In Section
III, the framework of the NIPVSS is firstly constructed, and
then the problems related to the 3C concerns are analyzed
for establishing a closed-loop NIPVSS to handle different
time-varying delay and computational errors. The stability
analysis and controller design are presented in Section IV.
Afterwards, Section V reports the experimental set-up and
results, and discusses the experimental results for the NIPVSS.
Conclusions and future work are given in Section VI.

II. RELATED WORK

In this section, we substantially review the previous works
on the IPSs related to networked and computational con-
straints. The unique features of our work are then discussed
as well.

A. Real-Time Control of the IPSs with Networked Constraints

A number of studies on the networked IPSs have been
reported [12]–[14]. The networked IPS is modeled as a control
system with state and input delays, and sliding mode control is
commonly used to achieve stable control [12]. The networked
IPS is established as a time-delay system model, and different
stability conditions are analyzed via Lyapunov functions [13].
In [14], the event-triggered control problem for linear time-
delay systems is investigated, where the control parameters
are optimized by adjusting the weights of the quadratic cost
function and the event-triggered parameters to improve the
proposed method in the networked IPS. However, the effective-
ness of the proposed methods described in the above studies
is only justified in simulations, and there are very few studies
that use real experiment to validate the proposed approaches.

In this paper, a novel NIPVSS is proposed to address the
network-induced delay problem. The statistical characteristics
of network-induced delay is analyzed and its impact on the
control system is then explored.

B. Real-Time Control of the IPSs with Computational Con-
straints

Visual servo firstly proposed by Hill and Park [15] is
a closed-loop control strategy based on visual information
feedback and has been widely applied in many areas such as
agriculture automation [16], industrial automation [17], [18],
intelligent medical instruments [19], and automated vehicle
navigation [20]. The problems such as visual sensing delay
may be caused by the uncertainty of visual measurement
and the changes in the environments such as background and
illumination [21], [22], which may deteriorate the performance
of visual servo systems and even cause system instability.
By introducing visual servo into the IPS, we generate the
visual servo-based IPS with certain computational time for
image acquisition and processing. According to image-induced
computational delay, the existing research studies can be
divided into two categories:

(1) Ignoring image-induced computational delay [22]–[24]: In
[22] and [23], only pendulum angles are obtained using
visual sensors. In [24], all state information of the cart and
the pendulum is detected by the visual sensors. However,
none of the above studies considers the effect of image-
induced computational delay on the stability performance.
To achieve high quality control, it is necessary to reason-
ably restrict the image processing time so as to achieve
real-time control of the visual servo-based IPS.

(2) Considering image-induced computational delay [25],
[26]: All state information of the IPS is detected by
visual sensors but image-induced computational delay is
a constant [25]. In [26], the detection method is the same
as that of [25], and the effect of image processing time
on the IPS is analyzed. However, the above studies do not
analyze specific characteristics of the image processing
elements.

In this paper, unlike the existing IPS that ignore image-
induced computational delay or regard it as a constant delay
whilst ignoring image processing errors, we propose real-time
computational methods for vision sensing measurements to ob-
tain cart positions and pendulum angles. A new event-triggered
sampling mechanism of visual sensors is designed according to
the statistical characteristics of the image processing elements
and computational errors.

C. Real-Time Control of the NIPVSSs with Networked and
Computational Constraints

An NIPVSS needs to handle the 3C challenges that have
been reported in [27], which reveal the relationship between
the networked constraints (e.g., network-induced delay, data
packet dropout, etc. [28]–[30]) and the system stability whilst
ignoring the effect of the computational time on the controller
design. In the meantime, due to the large number of image
data, the impact of the computational load on the system
performance cannot be ignored. For example, the data of
networked visual servo robots will affect the performance
of the control system because of the data amount and the
network-induced delay.

For networked visual servo robots, network-induced delay
and image-induced computational delay are contributing to the
total delay in the stability analysis [31]–[34]. In fact, these two
delay mechanisms hold different properties. The former is due
to limited network communication bandwidth and unbalanced
network load, whilst the latter is caused by image processing
tasks.

In this paper, network-induced delay and image-induced
computational delay are not part of the total delay changing
over time. Meanwhile, different from networked visual servo
robots, the effect of image processing errors is considered, and
network-induced and image-induced computational delays in
the NIPVSSs are characterized. The relationship between these
factors and the performance of the NIPVSSs is quantified.

III. PROBLEM FORMULATION

A. The Framework of the NIPVSS
In this paper, we propose an NIPVSS to deal with the invert-

ed pendulum under networked and computational constraints.
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Fig. 1. Framework of the NIPVSS.

Fig. 1 outlines the framework of the NIPVSS.
Remark 1: The NIPVSS is a typical CPS, which integrates

image processing computation, communication and control al-
gorithms. Compared against the IPS involving communication
network and relying on the simulation approach, the NIPVSS
in this paper is achieved on an experimental platform, and
the control algorithm for that purpose is designed according
to both networked and computational issues. Our work is
dedicated to providing theoretical basis and technical support
to achieve real-time industrial visual servo control.

As can be seen from Fig. 1, the real-time moving images
of the IPS captured by the industrial camera based on an
event-triggered strategy (See Section I of the supplementary
materials for image capturing) is sent to the image processing
component to extract the state information of the pendulum
angles and the cart positions, and the acquired state informa-
tion is sent to the remote controller via networks. Afterwards,
the corresponding control signals are processed by the control
component to achieve stable control of the IPS. However, there
are three problems engaging the 3C in the proposed NIPVSS
as shown in Fig. 1.

Remark 2: Unlike the threshold-based event-triggered sam-
pling condition, based on the latest transmitted sample-data
[35]–[41], the event-triggered sampling condition proposed
in this paper depends on the image processing unit. After
the image processing of the current image frame has been
completed and the inverted pendulum has changed its state,
the camera will be triggered to capture the next frame.

Computation: Using the visual sensors, the motion images
that include the state information of the IPS can be con-
tinuously captured. However, the physical variables such as
cart positions and pendulum angles are unable to be directly
acquired so image processing is requested to provide the state
information from the captured images. The whole procedure
of image processing (See Section I of the supplementary
materials for the detailed description) is outlined on the right-
hand side of Fig. 1, which mainly includes the original images,
image preprocessing (e.g. line interception and Canny edge
detection) and visual state measurements.

Furthermore, the changes of the environmental background

and illumination affect the image quality and the image
processing time that is statistically estimated and shown in
Section II.A of the supplementary materials. We denote the
image processing time and the lower and upper bounds of the
delay by 

dk ∈ [d−, d̄]

d− = 0.019s

d̄ = 0.029s.

(1)

The computational errors of the state variables are denoted as:

err(t) = Bww (t) (2)

where Bw =
[
0.0016 0.0071 0.0751 0.3510

]T
,

w (t) ∈ (−1,+1) guaranteeing w(t) ∈ L2(0,∞).
Remark 3: According to the statistical analysis of compu-

tational errors err(t) (See Section II.B of the supplementary
materials), the cart position, cart velocity, pendulum angle,
and pendulum angular velocity in err(t) are time-varied
with the ranges of [−0.0015,+0.0015], [−0.007,+0.007],
[−0.075,+0.075] and [−0.35,+0.35]. When each element
in Bw is set to be slightly bigger than the corresponding
upper bound of the above statistical results, namely Bw =[
0.0016 0.0071 0.0751 0.3510

]T
, and it follows that

w (t) ∈ (−1,+1) and ∥w(t)∥ < 1, which leads to

∥w(t)∥2 ,
(∫ ∞

0

∥w(t)∥2dt
)1/2

< ∞.

This guarantees that w(t) ∈ L2(0,∞).
Statistical analysis shows that the image processing time and

errors are time-varied and bounded which significantly affect
the stability of the IPS.

Remark 4: Different from the fixed condition shown in [22],
the image processing time in (1) is time-varied and bounded.
This severely affects the performance and stability of the IPS
(e.g. when the image processing time is larger than 34ms,
the IPS fails to work). Moreover, as can be seen from (2),
the computational error is time-varied and bounded. After the
computational error has been calculated, a larger control input
error will be brought in (e.g. if the pixel displacement error



IEEE TRANSACTIONS ON CYBERNETICS 4

of the cart is 2 pixels, the corresponding control input error
will become 5.83m/s2), causing an instable IPS. Therefore,
the influence of the image processing time and errors on the
system performance cannot be ignored in this study.

Communication: As shown in the left-hand side of Fig.
1, when information are transmitted through the network,
network-induced delay occurs in the transmission over the
network due to limited communication bandwidth and un-
balanced network load [42]–[44]. We denote network-induced
delay from the visual sensor to the controller and the network-
induced delay from the controller to the actuator by τsck and
τ cak , respectively.

Control: As mentioned above, the NIPVSS’s performance
is affected by image-induced computational delay (i.e., delay
induced by the image processing time) and errors and network-
induced delay. To achieve stable control of the NIPVSS, the
relationship between the control performance and 3C parame-
ters (i.e. image-induced computational delay, computational
errors and network-induced delay) need to be established.
Furthermore, based on such relationship, the controller can be
designed using a method such as Lyapunov stability approach.

Considering time-varying image-induced computational de-
lay, computational errors and network-induced delay and
the requirements of efficiently and accurately controlling the
NIPVSS, it is important to establish a closed-loop model,
analyze the system stability and design the controller.

B. The Closed-Loop Model of the NIPVSS

TABLE I
DETAILED MODEL PARAMETERS

Parameter Physical meaning Value

l
Length from the pivot

to the center of the pendulum 0.25m

m Mass of the pendulum 0.109kg
J Moment of inertia of the pendulum 0.009083kg·m2

g Acceleration of gravity 9.81m/s2
α Cart position m
θ Pendulum angle rad

According to Lagrange’s equations and linearization within
the range (|θ| 6 0.2 rad), the state-space equation of the in-
verted pendulum is modelled as follows, whilst the parameters
of the inverted pendulum are given in Table I.{

ẋ (t) = Ax (t) +Bv (t)

z (t) = Cx (t) +Dv (t)
(3)

where x (t) ∈ ℜ4 is the state vector and x1 = α, x3 = α̇, x2 =
θ, x4 = θ̇ defines the cart position, cart velocity, pendulum
angle and angular velocity, respectively. v (t) ∈ ℜ is the
actuator’s output signal, i.e., the cart acceleration. z (t) ∈ ℜ2

is the controlled output. A,B,C,D are constant matrices with
appropriate dimensions which are given bellow.

A =


0 0 1 0
0 0 0 1
0 0 0 0

0 lmg
J 0 0

 , B =


0
0
1
ml
J
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Fig. 2. Signal’s timing diagram of the NIPVSS.

C =

[
1 0 0 0
0 1 0 0

]
, D =

[
0
0

]
.

Remark 5: Generally, there are two approaches of modelling
system (3) according to different control input variables. One
is to define the external force on the cart as the control input
variable [45], and another is to define the cart acceleration
v (t) as the control input variable [46]. The second method is
employed in this paper.

Next, a full state feedback controller is designed, i.e.,

u(t) = Kx(t) (4)

where K is the feedback gain.
For obtaining the controller u(t) in (4), the signal’s timing

diagram of the NIPVSS is shown in Fig. 2, which is divided
into six steps as follows:
1) The real-time moving images of the IPS are captured by

using the above proposed event-triggered strategy, i.e., the
images are sampled at the instants {tk−1, tk, tk+1, . . .}.

2) For each captured image (e.g., the captured image at the
sampling instant tk), the state signal x(t) is acquired after
some time has been spent on the image processing (i.e.,
dk),

x(t) = x(tk), t ∈ {tk + dk, k = 0, 1, 2, . . .}.

3) The above state signal x(t) is transferred to the controller
with network-induced delay τsck , so the controller receives
x(t) at the instant tk + dk + τ sck , i.e.,

x̃(t) = x(tk), t ∈ {tk + dk + τsck , k = 0, 1, 2, . . .}.

4) Using the above x̃(t) and (4), the controller’s output signal
is obtained as

u(t) = Kx(tk), t ∈ {tk + dk + τsck , k = 0, 1, 2, . . .}.

5) The above controller’s output signal u(t) is transferred
to the actuator with network-induced delay τ cak , so the
actuator receives u(t) at the instant tk + dk + τsck + τ cak ,
and the actuator’s input signal is expressed by

ũ(t) = Kx(tk), t ∈ {tk + dk + τ sck + τ cak , k = 0, 1, 2, . . .}.
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6) After the control signal is received by the actuator (i.e.,
the above actuator’s input signal ũ(tk + dk + τsck + τ cak )),
it is stored in the zero-order hold of the actuator. This
control signal is operated to the plant by the actuator’s
output end. The actuator’s output signal will be changed
until the next control signal arrives (i.e., the next actuator’s
input signal ũ(tk+1 + dk+1 + τsck+1 + τ cak+1)). It means
that the effective operating duration of the control signal
is
[
tk + dk + τ sck + τ cak , tk+1 + dk+1 + τsck+1 + τ cak+1

)
. We

have

v (t) = Kx (tk) (5)

t ∈
[
tk + dk + τsck + τ cak , tk+1 + dk+1 + τsck+1 + τ cak+1

)
.

The above analysis clearly shows that the controller creates
the control signals after having received four-dimensional state
information and enables the actuator to achieve the closed-
loop control of the IPSs. Next, the characteristics of the
above mentioned network-induced delay τsck , τ cak and image
processing time dk are analyzed.

Considering the image processing time used for (1) and the
bound of the network-induced delay [27], we shall have:

0 < d− 6 dk 6 d̄

0 6 τsck 6 τ̄sc, 0 6 τ cak 6 τ̄ca
(6)

where τ̄sc and τ̄ca are the upper bounds of τ sck and τ cak ,
respectively.

The image sampling time tk is related to the image
processing time dk due to the industrial camera using an
event-triggered mechanism. In order to build the relationship
between the sampling time tk, the image processing time dk,
the network-induced delay τsck , τ cak and the actuator execution
time t, we reconsider the sampling instant tk as

tk = t− (t− tk) = t− d (t)− τ (t)

t ∈
[
tk + dk + τsck + τ cak , tk+1 + dk+1 + τsck+1 + τ cak+1

) (7)

where d(t) is the image-induced computational delay, which
is induced by the image processing time, and τ(t) is the total
network-induced delay including τsck and τ cak .

The time-varying delay d (t) and τ (t) are bounded by

D1 6 d (t) 6 D2, 0 6 τ (t) 6 τ (8)

where

D1 = min
k∈N

(dk) = d−,D2 = max
k∈N

(dk + dk+1) = 2d̄

τ = max
k∈N

(
τ sck+1 + τ cak+1

)
= τ̄sc + τ̄ca.

Note that (8) demonstrates that the relationship between the
upper bound of image-induced computational delay and the
upper bound of the image processing time.

In case there is no data packet disorder, taking the deriva-
tives of (7) with respect to t, the derivatives sum of d (t) and
τ (t) is

ḋ (t) + τ̇ (t) = 1. (9)

Assuming that ḋ (t) = µ1 > 0, τ̇ (t) = µ2 > 0, then we have

µ1 + µ2 = 1. (10)

Substituting (5) and (7) into (3) and considering computational
errors Bww (t) lead to

ẋ (t) = Ax (t) +BKx (t− d (t)− τ (t)) +Bww (t)

z (t) = Cx (t) +DKx (t− d (t)− τ (t))

t ∈
[
tk + dk + τ sck + τ cak , tk+1 + dk+1 + τsck+1 + τ cak+1

)
.

(11)

It can be observed that the closed-loop system (11) is a
continuous-time system with multiple time-varying delays and
image processing computational errors.

As a special case of the closed-loop system (11), assuming
that the external disturbance is absent (w (t) = 0), it takes no
account of the influence of the image processing computational
errors on the performance of the inverted pendulum. The
closed-loop system (11) can be described as

ẋ (t) = Ax (t) +BKx (t− d (t)− τ (t))

t ∈
[
tk + dk + τ sck + τ cak , tk+1 + dk+1 + τsck+1 + τ cak+1

)
.

(12)

Remark 6: Unlike the previous works [22], [23], the closed-
loop system (11) is an intelligent system, which considers
both image-induced computational and network-induced de-
lays. Furthermore, it also takes into account the influence of
computational errors caused by different system components,
which is nearly ignored in the other approaches.

Remark 7: The closed-loop system (11) is with multiple
time-varying delays, and the natures of various time-delay
are different: d (t) is related to the image processing time dk
and τ (t) is related to network-induced delay τ sck and τ cak .
For this reason, two different delays cannot be simply added
together and regarded as one single figure as treated in [31]–
[34], without fully studying the respective characteristics of
these two kinds of delays. In this paper, they are described as
two kinds of time-varying delay so that we can explore the
influence on the stability performance of the IPS.

C. Control Objectives

The problem to be addressed in this paper is formulated as
follows.
H∞ Control Problem [47], [48]: Given a scalar γ > 0,

the closed-loop system (11) is said to be stabilizable with an
H∞-norm bound γ if there exists a state-feedback controller
(5) such that two conditions are satisfied.

(1) The closed-loop system (11) is asymptotically stable
when w(t) = 0;

(2) For any nonzero w(t) ∈ L2(0,∞),

∥z(t)∥2 < γ∥w(t)∥2 (13)

is satisfied under zero initial conditions.

Remark 8: The computational errors of the state variables
are denoted as (2). In this paper, the inequality (13), i.e.,
∥z(t)∥2

∥w(t)∥2
< γ, is used to evaluate the disturbance attenuation

ability. The smaller γ means the stronger disturbance attenu-
ation ability.



IEEE TRANSACTIONS ON CYBERNETICS 6

IV. STABILITY ANALYSIS AND H∞ CONTROLLER DESIGN

A. Stability Analysis

In this section, we will present sufficient conditions to solve
the problem formulated in Section III. Firstly, we present one
lemma below, which forms the foundation for deriving the
major theorem.

Lemma 1 [49]: For any constant matrix R ∈ ℜn×n, R =
RT > 0, scalar D1 6 d (t) 6 D2, and vector function ẋ :
[−D2,−D1] → ℜn such that the following integration is well
defined, then

− (D2 −D1)

∫ t−D1

t−D2

ẋT (w)Rẋ (w) dw 6 HT (t)ΩH (t) .

(14)

where

H (t) =

x (t−D1)

x (t− d (t))

x (t−D2)

 , Ω =

 −R R 0
∗ −2R R
∗ ∗ −R

 .

Remark 9: The above Lemma 1 can be obtained by using
Jensen’s inequality [50]. If a different integral inequality is
used (e.g., the canonical Bessel-Legendre inequality [51], the
improved reciprocally convex inequality [52]), rather than
Jensen’s inequality, Lemma 1 can be replaced. However, the
computation complexity will be higher because more decision
variables are required. This new study will be carried out in
the future.

Theorem 1: For some given constants 0 < τ , 0 < D1 < D2,
γ > 0 and µ1 > 0, µ2 > 0, if there exist real symmetric ma-
trices P > 0, Qi > 0 (i = 1, 2, . . . , 7), Zj > 0 (j = 1, 2, 3, 4)
with appropriate dimensions, such that[

Π11 Π12

∗ Π22

]
< 0 (15)

hold, where Π11 =

[
Π11

11 Π12
11

∗ Π22
11

]
and

Π11
11 =

Ψ11 Z1 0 0 Z3 0 PBK 0
∗ Ψ22 Z2 0 0 0 Z4 0
∗ ∗ Ψ33 Z2 0 0 0 0
∗ ∗ ∗ Ψ44 0 0 0 0
∗ ∗ ∗ ∗ Ψ55 Z3 0 0
∗ ∗ ∗ ∗ ∗ Ψ66 0 0
∗ ∗ ∗ ∗ ∗ ∗ Ψ77 Z4

∗ ∗ ∗ ∗ ∗ ∗ ∗ Ψ88


Π12

11 =
[

BwP E1 ⊗ 0 0 0
C E1 ⊗ 0 DK 0

]T
Π22

11 = diag
{
−γ2I,−I

}
Ψ11 = PA+ATP +

7∑
i=1

Qi − Z1 − Z3

Ψ22 = −Q1 − Z1 − Z2 − Z4

Ψ33 = − (1− µ1)Q2 − 2Z2

Ψ44 = −Q3 − Z2

Ψ55 = − (1− µ2)Q4 − 2Z3

Ψ66 = −Q5 − Z3

Ψ77 = −2Z4

Ψ88 = −Q7 − Z4

Π12 =[
ẐTAΛT , ET

2 ⊗ 0, ẐTBKΛT , ET
3 ⊗ 0, ẐTBw, E

T
3 ⊗ 0

]T
Π22 = −diag {Z1, Z2, Z3, Z4} ,
Ẑ =

[
ZT
1 ZT

2 ZT
3 ZT

4

]T
Λ = diag {D1I,D12I, τI,D13I}
E1 = [E3, 1]

E2 =
[
ET

3 , E
T
3 , E

T
3 , E

T
3

]T
E3 =

[
1 1 1 1

]
D12 = D2 −D1, D13 = D3 −D1, D3 = D2 + τ
then the closed-loop system (11) is asymptotically stable with
an H∞ disturbance attenuation level γ under zero initial
condition for all the time-delay satisfying (8)-(10).

Proof: See Appendix A.
Remark 10: A linear matrix inequality (LMI) for the H∞

control problem similar to (15) is considered in [53] in the
context of disturbance attenuation for time-delay systems. The
difference lies in two aspects: 1) The disturbance is caused
by computational errors of image processing in additional
to noise. 2) The time-varying delays include both network-
induced delay and image-induced computational delay. Us-
ing Theorem 1, the stability of the closed-loop system (11)
with multiple time-varying delays and external disturbance
is proved, which reflects the relationship between image-
induced computational and network-induced issues and system
performance. This work has important significance for the CPS
with the 3C concerns.

Corollary 1: For some given constants 0 < τ , 0 < D1 < D2

and µ1 > 0, µ2 > 0, if there exist real symmetric matrices
P > 0, Qi > 0 (i = 1, 2, . . . , 7), Zj > 0 (j = 1, 2, 3, 4) with
appropriate dimensions, such that[ ∏̄

11

∏̄
12

∗
∏̄

22

]
< 0 (16)

hold, where
Π̄11 = Π11

11

Π̄12 =
[
ZTAΛT , ET

2 ⊗ 0, ZTBKΛT , ET
3 ⊗ 0

]T
Π̄22 = Π22

then the closed-loop system (12) is asymptotically stable for
all the time-delay satisfying (8)-(10).

Proof: The proof is similar to that of Theorem 1, which is
omitted here.

B. H∞ Controller Design
Deriving the feedback gain K in Theorem 1 involves

nonlinear terms such as PBK in (15) that cannot be retrieved
straightforward. However, the nonlinear terms can be elimi-
nated using a spacial matrix X = P−1 such that an LMI
formulation is created. The controller design algorithm is given
in the following theorem.

Theorem 2: For some given constants 0 < τ , 0 < D1 < D2,
γ > 0 and µ1 > 0, µ2 > 0, εj (j = 1, 2, 3, 4), if there exist
real symmetric matrices X > 0, Q̃i > 0 (i = 1, 2, . . . , 7),
Z̃j > 0 (j = 1, 2, 3, 4) and arbitrary matrix Y with appropriate
dimensions, such that[

Φ11 Φ12

∗ Φ22

]
< 0 (17)
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hold, where Φ11 =

[
Φ11

11
Φ12

11

∗ Φ22
11

]
and

Φ11
11 =

Θ11 Z̃1 0 0 Z̃3 0 BY 0

∗ Θ22 Z̃2 0 0 0 Z̃4 0

∗ ∗ Θ33 Z̃2 0 0 0 0
∗ ∗ ∗ Θ44 0 0 0 0

∗ ∗ ∗ ∗ Θ55 Z̃3 0 0
∗ ∗ ∗ ∗ ∗ Θ66 0 0

∗ ∗ ∗ ∗ ∗ ∗ Θ77 Z̃4

∗ ∗ ∗ ∗ ∗ ∗ ∗ Θ88


Φ12

11 =
[

Bw E1 ⊗ 0 0 0
CXT E1 ⊗ 0 DY 0

]T
Φ22

11 = diag
{
−γ2I,−I

}
Φ12 =[
AXΛT , ET

2 ⊗ 0, BY ΛT , ET
3 ⊗ 0, BT

wΛ
T , ET

3 ⊗ 0
]T

Φ22 = −diag {Γ1,Γ2,Γ3,Γ4}

Θ11 = AX +XAT +
7∑

i=1

Q̃i − Z̃1 − Z̃3

Θ22 = −Q̃1 − Z̃1 − Z̃2 − Z̃4

Θ33 = − (1− µ1) Q̃2 − 2Z̃2

Θ44 = −Q̃3 − Z̃2

Θ55 = − (1− µ2) Q̃4 − 2Z̃3

Θ66 = −Q̃5 − Z̃3

Θ77 = −2Z̃4

Θ88 = −Q̃7 − Z̃4

Γj = −2εjX + ε2j Z̃j (j = 1, 2, 3, 4)
and Λ, E1, E2, E3, D12, D13, D3 are defined in Theorem
1, then the closed-loop system (11) is asymptotically stable
with an H∞ disturbance attenuation level γ under zero initial
condition for all the time-delay satisfying (8)-(10), with a state
feedback gain K = Y X−1.

Proof: See Appendix B.

Remark 11: Given the parameters of multiple time-varying
delays and H∞ disturbance attenuation level γ, the state
feedback gain K can be obtained by solving (17).

Corollary 2: For some given constants 0 < τ , 0 < D1 <
D2 and µ1 > 0, µ2 > 0, εj (j = 1, 2, 3, 4), if there exist
real symmetric matrices X > 0, Q̃i > 0 (i = 1, 2, . . . , 7),
Z̃j > 0 (j = 1, 2, 3, 4) and arbitrary matrix Y with appropriate
dimensions, such that

[
Φ̄11 Φ̄12

∗ Φ̄22

]
< 0 (18)

hold, where
Φ̄11 = Φ11

11

Φ̄12 =
[
AXTΛT , ET

2 ⊗ 0, BY ΛT , ET
3 ⊗ 0

]T
Φ̄22 = Φ22

then the closed-loop system (12) is asymptotically stable for
all the time-delay satisfying (8)-(10), with a state feedback
gain K = Y X−1.

Proof: The proof is similar to that of Theorem 2, which is
omitted here.

1
dist

2
dist

3
dist

Fig. 3. The plane of the inverted pendulum is parallel to that of the camera.

V. EXPERIMENTS

A. Building the Experimental Platform

In this paper, a new IPS named NIPVSS is presented in
Section III of the supplementary materials. However, two
reasons contribute to the instability of the IPS.

1) Computational errors: These errors mainly come from
two factors: i) The images of the inverted pendulum
are affected by the experimental environments, such as
illumination, background, etc. ii) Due to the distance
between the image plane and the inverted pendulum
plane, we have to resize the acquired images collected by
the platform as shown in Fig. 3. All of these factors will
amplify the computational errors and affect the stability
of the control system.

2) Image processing time: It is time-consuming to locate fea-
ture points in the cart and pendulum images. Meanwhile,
according to the pixel displacement of the feature points,
the pendulum angles and the cart positions are computed
using the standard inverse triangular function method
[54], which inevitably increases the computational time
of the system, affecting the selection of the control cycles
and the control performance of the NIPVSS.

We solve them as follows:
1) To reduce the influence of illumination, background and

external uncertainty on image acquisition and processing,
five light-emitting diode (LED) stroboscopic fluorescent
lamps with adjustable illumination levels are used as
the light sources, which are erected vertically above
the inverted pendulum platform. This ensures uniform
illumination to correspond to the motion range of the
inverted pendulum.

2) To reduce the errors caused by the non-parallel planes
between the inverted pendulum and the camera, we use
a level meter to ensure the horizontal placement of
their individual platforms, and then the shortest distance
between two planes is measured by selecting three points
located on left, middle and right hand side of the inverted
pendulum. We let dist1 = dist2 = dist3 to ensure that
the two planes are parallel to each other, as shown in Fig.
3.

Considering image-induced computational delay and errors
mentioned above, the experimental environment, hardware
platform and system model are fixed and an ultimate NIPVSS
is shown in Fig. 4.
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Fig. 4. Experimental platform of the NIPVSS.

Remark 12: Note that compared with the traditional inverted
pendulum experiment platforms [55], [56], the application of
visual sensing will inevitably lead to the problems of illumi-
nation and the image plane nonparallel to the main inverted
pendulum plane. We solve these problems using five LED
stroboscopic fluorescent lamps with adjustable illumination
levels as the light sources and a level meter. Indeed, the final
NIPVSS developed in this project includes: (1) GLIP2001C
linear motion inverted pendulum produced by Gu Hi-Tech Ltd.
(2) Aca640-120gm monochrome camera with light sources. (3)
The controller contains a PC, GT-400-SV motion control card
and MSMA023A1A AC servo motor driver, which is used to
drive the cart-inverted pendulum.

B. Simulation and Real-time Control Experiments

In the above section, the stability of the NIPVSS with
multiple time-varying delays and computational errors have
been analyzed, and the stability performance indicator and the
working conditions of the controller are presented as well.
In this section, to validate the effectiveness and real-time
performance of the proposed method, simulations and real-
time control procedure are demonstrated. The design of the
controller are based on Theorem 2 and Corollary 2 presented
in section IV. In order to apply Theorem 2 and Corollary 2, it
is necessary to know the parameters, i.e., the low and upper
bounds (D1 and D2) of time-varying d (t), the upper bound (τ )
of the time-varying τ (t), H∞ disturbance attenuation level γ,
and µ1, µ2, εj (j = 1, 2, 3, 4). From (1), (6) and (8), we know
that

D1 = min
k∈N

(dk) = 0.019s,D2 = max
k∈N

(dk + dk+1) = 0.058s.

Moreover, it is noticed that τsck ∈ (0, 0.007] s and τ cak ∈
(0, 0.007] s. Empirical evidence shows τ̄sc = 0.007s and
τ̄ca = 0.007s. From (8), we can derive that

τ = max
k∈N

(
τ sck+1 + τ cak+1

)
= τ̄sc + τ̄ca = 0.014s.

Fig. 5. Cart positions with controller gain K1 (simulation and experiment)
and controller gain K2 (simulation)

Fig. 6. Pendulum angles with controller gain K1 (simulation and experiment)
and controller gain K2 (simulation)

Other parameters γ, µ1, µ2 and εj (j = 1, 2, 3, 4) are given as
follows:

γ = 2.1, µ1 = 0.3, µ2 = 0.7

ε1 = 0.01, ε2 = 0.75, ε3 = 1.2, ε4 = 0.022.

The parameters γ and εj (j = 1, 2, 3, 4) have been chosen
heuristically as they satisfy Theorem 2 and the controllers.
For µ1 and µ2, according to the statistical characteristics of
τ̇(t), the mean value of τ̇(t) is firstly calculated as 0.6791, so
µ2 is approximately set as 0.7. Then, according to (10), µ1 is
set as 0.3.

Then, after having solved (17) and (18), we get the con-
troller gain K1 of the closed-loop system (11) and the con-
troller gain K2 of the closed-loop system (12) which are shown
as follows:

K1 =
[
3.7137 −29.3065 4.0140 −5.3880

]
K2 =

[
0.1866 −18.8363 0.7655 −3.4738

]
.

We now verify the rationality and validity of the proposed
method from 4 aspects.

1) Analyzing the influence of computational errors on the
inverted pendulum system’s performance.

The experimental platform of the NIPVSS is shown in Fig.
4. In order to analyze the influence of computational errors
on the IPS performance and evaluate the performance of the
controller through Theorem 2 and Corollary 2, simulations and
real-time experiments have been implemented to compare the
performance of controllers K1 and K2. The initial conditions
of the state quantity are set to be x0 =

[
0 0.100 0 0

]T .
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The simulation and experimental results are shown in Figs.
5 and 6. They illustrate the cart positions and the pendulum
angles with the controller gain K1 (simulation and experiment,
considering the image processing errors) and under controller
gain K2 (simulation, ignoring computational errors), respec-
tively. We will firstly consider the simulation results. Compar-
ing Figs. 5 and 6, we notice that the cart and the pendulum
soon move into a stable state with small fluctuations with the
controller gain K1, although the cart and the pendulum can
move into a stable state with the controller gain K2 where
the cart traverses on the rail with large offsets. The control
performance with the controller gain K1 is obviously better
than that with the controller gain K2.

Then, the real-time control experiments are conducted on
building the experimental platform with different controller
gains K1 and K2, respectively. Network-induced delay is
randomly produced according to the measures (0, 0.014] s.
The experiments verify that the controller gain K1 results in
stable control of the cart-inverted pendulum and the real-time
control result is illustrated in Figs. 5 and 6, which show that
the cart and the pendulum soon move into a stable state with
a relatively stable performance. However, the controller gain
K2 is unable to achieve the stable control of the cart-inverted
pendulum. These indicate that it is reasonably necessary to
consider the influence of computational errors on the NIPVSS
performance.

Analyzing the outcomes shown in Figs. 5 and 6 with the
same controller gain K1, we observe a minor discrepancy
between the simulation and experiment results. Two possible
reasons attribute to this: (1) The linearized IPS is not accurate.
(2) The delay and errors may be due to data transaction
between system components which is beyond the current
discuss.

2) Analyzing the relationship between network-induced de-
lay and image-induced computational delay.

TABLE II
GIVEN THE UPPER BOUND τ OF NETWORK-INDUCED DELAY, THE UPPER

BOUND D2 OF IMAGE-INDUCED COMPUTATIONAL DELAY AND THE
UPPER BOUND d̄ OF THE IMAGE PROCESSING TIME.

Given τ 0 0.01 0.02 0.04 0.06 0.08 0.084

D2 0.086 0.076 0.066 0.046 0.026 0.006 0
d̄ 0.043 0.038 0.033 0.023 0.013 0.003 0

The relationship, for the IPS stability performance, between
network-induced and computational delays needs to be ana-
lyzed according to Theorem 1 with the controller gain K1.
Given the upper bound τ of network-induced delay, we infer
the upper bound D2 of the time-varying image-induced com-
putational delay, i.e., the upper bound d̄ of the image process-
ing time which ensures the closed-loop system (11) to be stable
and controllable according to Theorem 1, and vice versa. The
corresponding linear relationships between τ , D2 and d̄ are
listed in Table II. Table II depicts that the theoretical variation
ranges of network-induced delay and image processing time
are τ (t) ∈ (0, 0.084] s and d̄ ∈ [0, 0.043] s, respectively.
As a comparison, the experimental variation ranges of the

Fig. 7. Cart positions with different upper bounds d̄ of image processing
time.

Fig. 8. pendulum angles with different upper bounds d̄ of image processing
time.

network-induced delay and image processing time in this paper
respectively are τ (t) ∈ (0, 0.014] s and d̄ ∈ [0.019, 0.029] s.
In result, the experimental variation ranges is a subset of the
theoretical ones. These verify the effectiveness of the proposed
method.

3) Analyzing the influence of image-induced computational
delay on the inverted pendulum system’s performance.

The maximum upper bound of the time-varying image-
induced computational delay is D2 = 0.072s (i.e., the maxi-
mum upper bound of the image processing time is d̄ = 0.036s)
which ensures the closed-loop system (11) stable and control-
lable according to Theorem 1 with the variation range τ (t) ∈
(0, 0.014] s of network-induced delay with the controller gain
K1. When D2 > 0.072s (i.e., d̄ > 0.036s), the closed-loop
system (11) is divergent and uncontrolled which indicates that
the influence of image-induced computational delay on the
control system performance is relatively strong. In order to
analyze the actual influence of image-induced computational
delay on the inverted pendulum system performance, the
real-time control experiments are subsequently implemented
with different upper bounds of the image processing time
d̄ = 0.029s/0.032s/0.034s/0.035s/0.036s, respectively, and the
initial conditions of the status quantity have been set as
x0 =

[
0 0 0 0

]T . The cart positions and the pendulum
angles of the real-time control experiments are illustrated in
Figs. 7 and 8, respectively. Furthermore, the mean and standard
deviation (STD) of the cart positions and pendulum angles are
used to show the stable performance of the inverted pendulum
system. The mean of the cart positions displays the extent
of the cart deviating from the initial position and that of



IEEE TRANSACTIONS ON CYBERNETICS 10

Fig. 9. Cart positions with different upper bounds τ of the network-induced
delay.

the pendulum angles displays the degree of the pendulum
deviating from the vertical direction. The STD of the cart
positions and pendulum angles displays the extent of the cart
and the pendulum deviating from the mean, i.e., the fluctuation
degree of the cart and the pendulum. The mean and STD of
the cart positions and pendulum angles are illustrated in Table
III, respectively.

TABLE III
MEAN AND STD OF CART POSITIONS AND PENDULUM ANGLES UNDER

DIFFERENT UPPER BOUNDS d̄ OF THE IMAGE PROCESSING
COMPUTATIONAL TIME.

d̄
0.029 0.032 0.034 0.035 0.036

MCP1(m) 0.0226 0.0288 0.0315 0.0397 0.0479
SCP2(m) 0.0349 0.0446 0.0487 0.0692 0.0913
MPA3(rad) 0.0039 0.0035 0.0035 0.0064 0.0062
SPA4(rad) 0.0202 0.0211 0.0237 0.0716 0.1145
1 Mean of cart position. 2 STD of cart position.
3 Mean of pendulum angle. 4 STD of pendulum angle.

Table III shows that, when the image processing time is
d̄ = 0.029s/0.032s/0.034s, the curves of the cart positions
and pendulum angles have no significant difference and the
fluctuations of these curves slightly increase with gradual-
ly increasing d̄. When the image processing time is d̄ =
0.035s/0.036s, the curves of the cart positions and pendulum
angles show large fluctuations. Table III shows that, when the
image processing time is d̄ 6 0.034s, the mean and STD
of the cart positions and pendulum angles slightly increase
with gradually increasing d̄. when the image processing time
is d̄ > 0.034s, the STD of the cart positions and pendulum
angles appear to be of large increase, i.e., the dispersion degree
of the cart positions and pendulum angles rapidly increase.
Figs. 7 and 8 and Table III show that, within a certain change
range of image processing time, the designed controller is able
to achieve stable control on the cart-inverted pendulum and
the stability performance slightly deteriorates with gradually
increasing image processing time. When the image processing
time exceeds a certain limit, the designed controller is unable
to achieve stable control of the cart-inverted pendulum. The
allowable maximum upper bound of the image processing time
(d̄ = 0.034s), which ensures the cart-inverted pendulum stable
and controllable, is slightly less than the theoretical derivation
threshold (d̄ = 0.036s). Due to the uncontrollable experi-

Fig. 10. Pendulum angles with different upper bounds τ of the network-
induced delay.

mental environment, the theoretical simulation is unable to
simulate the actual conditions, resulting in that the theoretical
threshold is larger than the actual result. The experimental
results show that image-induced computational delay (i.e., it
is induced by the image processing time) has a significant
influence on the performance of the inverted pendulum system
and efficient image processing algorithms are required to
improve the image processing speed whilst reducing image
processing time.

4) Analyzing the influence of network-induced delay on the
inverted pendulum system’s performance.

TABLE IV
MEAN AND STD OF THE CART POSITIONS AND PENDULUM ANGLES IN

DIFFERENT UPPER BOUNDS τ OF THE IMAGE PROCESSING TIME.

τ
0.0140 0.0180 0.0240 0.0250 0.0260

MCP1(m) 0.0240 0.0280 0.0310 0.0380 0.0450
SCP2(m) 0.0370 0.0430 0.0500 0.0690 0.0870
MPA3(rad) 0.0029 0.0037 0.0041 0.0041 0.0051
SPA4(rad) 0.0162 0.0183 0.0219 0.0781 0.1057
1 Mean of cart position. 2 STD of cart position.
3 Mean of pendulum angle. 4 STD of pendulum angle.

The maximum upper bound of the time-varying network-
induced delay is τ = 0.028s, which ensures the closed-loop
system (11) stable and controllable with the variation range
D2 ∈ [0.019, 0.058] s of the time-varying computational delay
and controller gain K1. When τ > 0.028s, the closed-loop
system (11) is divergent and uncontrolled which indicates that
the influence of network-induced delay on the control system
performance is significant. In order to analyze the actual
influence of network-induced delay on the inverted pendulum
system’s performance, the real-time control experiments are
subsequently implemented with the upper bound of network-
induced delay τ = 0.014s/0.018s/0.024s/0.025s/0.026s,
respectively, and the initial conditions of the status quantity
have been set to be x0 =

[
0 0 0 0

]T . The cart positions
and pendulum angles of the real-time control experiments
are illustrated in Figs. 9 and 10, respectively. Furthermore,
the mean and standard deviation (STD) of the cart positions
and pendulum angles are also used to show the stability
performance of the inverted pendulum system and the mean
and STD of the cart positions and pendulum angles are
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illustrated in Table IV, respectively.
Figs. 9 and 10 show that, when network-induced de-

lay is τ = 0.014s/0.018s/0.024s, the curves of the cart
positions and pendulum angles have no significant differ-
ence and the fluctuations of these curves slightly increase
with gradual increasing τ . When network-induced delay is
τ = 0.025s/0.026s, the curves of the cart positions and
pendulum angles show large fluctuations. Table IV shows
that, when network-induced delay is τ 6 0.024s, the mean
and STD of cart positions and pendulum angles slightly
increase without significant increase with gradually increasing
τ ; When network-induced delay is τ > 0.034s, the STD
of the cart positions and pendulum angles have significant
increases, i.e., the dispersion degrees of the cart positions and
pendulum angles rapidly increase. Figs. 9 and 10 and Table
IV all show that, within a certain change range of network-
induced delay, the designed controller is able to achieve stable
control towards the cart-inverted pendulum and the stability
performance slightly deteriorates with gradually increasing
image processing time. When network-induced delay exceeds
a certain threshold, the designed controller is unable to achieve
stable control on the cart-inverted pendulum. We observe that
the allowable maximum upper bound of the network-induced
delay (τ = 0.024s), which ensures the cart-inverted pendulum
stable and controllable, is slightly less than the theoretical
expectation (τ = 0.028s). Since the actual experimental
environment is complex and multiple factors influence the
stability performance of the inverted pendulum, the theoretical
simulation is unable to simulate the actual conditions and the
theoretical threshold is greater than the actual measurement.
The results of the experiments show that network-induced
delay has a significant influence on the inverted pendulum
system’s performance, and the network transmission rate and
transmission quality need to be improved to reduce network-
induced delay.

VI. CONCLUSION

The objective of this paper is to solve the real-time con-
trol problem of a networked inverted pendulum visual servo
system, which jointly involves communication networking
and visual servo. An experimental platform of the networked
inverted pendulum visual servo control has been designed and
fully investigated. The characteristics of image processing time
and computational errors are then analyzed based on a large
amount of experiments whilst the event-triggered sampling
mechanism of visual sensors is designed. Furthermore, a
new closed-loop model of the networked inverted pendulum
visual servo system with multiple time-varying delays and
computational errors are established considering the different
characteristics of image-induced computational and network-
induced delays. Moreover, an H∞ disturbance attenuation
level γ was given, and the corresponding H∞ controller design
has been accomplished using the linear matrix inequality
approach. Finally, the simulation and real-time control experi-
mental results demonstrated the effectiveness of the proposed
design method. In the future, using some filtering methods
such as [57], the filtering of signals for the NIPVSS are very
interesting and significant research venues.

APPENDIX A
PROOF OF THEOREM 1

Define a Lyapunov functional as

V (x (t)) = V1 + V2 + V3 + V4 + V5 + V6 + V7 (19)

where
V1 = xT (t)Px (t)

V2 =

∫ t

t−D1

xT (s)Q1x (s) ds

+

∫ t

t−d(t)

xT (s)Q2x (s) ds+

∫ t

t−D2

xT (s)Q3x (s) ds

V3 =

∫ 0

−D1

∫ t

t+θ

D1ẋ
T (s)Z1ẋ (s) dsdθ

+

∫ −D1

−D2

∫ t

t+θ

D12ẋ
T (s)Z2ẋ (s) dsdθ

V4 =
∫ t

t−τ(t)
xT (s)Q4x (s) ds+

∫ t

t−τ
xT (s)Q5x (s) ds

V5 =
∫ 0

−τ

∫ t

t+θ
τ ẋT (s)Z3ẋ (s) dsdθ

V6 =
∫ t

t−d(t)−τ(t)
xT (s)Q6x (s)ds+

∫ t

t−D3
xT (s)Q7x (s)ds

V7 =
∫ −D1

−D3

∫ t

t+θ
D13ẋ

T (s)Z4ẋ (s) dsdθ.
Then, taking the derivative of V (x (t)) with respect to t

and using Jensen’s inequality and Lemma 1 lead to

V̇ (x (t)) 6 ζT (t)Ωζ (t) + γ2wT (t)w (t) (20)

where

ζT (t) =
[
xT (t) xT (t−D1) xT (t− d (t))

xT (t−D2) xT (t− τ (t)) xT (t− τ) xT (t− d (t)− τ (t))

xT (t−D3) w (t)
]

Ω =

[
Ω11 Ω12

∗ Ω22

]

Ω11 =


Ξ11 Z1 0 0
∗ Ξ22 Z2 0
∗ ∗ Ξ33 Z2

∗ ∗ ∗ Ξ44


Ω12 =


Z3 0 Ξ17 0 Ξ19

0 0 Z4 0 0
0 0 0 0 0
0 0 0 0 0



Ω22 =


Ξ55 Z3 0 0 0
∗ Ξ66 0 0 0
∗ ∗ Ξ77 Z4 Ξ79

∗ ∗ ∗ Ξ88 0
∗ ∗ ∗ ∗ Ξ99


Ξ11 = PA+ATP +

7∑
i=1

Qi − Z1 − Z3 + AT Z̄A

Ξ22 = −Q1 − Z1 − Z2 − Z4

Ξ33 = − (1− µ1)Q2 − 2Z2

Ξ44 = −Q3 − Z2

Ξ55 = − (1− µ2)Q4 − 2Z3

Ξ66 = −Q5 − Z3

Ξ77 = −2Z4 +KTBT Z̄BK
Ξ88 = −Q7 − Z4

Ξ99 = −γ2I +BT
wZ̄Bw

Ξ17 = PBK +AT Z̄BK
Ξ19 = PBw +AT Z̄Bw
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Ξ79 = KTBT Z̄Bw

Z̄ = D2
1Z1 + D2

12Z2 + τ2Z3 + D2
13Z4.

Next, we will prove Theorem 1 from two aspects according
to the problem formulated in Section III.

One Aspect: Assuming that w (t) = 0, if Ω < 0, it follows
that

V̇ (x (t)) 6 0 (21)

then the closed-loop system (11) is asymptotically stable in
the absence of w(t) for all time-delay satisfying (8)-(10).

Another Aspect: Any nonzero w(t) ∈ L2(0,∞). Adding
zT (t)z(t) to the left and right sides of (20) and moving
γ2wT (t)w (t) to the left side leads to

V̇ (x (t)) + zT (t) z (t)− γ2wT (t)w (t) 6 ζT (t) Γζ (t) (22)

where Γ =

[
Γ11 Γ12

∗ Γ22

]
and

Γ11 = Ω11 + diag{CTC, 0, 0, 0}
Γ12 = Ω12 +

[
C̄T ⊗ I, C̄T ⊗ 0, C̄T ⊗ 0, C̄T ⊗ 0

]T
Γ22 = Ω22 + diag{0, 0,KTDTDK, 0, 0}
C̄ = [0, 0, CTDK, 0, 0]
and I is the identity matrix with an appropriate dimension. If
Γ < 0 is established, it follows that

V̇ (x (t)) + zT (t) z (t)− γ2wT (t)w (t) < 0. (23)

Under zero initial condition, i.e., V (0) = 0, the two sides are
integrated from 0 to ∞, resulting in∫ ∞

0

[
zT (t)z(t)− γ2wT (t)w(t)

]
dt

< V (0)− V (∞) = −V (∞) < 0

(24)

which means that ∥z(t)∥2 < γ∥w(t)∥2 is established.
According to the Schur complement, (15) is satisfied, infer-

ring Γ < 0 and Ω < 0. The proof is thus completed.

APPENDIX B
PROOF OF THEOREM 2

Pre- and post-multiplying the inequality (16) in section III
with

diag

P−1, . . . , P−1︸ ︷︷ ︸
8

, I, I, Z−1
2 , . . . , Z−1

2︸ ︷︷ ︸
4


and its transpose, respectively, and setting

X = P−1, Q̃i = P−1QiP
−1 (i = 1, 2, . . . , 7)

Z̃j = P−1ZjP
−1 (j = 1, 2, . . . , 4) , Y = KX.

Because (εX −R)R−1 (εX −R) > 0, where R = RT is
a real symmetric matrix and X is an appropriate dimensions
matrix, we have(

εjP
−1 − Z−1

j

)
Zj

(
εjP

−1 − Z−1
j

)
> 0

i.e.,

−Z−1
j < −2εjP

−1 + ε2jP
−1ZjP

−1 (j = 1, 2, . . . , 4) .

This completes the proof.

REFERENCES

[1] G. Ronquillo-Lomeli, G. J. Rı́os-Moreno, A. Gómez-Espinosa, L. A.
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Supplementary Materials—Real-Time H∞ Control
of Networked Inverted Pendulum Visual Servo

Systems
Dajun Du, Changda Zhang, Yuehua Song, Huiyu Zhou, Xue Li, Minrui Fei, Wangpei Li

Abstract—This is the supplementary materials of the paper
“Real-Time H∞ Control of Networked Inverted Pendulum Visual
Servo Systems” submitted to IEEE Transactions on Cybernetics.
Section I provides details of the designed image processing algo-
rithm. Section II gives the statistical analysis of the computational
time and errors for the statistical model. A new IPS named
NIPVSS is presented in Section III.

I. IMAGE PROCESSING ALGORITHM

A. Image Capturing

In the practical experiments, to ensure the image quality
with enough exposure time and an appropriate (not too long)
state time-delay, the frame rate of camera is set as 100
frames per second (fps) which means that the time-consuming
(exposure time) is 10 millisecond (ms) of capturing each
image frame. Furthermore, to real-time continuously capture
the pendulum motion images and reduce the image process-
ing time, an event-triggered strategy is adopted, i.e., when
completing the image processing of current image frame and
acquiring the cart position and pendulum angle, the camera
will be immediately triggered to capture the next image frame.
Therefore, there are 30-50 frames images being processed per
second whilst the exposure time of every image frame is 10ms.

B. Image Preprocessing

An original image captured by the camera with a uniform
background is shown in Fig. A.1(a). To determine the positions
of the cart and the pendulum on the image plane, the captured
images are processed by a series of image processing algo-
rithms. The visual sensor is able to provide rich information
about the target and the surrounding environment, but the
redundancy in the data information is severe, which takes large
computational time. Firstly, the regions containing the cart and
the pendulum motion areas are found from the original image,
respectively, which aims at reducing data volume in order to
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(a) Original image (b) Cart motion areas image (c) Pendulum motion areas image

Fig. A.1. Find the motion areas of cart and pendulum from the original image.

(a)  Cart edge (b) Pendulum edge

Fig. A.2. Edge detection using The Canny edge detection algorithm.

have less image processing time. Because the camera and
the inverted pendulum are fixed, the cart-inverted pendulum
system is projected onto an image that has a constant size.
The cart and the pendulum move within the fixed rows. Thus,
it is easy to find the motion areas of the cart and pendulum
based on the prior knowledge about the interval of the rows,
and the results are shown in Fig. A.1(b) and (c), respectively.
The standard Canny edge detection algorithm is then used to
detect the edge information of the cart and the pendulum which
are shown in Fig. A.2(a) and (b), respectively.

C. Cart Position Measurement

The unit of the cart position is pixel, but the unit of
the experimental control parameters is physical displacement
(e.g., in the state variable, the units of the cart position and
pendulum angle are metre (m) and radian (rad), respectively).
We need to implement the unit conversion which is based on
the camera perspective projection model shown in Fig. A.3.
From Fig. A.3, we see that there are four coordinate systems,
i.e., the world coordinate system Ow −XwYwZw, the camera
coordinate system Oc −XcYcZc, the pixel coordinate system
O0−pq and the image plane coordinate system O1−xy. The
point Oc denotes the optical center of the camera, and the
axis Zc denotes the optical axis of the camera. Noting that
the axis Zc is perpendicular to the pixel coordinate plane and
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Fig. A.3. Camera perspective projection model.

the vertical intersection is the point O1 (p0, q0) which is the
principal point of the image in the pixel coordinate system,
and the length of the line segment OcO1 denotes the focal
length of the camera f , i.e., f = OcO1.

In order to obtain the physical location of the object, it
is necessary to know the transformation relation between the
world coordinate system and the pixel coordinate system,
which is given by

λP = K
[
R T

]
Pw (A.1)

where P =
[
p q 1

]T
denotes the two-dimensional

homogeneous coordinates of the image point in the pixel
coordinate system, Pw =

[
Xw Yw Zw 1

]T represents
the three-dimensional homogeneous coordinates of the object
in the world coordinate system, and λ is a scalar factor. The
unit of orthogonal matrix R ∈ ℜ3×3 and vector T ∈ ℜ3 are
extrinsic parameters of the camera that describe the rotation
and translation between the world coordinate system and the
camera coordinate system, respectively. In this study, because
the camera and the inverted pendulum are relatively fixed,
i.e., the world coordinate system is always coincident with
the camera coordinate system, the extrinsic parameters are

R =

 1 0 0
0 1 0
0 0 1

 , T =

 0
0
0

 .

The matrix K ∈ ℜ3×3 consists of the intrinsic parameter of
the camera using camera calibration, which is given by

K =

 αp s p0
0 αq q0
0 0 1


where αp = f/φx, αq = f/φy and φx, φy denote the physical
size of each pixel in the x and y axis of the retinal coordinate
system, respectively. The scalar s represents the skew factor

p

q

0
O

�

1
q
2
q

n
q
�

Fig. A.4. Cart position is determined using the line scan algorithm.

0.0094 rad

Fig. A.5. Pendulum angle is determined using the Hough Transform algo-
rithm.

caused by the coordinate axes of the retinal coordinate system
which are not orthogonal to each other. Without loss of
generality, we here assume that s = 0.

In this paper, since there is no rotation and translation be-
tween the world coordinate system and the camera coordinate
system, the parameter λ is the Zw coordinate of the object,
which is the vertical distance defined as d (as shown in Fig.
A.3) between the optical center of the camera and the vertical
plane in which the swinging rod rotates freely, i.e., λ = d.
The intrinsic parameters of the camera are given in Table A.I.

TABLE A.I
INTRINSIC PARAMETERS OF THE CAMERA

Parameter Value
f 909.5pixels
d 0.9263m
αp 1.6241× 106pixels/m
αq 1.6241× 106pixels/m
s 0
p0 334.85pixels
q0 267.46pixels

From (A.1), we can deduce that

dp = αpXw + dp0. (A.2)

(A.2) indicates that the horizontal coordinate Xw of the object
in the world coordinate system will be obtained through a
series of image processing algorithms [S1], [S2]. In order to
detect the cart position in the pixel coordinate system, the
line scan algorithm [S1] is used to search the vertical edge
(the column coordinate) from the cart edge image shown in
Fig. A.2(a). The n pixel rows qi (i = 1, . . . , n) are arbitrarily
chosen based on the prior knowledge about the interval of rows
firstly, which are shown in Fig. A.4. Through these rows, their
respective column coordinates pi (i = 1, . . . , n) can be found
using the line scan algorithm. Finally, the cart position is able
to be determined by

p =
1

n

n∑
i=1

pi. (A.3)
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Fig. A.6. Computational time’s statistics.

The number of the rows chosen is greater than one, i.e., n >
1, which is aimed at reducing the detection errors. However,
it will consume more time if the value of n is too large. In
this paper, the value of n is set to be 3 based on the actual
experimental experience.

D. Pendulum Angle Measurement

It is well known that the angle remains unchanged in the
process of mapping, hence calculating the pendulum angle in
the world coordinate system is equivalent to calculating the
pendulum angle in the pixel coordinate system. The Hough
Transform [S2], which is often used to detect straight lines
from binary images, is used for the pendulum angle detection
using the pendulum edge image shown in Fig. A.2(b) and the
result of the detection is shown in Fig. A.5. In the actual test,
the number of the detected straight lines is often greater than
2 (the 2 denotes that the binary image of the pendulum has
two edges). The average incline angle of those lines is used
as the pendulum angle.

II. ANALYSIS OF IMAGE PROCESSING PROBLEMS

A. Statistical Analysis of the Computational Time

It is time-consuming in the process of image acquisi-
tion, cart and pendulum positioning and state information
calculation. Furthermore, the changes of the environmental
background and illumination affect the image quality. In
order to analyze the image processing time, 2000 images
are captured firstly and then processed through a series of
image processing algorithms described in the above section
to estimate the cart position and pendulum angle. Meanwhile,
the computational time of processing every image is recorded
and the statistical result is shown in Fig. A.6. It can be seen
that the variation range of the image processing time (i.e.,
the variation range of the state time-delay caused by image
processing) is [0.019, 0.029] s. It is worth noting that different
image processing algorithms or different parameters will result
in variations of the state time-delay. Assuming that the d̄ and
d− respectively denote the upper and lower bounds of the image
processing time, then

d− = 0.019s, d̄ = 0.029s. (A.4)

Fig. A.7. Computational errors statistics of cart position.

B. Statistical Analysis of Computational Errors

Due to the change of the environmental background and
illumination, we will have inaccurate cart positions and pen-
dulum angles measured from the inverted pendulum motion
images. In order to analyze the image processing errors, the
mathematical statistical approach (i.e., a means of histogram
[S3]) is used. Firstly, 2000 images are captured, and the
state information is recorded using photoelectric encoders.
We intend to make sure the sampling time aligned with
the visual and the encoding information. In the real-time
control experiments, 10 ms is used to activate the photoelectric
encoders and the camera at the same time and the frame rate
of the camera is set to be 100 fps. In the process of the real-
time control, the motion images are captured, meanwhile, the
state information measured by the photoelectric encoders is
recorded, which is able to guarantee the information to be
measured by the photoelectric encoders and the information
of all the images is correctly corresponding. Furthermore, the
cart positions and the pendulum angles are offline detected
from each image using the above image processing algorithms
and then compared with the benchmark to analyze the image
processing errors. The statistical computational errors of the
cart position, cart velocity, pendulum angle, and pendulum
angular velocity are illustrated in Figs. A.7-10. They show that
those computational errors are time-varied within the range of
[−0.0015,+0.0015], [−0.007,+0.007], [−0.075,+0.075] and
[−0.35,+0.35], respectively. We have,

err(t) = Bww (t) (A.5)

where Bw =
[
0.0016 0.0071 0.0751 0.3510

]T
,

w (t) ∈ (−1,+1) guaranteeing w(t) ∈ L2(0,∞).

III. BUILDING OF THE EXPERIMENTAL PLATFORM

The NIPVSS mainly includes 4 system functional modules,
i.e., a pendulum (containing: one cart, one swinging rod, one
slide, one belt, one AC servo motor and one servo drive), a
visual sensing measurement system (containing: one industrial
camera, a light source, an image parallel processing unit, a
white board) and a remote visual control system.

The analysis of each system functional module is as follows:
1) Pendulum: The controlled plant of this experimental

platform is a single inverted pendulum which includes one
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Fig. A.8. Computational errors statistics of cart velocity.

Fig. A.9. Computational errors statistics of pendulum angle.

Fig. A.10. Computational errors statistics of pendulum angular velocity.

cart, one swinging rod, one slide, one belt, one AC servo
motor and one servo drive. The swinging rod is hinged on
the cart through the coupling and the cart moves on the rail
driven by the motor through the belt.

2) Visual sensing measurement system: The visual sensing
measurement system of the NIPVSS consists of one industrial
camera, a light source, an image parallel processing unit and
a white board. The industrial camera is set up in the opposite
of the pendulum, which requires that the optical axes of the
camera is perpendicular to the vertical plane in which the
swinging rod rotating freely. Moreover, the vertical distance
between the camera and the vertical plane can be adjusted
freely. The camera is able to capture 659×492 image pixels
quantized to 256 gray-levels at maximum 120 fps and the
frame rate of the camera is able to be adjusted freely within

the range 120 fps according to its actual needs. The light
source is a group of common LED fluorescent lamps fixated
above the pendulum which ensure the height between the light
source and the pendulum and the illumination intensity can
be adjusted freely according to the practical requirement. The
image processing unit is a personal computer and the image
processing is implemented based on the software platform of
Microsoft Visual Studio 2010 and OpenCV2.4.11. The white
board is set up on top of the pendulum which makes sure that
the swing rod fluctuates within the range of [−10◦,+10◦].

3) Remote visual control system: The remote visual control
system of the NIPVSS contains a server (including: remote
visual controller) and an actuator (including: one servo drive,
one AC servo motor). The client is connected to the server
via a network. The state variables, i.e., the cart positions
and the pendulum angles, are measured from the captured
images using the image processing unit through a series of
image processing algorithms and the results are shown on the
control panel on the server and transmitted to the client via
the network. The controlled quantity is calculated according
to the control algorithm after the remote visual controller
receives the state variables. Thus, the remote real-time control
of single inverted pendulum system, i.e., the real-time control
of NIPVSS, is implemented.

Note that the traditional photoelectric encoders are still
retained in the NIPVSS even though the state variables are
measured by using visual sensors in the visual servo control
experiments. However, the state variables measured via pho-
toelectric encoders can be used as a benchmark to analyze the
visual servo outcomes.
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