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Abstract 1 

While whisker-related perception is based predominantly on local, near-instantaneous 2 

coding, global, intensive coding, which integrates the vibrotactile signal over time, has also 3 

been shown to play a role given appropriate behavioral conditions. Here we study global 4 

coding in isolation by studying head-fixed rats that identified pulsatile stimuli differing in pulse 5 

frequency but not in pulse waveforms, thus abolishing perception based on local coding. We 6 

quantified time-locking and spike counts as likely variables underpinning the two coding 7 

schemes. Both neurometric variables contained substantial stimulus information, carried 8 

even by spikes of single barrel cortex neurons. To elucidate which type of information is 9 

actually used by the rats, we systematically compared psychometric with neurometric 10 

sensitivity based on the two coding schemes. Neurometric performance was calculated by 11 

using a population-encoding model incorporating the properties of our recorded neuron 12 

sample. We found that sensitivity calculated from spike counts sampled over long periods (> 13 

1 s) matched the performance of rats better than the one carried by spikes time-locked to the 14 

stimulus. We conclude that spike counts are more relevant to tactile perception when 15 

instantaneous kinematic parameters are not available.  16 
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Introduction 17 

Texture perception is based on skin/hair vibrations evoked by their relative movement 18 

against an object. Unlike vision, in which the percept describes a highly structured visual 19 

scene, and thus local features are considered to carry significant sensory information, 20 

texture identification is traditionally thought to be based on a broad-band input signal 21 

mirroring texture surface. For this reason classic studies of texture perception have largely 22 

been focused on ‘global’ aspects of tactile coding, also called ‘intensive coding’ (LaMotte 23 

and Mountcastle 1975; Lederman 1982; Yoshioka et al. 2001) while in vision ‘local’ features 24 

such as edges have drawn much more attention (Marr 1982). A novel concept, called slip or 25 

waveform coding, incorporates the fact that a sensor moving against an object is a frictional 26 

system and generates stick-slip movements (Jadhav and Feldman 2010; Schwarz 2016). In 27 

fact these slips contain a wealth of texture information (Wolfe et al. 2008) and are local 28 

features in space and time, which have the potential to bring concepts of tactile perception 29 

closer to the ones known from vision - with the difference that local slip features may occur 30 

in a more stochastic fashion, while visual local features are fixed at a defined point in space-31 

time. There is accumulating support for local encoding in the tactile sense, such as high 32 

resolution coding (Johansson and Birznieks 2004; Stüttgen and Schwarz 2010; Mackevicius 33 

et al. 2012; Chagas et al. 2013), temporally local, i.e. instantaneous coding (Arabzadeh et al. 34 

2005; Jadhav et al. 2009; Waiblinger, Brugger, and Schwarz 2015; Waiblinger, Brugger, 35 

Whitmire, et al. 2015), and spatially local coding (Hayward et al. 2014; Jörntell et al. 2014; 36 

Delhaye et al. 2016).  37 

In the rat whisker system studied here, direct comparison of local vs. global coding schemes 38 

show the tactile percept to be strongly dominated by local features (Waiblinger, Brugger, and 39 

Schwarz 2015; Waiblinger, Brugger, Whitmire, et al. 2015). However, when exposed to 40 

stimuli devoid of local cues, rats show a capacity for global stimulus encoding (Gerdjikov et 41 

al. 2010; Georgieva et al. 2014; Waiblinger, Brugger, and Schwarz 2015). Thus, there is 42 

reason to believe that local as well as global cues gain access to the tactile perceptional 43 
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system. Classically, two major variants of global coding schemes have been considered, 44 

‘frequency’ and ‘intensity’ (LaMotte and Mountcastle 1975). Frequency is thought to exploit a 45 

characteristic of the spectrum of the vibrotactile signal, while intensity calculates some form 46 

of signal average. While local features in the vibrotactile waveform are extracted by precise 47 

time-locked spiking of neurons on the ascending tactile pathway (Jadhav et al. 2009; 48 

Chagas et al. 2013), the neuronal code capturing global variables has remained unclear.  49 

Here we studied tactile discrimination using passively applied pulsatile tactile stimuli in head-50 

fixed rats. Discriminanda were presented in a controlled fashion and consisted of repetitive, 51 

identical pulse waveforms that contained stimulus information exclusively in the timing of 52 

individual pulses. In this way local cues were absent and subjects were forced to base their 53 

decision on intensive coding, i.e. either intensity or frequency. We compared barrel cortex 54 

unit activity recorded in the barrel column receiving signals from the deflected whisker (C1) 55 

with the discrimination performance of the animal. Our results show that in the absence of 56 

instantaneous coding, the psychophysical performance best fits integration of firing rate of 57 

primary cortex over long time segments (> 1 s), rather than using spikes times locked to 58 

stimulus features. 59 
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Methods 60 

The spike data recorded in this study was collected from operantly conditioned rats 61 

performing a tactile discrimination task. The behavior has been reported in Gerdjikov et al. 62 

(2010). Behavioral methods are thus identical to the previous report. In brief, three male 63 

Sprague Dawley rats (weight, 250-350g; Harlan Winkelmann, Borchen, Germany) were 64 

housed together on a 12 h reversed light–dark cycle (lights on at 8 pm) at a temperature of 65 

22-24°C, relative humidity 55%. Food was always freely available. Water was freely 66 

available until the start of behavioral testing. Rats were handled for about 5 min every day 67 

for two consecutive weeks after arrival. All animals were treated in full compliance with the 68 

German Law for the Protection of Animals. 69 

Surgery  70 

To prevent infection, antibiotic solution (Baytril, Bayer HealthCare AG, Leverkusen, 71 

Germany) was added to the drinking water (0.2 mg/ml) for 3 days before and 7 days 72 

following surgery. Rats were anesthetized in an induction chamber using a volatile 73 

anesthetic (5% isoflurane; Abbott GmbH, Wiesbaden, Germany) mixed with oxygen in a 74 

vaporizer system (Drägerwerk AG, Lübeck Germany). Body temperature was monitored 75 

rectally and maintained at 37 Cº using a homoeothermic pad. For fluid replacement, 5% 76 

glucose was administered subcutaneously at regular intervals (5 ml total injection volume). 77 

Anesthetized animals were fitted to a stereotaxic apparatus and isoflurane was administered 78 

at a concentration needed to maintain anesthesia (typically around 1%). After shaving and 79 

disinfection the skin was incised and the pericranium retracted. Stainless steel screws fitted 80 

into pre-drilled holes in the skull served as anchors for a head-mount formed from light-81 

curing dental composite (Heliomolar Flow, Ivoclar Vivadent AG, Schaan, Lichtenstein). 82 

Craniotomy was performed over barrel cortex and the C1 column was located by mapping 83 

the cortex with a single intracerebral electrode. A 2 x 2 multielectrode array (inter-electrode 84 

distance ≈ 250 mm) was slowly inserted into the identified location of the C1 column and 85 

fixed to the head-mount with dental polymer. A 5 X 25 mm screw was embedded upside 86 
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down to serve as a head-post. Nebacetin antibiotic ointment (Yamanouchi Pharma GmbH, 87 

Heidelberg, Germany) was applied before closing the skin with sutures. For analgesia, 88 

buprenorphine hydrochloride in solution (0.1 mg/kg; Reckitt Benckiser, Hull, UK) was 89 

injected immediately after surgery and twice daily on three consecutive days postoperatively. 90 

Rats were housed singly after surgery and were given 3 weeks of recovery before the start 91 

of behavioral testing. Handling resumed one week postoperatively and continued throughout 92 

the duration of the experiment. 93 

Stimuli, apparatus, and behavioral procedures 94 

A glass capillary mounted on a piezo bender was used to apply pulsatile deflections to the 95 

left whisker C1. The pulses were all identical having the shape of a single-period sine wave 96 

(100 Hz, duration 10 ms, amplitude 11.3°, rostral direction) presented for 5 s at inter-pulse 97 

intervals of 11.1 to 66.7 ms corresponding to frequencies of 15 to 90 Hz (Fig. 1A). The 98 

frequency spectrum of these pulsatile stimuli is characterized by a fundamental frequency 99 

(=pulse frequency), and several harmonics. More than 99% of the power is contained in 100 

frequencies up to 150 Hz. The fraction of total power contained in the fundamental frequency 101 

is smallest at 15 Hz (with many harmonics) and largest at 90 Hz (with pulse duration of 10 102 

ms and period of 11.1 ms close to a sinusoid). Changes in pulse frequency would alter the 103 

number of harmonics, while changes in pulse amplitude just changes total power keeping 104 

the spectrum’s shape. A maximum difference of 3% in pulse amplitude and peak velocity 105 

when presented with pulse frequencies between 15 to 90 Hz was measured using a 106 

modified photodiode (Stüttgen et al. 2006). The capillary tip was positioned 5 mm away from 107 

the skin and tilted at an angle of 155 to 175° against the whisker. Rats earned water rewards 108 

by licking at a spout positioned in front of their mouth.  109 

Rat handling, habituation, water control, and monitoring of licking movements were done 110 

exactly as described in a previous review (Schwarz et al. 2010). Behavioral testing was done 111 

in a quiet environment (foam padded, vented behavioral box, volume 1 m3). Sound emission 112 

of the piezo benders were dampened by fitting earplugs (Oropax, Wehrheim, Germany), and 113 
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masked by a constant white background noise (70 dB, generated by an arbitrary waveform 114 

generator, W&R Systems, Vienna, Austria). None of the animals responded consistently in 115 

control sessions identical to experimental sessions, except that the whisker was detached 116 

from the stimulator. This ensured that non-tactile cues did not play a role in their 117 

performance. During water control body weight was monitored daily to ensure normal 118 

growth.  119 

Psychophysical testing was conducted using the method of constant stimuli. Stimuli were 120 

always presented in blocks of ten. Stimulus order was chosen randomly within each block 121 

and across blocks. One block consisted of five rewarded stimuli at 90 Hz and five non-122 

rewarded stimuli, each presented for 5 s. The inter-trial period varied between 15-25 s. 123 

Licking in a prestimulus period led to a time out of 10 s.  124 

Electrophysiology 125 

Movable multi-electrode arrays (impedance 2-6 MΩ) were manufactured in-house from 126 

quartz-coated, pulled and ground platinum/tungsten microelectrode fiber (Thomas 127 

Recording, Giessen, Germany) (Haiss et al. 2010). Electrode depth could be adjusted by 128 

turning an M1 microscrew (250 µm per full revolution). The array was lowered prior to each 129 

recording session by one quarter turn or more as needed to identify spikes, and stayed in 130 

this location until the next session. Voltage traces were bandpass-filtered (200-5000 Hz) and 131 

recorded continuously at a sampling rate of 20 kHz using a multichannel extracellular 132 

amplifier (Multi Channel Systems, Reutlingen, Germany). Spikes were extracted offline using 133 

amplitude thresholds. Spike waveforms (duration 2 ms) centered on the time bin, in which 134 

the voltage trace first traversed the amplitude threshold, were subjected to an independent 135 

component analysis to remove electrode cross-talk and sorted using a custom-written 136 

program based on Kohonen maps (Hermle et al. 2004). Single unit classification was based 137 

on criteria derived from waveform statistics as previously described (Möck et al. 2006). 138 
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Data analysis  139 

Psychophysical data assessed as response probabilities was converted into sensitivity d’ 140 

using 141 

�� =	Φ���	
� −Φ���� Eq. 1 142 

where Φ signifies the probit function, �	
�	signifies the probability of correct responses, and 143 

�� the probability of false alarms (Stüttgen and Schwarz 2008). In order to compare 144 

psychometric with neurometric sensitivities d’ values were converted to area under the 145 

receiver operating curve (AUC) (Stanislaw and Todorov 1999)  146 

��� = �(��)

√�
 Eq. 2 147 

which corresponds to the percentage correct responses of an unbiased, ideal observer 148 

under the conditions of a two alternative forced choice procedure (Green and Swets 1966; 149 

Stüttgen et al. 2011). Neuronal sensitivities were computed for two possible coding symbols: 150 

spike count and best frequency. Spike count is the number of spikes found in a time interval. 151 

Best frequency was determined by maximizing the power spectral density of the PSTH 152 

obtained in the 5s stimulus interval. ��� was calculated for pairs of coding symbol 153 

distributions acquired with one S- (15-75 Hz) and the S+ (90 Hz). Error bars of psychometric 154 

data in this study signify 95% confidence intervals calculated from a binomial model setting 155 

the animal’s response probability to the probability of a Bernoulli trial. All calculations were 156 

done in Matlab (MathWorks, Natick, MA). 157 

Pulse locking was assessed as vector strength defined by (Batschelet 1981): 158 

� = 	 �
�
�(∑sin	( !))� + (∑cos( !))�	 Eq. 3 159 

where  ! is the phase angle of spike occurrence %	relative to stimulus period (over all 160 

stimulus trains), and & is the total number of spike occurrences. The length of the period for 161 

the calculation of vector strength was defined as the time windows between the onset of 162 
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subsequent pulses (ranging between 66.7 ms for 15 Hz and 11.1 ms for 90 Hz). The 163 

significance of vector strength was assessed with the Rayleigh test for non-uniformity 164 

(p<0.05; Fisher, 1995). The vector strength of pulsatile stimuli is not constant across 165 

different pulse frequencies, because the pulse waveform fills the inter-pulse period differently 166 

(cf. Figs. 4 and 5). Therefore, a spike response, perfectly time-locked to the pulse onset, 167 

would artificially lead to decreasing vector strength with higher frequencies. We coped with 168 

this by calculating normalized vector strengths. The vector strength obtained with each 169 

frequency was normalized to the one calculated using the spike response to the 15 Hz 170 

stimulus, but cutting the inter-pulse period to that of the respective stimulus (e.g. the vector 171 

strength of spiking observed with 30 Hz would be divided by the vector strength obtained 172 

with 15 Hz but assuming an inter-pulse period of 33.3 ms, thus omitting all spikes that 173 

occurred later in the 15 Hz inter-pulse period). 174 

To directly compare spike timing with spike count coding, we formed neuronal pools of 175 

various sizes (3-160) and composition (10-80 best responding neurons). For spike timing, 176 

best responding neurons were sampled with replacement from neurons showing the highest 177 

vector strength during 60Hz stimulation. However, for the model we did not use pulse 178 

locking, because it is a variable that is not accessible for the animal (without prior knowledge 179 

of stimulus frequency). Instead we used spectral analysis which in principle the animal could 180 

use. For each unit in the pool we generated a spike train based on spiking probabilities 181 

derived from the unit’s actual PSTH. Denoting the firing probability in each 1 ms bin by p, we 182 

generated a random number r from a uniform probability distribution within the interval [0 1] 183 

and assigned a spike for that bin if '	 > 	1	– 	�. We summed these synthetic spike trains into 184 

a population PSTH for each neuronal pool and found the peak of the PSTH power spectrum 185 

(Welch spectrum with a 256 sample Hanning window). This process was repeated 1000 186 

times to arrive at discrete parameter distributions. AUC values were computed from these 187 

distributions as done with experimental data. 188 
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Spike count-based calculations were carried out in an identical manner except that (i) 189 

neurons were ranked based on firing rates (rather than vector strength) during stimulation at 190 

60 Hz and (ii) AUC calculations were based on number of spikes/stimulus as contained in 191 

the population PSTH (rather than peak of the PSTH power spectrum).  192 

The count-based rank order mirrors also the generation of excess spikes in response to the 193 

stimulus, as the baseline-subtracted firing rate shows a high correlation with excess spikes (r 194 

= 0.92, p < 0.001). For vector-based ranking this was not the case (correlation between 195 

vector strength and excess spikes: r=0.01, p=0.90). Quantitative comparison of 196 

psychometric and neurometric curves was done by calculating the Euclidean distance 197 

between them.  198 
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Results 199 

We analyzed spike activity recorded in barrel cortex of rats while the animals performed a 200 

tactile discrimination task [the behavioral results were published in (Gerdjikov et al. 2010)]. 201 

Head-fixed rats were trained to report in a Go/NoGo task, whether pulsatile deflections of 202 

whisker C1 at different pulse frequencies would (S+: 90 Hz) or would not (S-: 15, 30, 45, 60, 203 

75 Hz) predict reward. To facilitate temporal integration, and to suppress impulsive 204 

responding, the animals were trained to wait for 4.5 s after stimulus onset (total stimulus 205 

duration 5 s) before licking a water spout to obtain reward (Fig. 1A). All stimulus pulses had 206 

an identical shape (one period cosine waveform of 10 ms duration and 11.3° amplitude), 207 

thus the only strategy allowing discrimination was temporal integration over a series of 208 

subsequent pulses (cf. Waiblinger et al., 2015a). The ability of the rat to discriminate 209 

between pairs of stimuli, called psychometric sensitivity, was expressed as the area under 210 

curve (AUC), an estimate derived from ideal observer analysis (see methods). AUC 211 

estimates the probability of the rat observer to discriminate one stimulus against another. 212 

Rats achieved a sensitivity of 0.58 for the most difficult comparison (90 vs. 75 Hz), which 213 

monotonically increased to 0.85 for the most easy discrimination (90 vs 15 Hz) (Fig. 1BC). In 214 

the following we will describe how pulsatile stimuli are represented by principal barrel column 215 

neurons in the behaving rat. We will then focus on two prominent candidates of neuronal 216 

coding symbols, best frequency and spike counts. These variables will then be converted to 217 

AUC neurometric sensitivity values to quantitatively compare neurometric with psychometric 218 

performance and derive arguments about the neuronal coding scheme the animals used to 219 

solve the task. 220 

Spike counts 221 

The single units presented in this study (N = 80) were sampled from the principal barrel 222 

column of the stimulated whisker C1, across all layers, in three animals performing the 223 

psychophysical task (units/sessions per animal: 35/17, 35/20, 10/5). Figure 2A shows spike 224 

recordings from three example neurons (excited, non-responsive and inhibited). Raster 225 
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displays (top) were converted into firing rates using 5 ms bins and plotted as peri-stimulus 226 

time histograms (PSTHs, center) and cumulative spike numbers (bottom). The latter were 227 

obtained by fitting a regression line to the baseline cumulative response and subtracting the 228 

obtained line from the cumulative response across the full recording period. Many neurons 229 

showed a clear onset response followed by either decay to spontaneous levels, or tonic 230 

excitation or inhibition. To illustrate the continuum of responses in the population, we first 231 

plotted the spontaneous firing rate against the evoked firing rate (the first obtained in the 4 s 232 

interval before stimulus onset: the latter in the 4 s interval before stimulus offset, excluding 233 

the on-response) (Fig. 2B). It can be appreciated that evoked spike counts do not reveal 234 

particularly salient neuronal responses. Predominantly neurons with lower spontaneous 235 

rates appear to generate additional stimulus driven spikes. The inhibited neurons do not 236 

stand out as a clearly defined cluster. To improve the presentation we constructed a 95% 237 

confidence interval from the baseline firing assuming that firing is governed by a Poisson 238 

process (Abeles 1982). Integrating the firing rate curve above or below these confidence 239 

limits and averaging across stimulus frequencies produced the average number of significant 240 

spikes evoked or suppressed by vibrotactile stimulation. These counts are called excess 241 

spikes whose distribution across all units (averaged across stimulation frequency) is shown 242 

in figure 2C (negative excess spikes = suppressed spikes). Here the tendency of low firing 243 

neurons to exceed positive excess spike rates and that of high firing neurons to generate 244 

negative excess spikes is more obvious. A major result here again is that a large majority of 245 

neurons do not respond to the stimulus when counting spikes in a long interval. This result is 246 

also reflected in the flat tuning curves shown by most of the neurons based on spike rates 247 

observed within the 5 seconds stimulus interval (Fig. 3A). The relative non-responsiveness 248 

of barrel cortex to long series of pulses (which is in stark contrast to tuning functions of 249 

primary afferents; cf. Gerdjikov et al., 2010) are partly due to the known strong frequency-250 

dependent spike rate adaptation (Garabedian et al. 2003; Khatri et al. 2004; Melzer et al. 251 

2006; Stüttgen and Schwarz 2010), which our single neuron data clearly confirm: The total 252 
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number of spikes per pulse (integrated over the 5 s of stimulation) decreased significantly 253 

across frequencies (Fig. 3B; χ2= 368.08, df = 5, p < .001, Friedman's test, N = 80 neurons) 254 

Pulse-locking 255 

Next, we were interested in how the timing of spikes was related to stimulus pulses. To this 256 

end we constructed pulse triggered PSTHs and calculated the vector strength, which 257 

quantifies the degree of pulse locking by numbers ranging from 0 (random distribution of 258 

spikes) and 1 (all spikes accumulated in one phase bin) (Goldberg and Brown 1968). A note 259 

of caution needs to put forward here. A phase code is not a realistic coding symbol as the 260 

subject does not have prior knowledge of pulse frequency and phase. Therefore the 261 

analyses in this paragraph only serve to describe the properties of spike timing but do not 262 

bear on the animal’s usage of this timing to reach a perceptual decision (cf. Fig. 7 where we 263 

used spectral analysis to model a neuronal pool’s decision about a stimulus). Figure 4 264 

demonstrates two neurons generating zero excess spikes in response to the pulsatile 265 

stimulus. Despite their unresponsiveness in terms of spike rate, the first neuron locked very 266 

well to the stimulus pulses as can be appreciated in the phase histograms. However, as 267 

demonstrated in the inset of figure 4 (neuron 1), despite precise locking, the percentage of 268 

pulses that actually evoke a spike may be very low. Neuron 2, in contrast, fired at a high 269 

rate, and displayed minor time-locking. 270 

Next, we assessed the peak of spiking for each pulse phase histogram and plotted it as 271 

latency distribution (Fig. 5A; N=80 neurons). The quite narrowly peaked distribution right 272 

after the offset of the stimulus pulse reveals that spike timing relates to absolute onset times 273 

of pulses, and not to the phase of the pulse frequency. We therefore call precise spiking 274 

observed here ‘time-locked’ (rather than ‘phase-locked’). Calculating the vector strength of 275 

the phase histograms for all responses obtained with the 15 Hz stimulus revealed that vector 276 

strength tends to be higher in units showing positive excess spikes as compared to units 277 

with negative excess spikes (Fig. 5B; Mann-Whitney U = 8477.00, p< .001, this was similarly 278 

the case for all pulse frequencies, not shown). It is worth to point out that ‘non-responding’ 279 
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cells (with near-zero excess spikes) often do convey stimulus information by time locking. In 280 

order to portray spike time-locking at higher stimulus frequencies, we aimed at arriving at a 281 

measure that would indicate to what extent time-locking survives higher frequency 282 

stimulation. The classical vector strength (Batschelet 1981) is not suited for this purpose, 283 

because it would decrease for shorter inter-pulse intervals even with stable time locking (that 284 

is exactly what was observed; results not shown). We therefore present a normalized 285 

version of vector strengths: The classical vector strength for each pulse frequency was 286 

related to the one obtained with 15 Hz stimulation, but considering only spikes falling into the 287 

range of the respective inter-pulse period. This normalized vector strength is expected to be 288 

one, if time-locking survives stimulation at higher pulse frequencies. In the population of 289 

units (N=80) we observe a large variety of normalized vector strength, but on average this 290 

expectation was met: The medians of the distributions are close to one. The normalized 291 

vector strengths of spike responses to 75 and 90 Hz tends to deviate from this expectation 292 

toward lower values - likely because time-locked spikes at these frequencies start to spill 293 

over into the next pulse period, and thus are omitted by the normalization procedure. In 294 

summary, time-locking spikes in a population of cells should be able to convey considerable 295 

information about pulse frequency.  296 

The analyses presented so far suggest that both spike counts as well as spike locking 297 

convey significant information about pulse frequency (or stimulus intensity), and thus, may 298 

both explain the animals’ behavioral performance. By quantitatively comparing these 299 

sources of information with the animals’ performance, the next section deals with the 300 

question of which of these sources, or to which extent both of them, are used by the animals.  301 

Comparing psychometric with neurometric sensitivity based on spike counts 302 

To allow direct comparisons with behavioral sensitivity (Fig. 1C), neuronal sensitivities were 303 

estimated by calculating AUC (see methods). First we focus on neurometric estimates based 304 

on spike counts. AUC was calculated from spike count distributions in response to S+ and 305 

each of the S- stimuli in pairwise fashion. The three example neurons shown in figure 6A 306 
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show an increase in sensitivity with longer windows, most conspicuously for comparisons 307 

including lower frequency S-, but levelling off, or even descending with windows longer than 308 

~2 s. Figure 6B visualizes the distribution of sensitivity across the total sample of neurons for 309 

the 5 different comparisons (5 panels) and different durations of integration windows (gray 310 

value of the lines). For comparison the psychometric data are rendered as well (black 311 

symbols, same as Fig. 1C). Psychometric and neurometric sensitivities decrease as the 312 

difference between comparison frequencies decreases (i.e with higher S- frequency). 313 

Further, neurometric sensitivity distributions obtained with longer window durations are 314 

shifted upward and show heavy tails toward higher AUC values. In contrast, very small 315 

windows containing just the transient ON-responses of many neurons did not yield higher 316 

AUC values (broken lines), suggesting that these transients, as prominent as they may 317 

feature in PSTHs (cf. Fig 2A), do not contain much information of pulse frequency. The 318 

psychometric sensitivity is located at the upper reaches of the neuronal AUC distributions, in 319 

line with the notion that the neurons with highest sensitivities may determine the animal’s 320 

behavior. However, with all window sizes (except the on-response) there is a percentage of 321 

cells showing higher sensitivity than the animal.  322 

In a final approach we aimed at a systematic appraisal of the goodness of fit of ‘count-based’ 323 

versus ‘timing-based’ neurometric sensitivity to the rats’ performance. We explicitly wanted 324 

to consider the distribution of coding properties as found in our recorded sample of cells, and 325 

therefore strived to account for coding within a realistic population of barrel cortex neurons, 326 

reflecting properties found amongst our recorded sample. Therefore we resampled synthetic 327 

spike trains employing firing probabilities of subsets of recorded neurons, which were used 328 

to construct a population PSTH. In a Monte-Carlo fashion we varied the number of neurons 329 

contributing to the PSTH and the number of most sensitive neurons amongst which the 330 

members of that pool would be selected at random for each resampling step. It is important 331 

to emphasize that we refrained from basing the estimation of spike timing on vector strength 332 

because the animals do not have access to stimulus phase information. Instead we based 333 

the estimate of frequency coding on resampled distributions of best frequencies contained in 334 
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the power spectral density of the resampled population PSTHs. The results are shown in 335 

figure 7. Euclidean distances of psychometric and neurometric curves obtained with 10-80 336 

best neurons and 3-160 neurons in the pool are plotted as color matrices. Locking-based 337 

sensitivities (bottom) maximally aligned to the rats’ average psychometric performance with 338 

a lower number of input neurons (40 neurons sampled from 40 best units; turquoise band), 339 

but overall fared worse than count-based sensitivities (top) (blue area), which, even though 340 

requiring larger neuronal pools to reach their minima (120 neurons sampled from 60 best 341 

units) achieved a closer match to behavior across a large area of pool sizes and selected 342 

neurons. Three example comparisons of psycho- vs. neurometric curves (including the best 343 

fitting models, gray) are shown around the matrices. The relative mismatch of spike timing 344 

based curves was mainly due to their consistent outperformance of the rat observer with 345 

lower pulse frequencies (as suggested by superb time locking seen with these stimuli, cf. 346 

Figs. 4 and 5). 347 
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Discussion 348 

This work investigated neuronal coding symbols in barrel cortex carrying information about 349 

so-called ‘global’ or ‘intensive’ tactile stimulus variables. The two relevant global variables 350 

are stimulus frequency and intensity and were separated from ‘local’, ‘instantaneous’, or 351 

‘waveform’ variables using stimuli that varied the two global variables in conjunction while 352 

keeping local waveforms unchanged (Schwarz 2016). Two coding symbols were 353 

investigated, ‘spike count’ and ‘stimulus-locked spike timing’. We found that both spike count 354 

and timing carry substantial stimulus information. A quantitative comparison of neurometric 355 

to psychometric sensitivities, however, clearly pointed to spike counts as the more relevant 356 

coding symbol.  357 

Our experiment was designed to isolate global from local stimulus variables. An arising 358 

question then is, which of the global variables, frequency or intensity, is actually encoded? 359 

To control the role of the local waveform, we needed to use stimuli that contained the two 360 

global variables in a highly co-varying fashion. Thus, our present experiments cannot directly 361 

address this question. We will discuss the most likely associations of encoded stimulus 362 

variable and neuronal coding symbol in later paragraphs. We are well aware that previous 363 

studies, often implicitly, asserted unique solutions to the problem (e.g. LaMotte and 364 

Mountcastle, 1975; Arabzadeh et al., 2003; Harris et al., 2006; Adibi et al., 2012). However, 365 

any strict causal statement about the encoding of stimulus variables is prone to logical 366 

fallacy, if other hidden, correlated and contributing variables cannot be excluded. The 367 

present state of affairs is just this - the perceptually relevant, local variable has only recently 368 

been added to the group of contenders (Waiblinger, Brugger, and Schwarz 2015; Schwarz 369 

2016). The three candidate variables, local waveform, intensity and frequency are entangled 370 

in a way that makes it impossible to design sinusoids that would vary one of them along a 371 

dimension orthogonal to the two others. Sine frequency concomitantly changes both 372 

intensity and local waveform, while intensity (i.e. sine amplitude) co-varies with local 373 

waveform. As arbitrary waveforms can be formulated as a linear superposition of sinusoids, 374 
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they will suffer from the same problem. One could hope to balance out elemental sinusoids 375 

to achieve orthogonality (with respect to two dimensions), however, it would probably require 376 

either reducing the usable parametric range, or limiting stimulus duration. It is thus a task for 377 

future studies to come up with broadband stimulus designs that allow to do meaningful 378 

experiments and to control two variables at a time. The pulsatile stimuli used here, in a way, 379 

cover middle ground. They allow the separation of one of the three variables at a time. In 380 

practical terms, they work for our purposes, because firstly, they allow a very specific and 381 

easy access to control local waveform, the dominant perceptual variable (Waiblinger, 382 

Brugger, and Schwarz 2015). This property is very convenient as it separates local from 383 

global variables in a straight forward way, by simply keeping pulse waveform constant. 384 

Secondly, pulsatile stimuli work for us, because we can ignore the full spectral impact of 385 

changing any variable, that is we substitute the variable ‘frequency’ (containing the full 386 

spectral content) by the fundamental frequency found in the spectrum (equal to pulse 387 

frequency). Ignoring the rather complex spectral characteristics (see methods) is justified by 388 

the fact that previous experiments showed that they are perceptually irrelevant: 389 

Psychometric curves obtained from stimuli keeping either pulse frequency or amplitude 390 

constant (while changing the respective other) are identical (Waiblinger et al., 2015a, cf. their 391 

Fig. 2A).  392 

Our results support the notion that spike counts are relevant coding symbol used to convey 393 

information about tactile global stimulus variables. It has been the traditional coding symbol 394 

used to study various coding problems from visual motion (Britten et al. 1992) loudness 395 

(Micheyl et al. 2013) to tactile frequency (Mountcastle et al. 1969; Luna et al. 2005). The 396 

most critical issue with this coding symbol is the long time window usually needed to obtain 397 

good sensitivity. The classic studies assumed that integration may rely on an arbitrarily long 398 

time window (Britten et al. 1992). However, it is questionable if individuals invest the time to 399 

reach good sensitivity in the face of a speed-accuracy trade-off. Studies focused on this 400 

issue have made it clear that animals rather decide earlier (e.g. Roitman and Shadlen, 401 

2002). Our data tell the same story: to reach optimal sensitivity the signal needs to be 402 
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averaged over 1-2 seconds (cf. Fig 6A). Presenting similar stimuli in a reaction time task, 403 

reveals that rats typically respond within 200-300 ms, rarely waiting for repetitive pulses 404 

(Stüttgen and Schwarz 2010; Waiblinger, Brugger, and Schwarz 2015; Waiblinger, Brugger, 405 

Whitmire, et al. 2015). In our present task, however, rats were forced to experience the 406 

tactile stimulus for 4.5 s before they had a chance to lick for reward. In this case they may 407 

have utilized the longer integration time required to reach optimal sensitivity. Two hints that 408 

this may actually have happened is that, firstly, the rats in the present study, took a long time 409 

to learn the delayed task contingency (sometimes 3 months and longer). Secondly, after an 410 

extensive training procedure, focused on teaching rats to delay responding beyond the onset 411 

of tactile stimulation, the rats all learned to do the task and their psychophysical performance 412 

substantially exceeded the performance of rats which were free to respond at stimulus onset 413 

in our previous study; in fact two of those rats entirely failed to perform the task (Waiblinger, 414 

Brugger, and Schwarz 2015). Delay discounting and speed–accuracy trade-off are known 415 

strong determinants in decision making. However, trade-off balances have been shown to be 416 

adaptive and malleable in the face of differing behavioral demands (Koffarnus et al. 2013; 417 

Renda and Madden 2016), a fact that may have helped the animals in the present study to 418 

successfully perform the task by exploiting a global stimulus variable.  419 

Spike time-locking to stimulus features is observed already in axons of the primary afferents, 420 

the very first elements of the ascending tactile pathway (Talbot et al. 1968; Deschênes et al. 421 

2003; Jones et al. 2004; Gerdjikov et al. 2010; Chagas et al. 2013), and is inherited by all 422 

stations thereafter up to S1 (Mountcastle et al. 1969; Deschênes et al. 2003; Luna et al. 423 

2005; Ewert et al. 2008; Petersen et al. 2008; Jadhav et al. 2009). By characterizing spike 424 

timing across a population of barrel cortex neurons, we found that sparse time-locked 425 

responses to pulsatile stimuli are even more wide-spread than hitherto thought from studies 426 

which selected neurons for rhythmic responses (Deschênes et al. 2003; Ewert et al. 2008). It 427 

is important to emphasize that tactile information contained in time-locking (Figs. 4 and 5) is 428 

not accessible by the animal without prior information about the stimulus. Therefore, for the 429 

neuronal model, we measured spike timing based on autocorrelation of spike trains. We 430 
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found a consistent mismatch in the neurometric-psychometric comparison, not based on 431 

lacking frequency information. On the contrary, neurons locked too well to the stimulus, and 432 

thus failed to give a superior fit to the rat’s performance. The 15 Hz stimulus was responded 433 

to with a rhythmicity that even in the most unlikely selection of non-rhythmic pool neurons 434 

estimated the performance of neurons on average to be better than that of the animal. This 435 

surprising fact may help explain why model pools that yielded the optimal fit of frequency-436 

based neurometric and psychometric data were much smaller as compared to the ones 437 

needed to fit the intensity-neurometric data. The fact that spike intervals contain frequency 438 

information that is far superior to what rats are able to discriminate was already seen in 439 

single primary afferents (Gerdjikov et al. 2010), and with the present insights is extended to 440 

the cortical level. 441 

Our finding that tactile pitch information contained in timed spikes apparently cannot be used 442 

for a frequency discrimination task, resonates well with findings in the primate tactile system, 443 

where, despite the prevalence of rhythmic spiking when stimulated with sinusoidal skin 444 

deflections (Talbot et al. 1968; Mountcastle et al. 1969), rhythmicity of evoked activity was 445 

repeatedly found to be no strong requirement for frequency discrimination (Romo et al. 1998, 446 

2000; Salinas et al. 2000). Even in the auditory system, where the cochlea acts as a spectral 447 

analyzer and pitch perception cannot be denied, the major candidate code of carrying 448 

frequency information are labeled lines (frequency maps) along which repetitive spiking 449 

vanishes and is recoded into a rate code (Rhode 1984; Micheyl et al. 2013). What, if not 450 

tactile pitch perception, is the purpose of time-locked spikes in S1? We think that the slip 451 

hypothesis, the notion that local waveform coding is used to monitor frictional stick-slip 452 

movements (Jadhav and Feldman 2010; Schwarz 2016), may provide an answer to this 453 

question. Supporting the slip hypothesis, the ascending tactile pathway conveys vast 454 

amounts of information about local variables in the vibrotactile signal (Jones et al. 2004; 455 

Arabzadeh et al. 2005; Maravall et al. 2007; Petersen et al. 2008; Jadhav et al. 2009; 456 

Stüttgen and Schwarz 2010; Chagas et al. 2013; Waiblinger, Brugger, and Schwarz 2015; 457 

McGuire et al. 2016). The prominent rhythmical engagement in response to a repetitive 458 
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tactile signal may thus be explained by the fact that the tactile system is honed to reflect 459 

details of the incoming waveform at extraordinary temporal precision. In this view, time-460 

locked responses to a repetitive stimulus would not be generated as a means to encode 461 

frequency but as a side effect of local coding. This conclusion is compatible with a quite 462 

different form of spike timing that has been reported to occur with active whisking, namely 463 

time-locking to onset of whisker touch (Zuo et al. 2015). In contrast to time-locking to 464 

stimulus features, studied here, time-locking to touch does not appear to be suited to capture 465 

the detailed texture profile, because touch location with respect to textural elements varies 466 

with every touch. Considering however, the complex touch situation studied by these authors 467 

(e.g. smooth vs. coarsely grated surfaces, multiple whisker contacts, line contact of whiskers 468 

possibly touching several textural elements at a time, etc.) it is well conceivable that delays 469 

of the first frictional slip (accompanied by precise spiking) after touch onset may have carried 470 

significant texture information.  471 

In summary, our comparison of global coding symbols suggests that the spike count of a 472 

pool of neurons is more adequate to capture the amount of global stimulus information used 473 

by rats, supporting its dominance over the spike timing code. From our results we posit that 474 

the occurrence and role of spike timing in primary sensory cortex can be explained in two 475 

major ways: it may either carry information about stimulus frequency before being converted 476 

to a spike count code, or be a side effect of waveform coding. While the first is likely to 477 

happen in the auditory system, the second is likely the case in the whisker-related tactile 478 

system. What might be the functional role of intensity coding as suggested here? One 479 

speculation is that it serves to supplement the dominant instantaneous code. Stick events 480 

(and with them ensuing slips) might become rare with certain surfaces or with high whisker 481 

velocities. In such cases a supplemental intensive code as demonstrated here could be 482 

highly beneficial. Future studies need to present more naturalistic stimuli, engaging the 483 

whisker in frictional movements, to shed light on the question how waveform-based and 484 

intensity-based coding schemes may work together to optimize perception.  485 
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Figure legends 623 

Fig. 1: Behavior paradigm and psychophysical performance. A: Illustration of the behavioral 624 

task. B: Psychophysical performance. Response probabilities plotted for each of the three 625 

animals (levels of gray) tested in the task. C: Same data but plotted as area under ROC 626 

curve (AUC) averaged across rats. Random performance (AUC = 0.5) is marked with a 627 

dashed line. Animals successfully discriminated lower frequencies from the 90 Hz stimulus. 628 

Error bars are 0.05-0.95 confidence intervals based on a binomial distribution.  629 

  630 
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Fig. 2: Spike response to pulsatile stimuli. A: Example raster displays, PSTHs and 631 

cumulative spike counts of barrel cortex units that were excited (upper panel), inhibited 632 

(lower panel) or whose firing rate was unchanged (middle panel) by tactile stimulation. 633 

Neuron numbers refer to units marked in B and C. B: Relationship between baseline firing 634 

rate and evoked firing rate as obtained from the last 4s of the stimulus period. C: Excess 635 

spikes (based on Poisson firing model) of all units recorded in the current experiment 636 

averaged across all stimulation frequencies. 637 
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Fig. 3. Frequency tuning. A: Tuning curves for the 80 single units in the sample (gray lines). 639 

The median and [25% 75%] percentiles are shown as full and broken black lines 640 

respectively. B: Number of spikes per pulse for each frequency tested (the box shows 641 

median and interquartile ranges; whisker length: 1.5 x interquartile range; crosses mark 642 

outliers).  643 

  644 
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Fig. 4: Spike timing in response to pulsatile stimuli. PSTH and phase histograms for two 645 

example neurons that did not change firing rates in response to the stimulus (different from 646 

the one shown in Fig. 2). Neuron 1 displays good time locking to the stimulus pulses, while 647 

neuron 2 does not. The inset for neuron 1 shows three example spikes relative to stimulus 648 

pulse onsets during the first presentation of the 30 Hz stimulus.  649 

  650 
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Fig. 5: Time locking in the recorded population of units. A: Plot of frequency of latencies of 651 

peak response for the total sample of neurons (N=80). The response is locked to absolute 652 

time – not the phase of pulse frequency. With 75 and 90 Hz stimuli a spill-over of time-locked 653 

spikes into the next stimulus period is observed. B: Vector strength of all neurons plotted 654 

against excess spikes (only responses to 15 Hz stimuli are shown). Vector strength would 655 

assume one if all spikes were contained in one bin of the phase histogram, and zero for a 656 

flat distribution. Excess spikes indicate evoked firing based on a Poisson firing model 657 

(negative = evoked suppression of spiking). High locking is observed predominantly with 658 

non-responding and excited cells. Black circles indicate significant vector strengths (Raleigh 659 

test, p<0.05; open circles: p>0.05). C: Normalized vector strength of the total sample of 660 

cells. As the stimulus is non-sinusoidal, the different pulsatile stimuli by themselves show 661 

different vector strengths. Therefore we related the measured vector strength of spiking to 662 

that obtained with spiking to the 15 Hz stimulus, but using the periods of the other 663 

frequencies. This measure is expected to assume one if time locking survives higher 664 

frequency stimulation. At the highest frequencies (75, 90) the normalized vector strength has 665 

the tendency to decrease. This is likely due to spill over of time-locked spikes into the next 666 

inter-pulse period.  667 
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Fig. 6: Sensitivity based on spike counts. A: Sensitivity (AUC) based on spike count 668 

distributions obtained from windows with increasing duration (three example units, levels of 669 

gray). B: Histograms of sensitivities observed in the total sample. Spike counts obtained with 670 

varying window durations are plotted in different shades of gray. Progressively darker curves 671 

represent neurometric performance and windows of 30 to 125 – 5000 ms (excluding the on-672 

response by omitting the first 30 ms) and the on-response itself (window 0-50 ms; broken 673 

line). Psychophysical sensitivity is replotted for comparison (arrows pointing to the mean 674 

AUC values, same data as shown in Fig. 1C).  675 

  676 
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Fig. 7: Comparison between psychometric and neurometric performance based on 677 

simulated PSTHs derived from neuronal pools of various size (3-160) and composition (i.e., 678 

rank ordered response quality, 10-80 best neurons). Best-responding neurons were taken to 679 

be the neurons showing the highest number of excess spikes (top: intensity code) or highest 680 

vector strengths (bottom: frequency code) for 60Hz stimulation. Top: Spike count code. 681 

Difference of spike-count-based neurometric performance (full stimulus interval) and 682 

psychometric performance plotted as Euclidean distance (ED) for all parameter 683 

combinations (matrix, most similar is blue, most dissimilar is red). Three examples of 684 

resulting neurometric curves (blue) are shown. The psychometric curve is replotted (red) in 685 

each graph to ease comparison. The best model found (minimum ED) is highlighted by the 686 

gray background. Bottom: Same for time-locking. Note that the neurometric variable is 687 

based on rhythmicity obtained from population PSTHs and not from measures of vector 688 

strength (the latter is not accessible for the brain without prior knowledge about stimulus 689 

phase).  690 
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Fig. 1: Behavior paradigm and psychophysical performance. A: Illustration of the behavioral task. B: 
Psychophysical performance. Response probabilities plotted for each of the three animals (levels of gray) 

tested in the task. C: Same data but plotted as area under ROC curve (AUC) averaged across rats. Random 

performance (AUC = 0.5) is marked with a dashed line. Animals successfully discriminated lower frequencies 
from the 90 Hz stimulus. Error bars are 0.05-0.95 confidence intervals based on a binomial distribution.  
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Fig. 2: Spike response to pulsatile stimuli. A: Example raster displays, PSTHs and cumulative spike counts of 
barrel cortex units that were excited (upper panel), inhibited (lower panel) or whose firing rate was 

unchanged (middle panel) by tactile stimulation. Neuron numbers refer to units marked in B and C. B: 

Relationship between baseline firing rate and evoked firing rate as obtained from the last 4s of the stimulus 
period. C: Excess spikes (based on Poisson firing model) of all units recorded in the current experiment 

averaged across all stimulation frequencies.  
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Fig. 3. Frequency tuning. A: Tuning curves for the 80 single units in the sample (gray lines). The median 
and [25% 75%] percentiles are shown as full and broken black lines respectively. B: Number of spikes per 

pulse for each frequency tested (the box shows median and interquartile ranges; whisker length: 1.5 x 

interquartile range; crosses mark outliers).  
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Fig. 4: Spike timing in response to pulsatile stimuli. PSTH and phase histograms for two example neurons 
that did not change firing rates in response to the stimulus (different from the one shown in Fig. 2). Neuron 
1 displays good time locking to the stimulus pulses, while neuron 2 does not. The inset for neuron 1 shows 

three example spikes relative to stimulus pulse onsets during the first presentation of the 30 Hz stimulus.  
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Fig. 5: Time locking in the recorded population of units. A: Plot of frequency of latencies of peak response 
for the total sample of neurons (N=80). The response is locked to absolute time – not the phase of pulse 
frequency. With 75 and 90 Hz stimuli a spill-over of time-locked spikes into the next stimulus period is 

observed. B: Vector strength of all neurons plotted against excess spikes (only responses to 15 Hz stimuli 
are shown). Vector strength would assume one if all spikes were contained in one bin of the phase 

histogram, and zero for a flat distribution. Excess spikes indicate evoked firing based on a Poisson firing 
model (negative = evoked suppression of spiking). High locking is observed predominantly with non-

responding and excited cells. Black circles indicate significant vector strengths (Raleigh test, p<0.05; open 
circles: p>0.05). C: Normalized vector strength of the total sample of cells. As the stimulus is non-

sinusoidal, the different pulsatile stimuli by themselves show different vector strengths. Therefore we related 
the measured vector strength of spiking to that obtained with spiking to the 15 Hz stimulus, but using the 
periods of the other frequencies. This measure is expected to assume one if time locking survives higher 

frequency stimulation. At the highest frequencies (75, 90) the normalized vector strength has the tendency 
to decrease. This is likely due to spill over of time-locked spikes into the next inter-pulse period.  
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Fig. 6: Sensitivity based on spike counts. A: Sensitivity (AUC) based on spike count distributions obtained 
from windows with increasing duration (three example units, levels of gray). B: Histograms of sensitivities 
observed in the total sample. Spike counts obtained with varying window durations are plotted in different 
shades of gray. Progressively darker curves represent neurometric performance and windows of 30 to 125 – 
5000 ms (excluding the on-response by omitting the first 30 ms) and the on-response itself (window 0-50 
ms; broken line). Psychophysical sensitivity is replotted for comparison (arrows pointing to the mean AUC 

values, same data as shown in Fig. 1C).  
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Fig. 7: Comparison between psychometric and neurometric performance based on simulated PSTHs derived 
from neuronal pools of various size (3-160) and composition (i.e., rank ordered response quality, 10-80 best 

neurons). Best-responding neurons were taken to be the neurons showing the highest number of excess 

spikes (top: intensity code) or highest vector strengths (bottom: frequency code) for 60Hz stimulation. Top: 
Spike count code. Difference of spike-count-based neurometric performance (full stimulus interval) and 

psychometric performance plotted as Euclidean distance (ED) for all parameter combinations (matrix, most 
similar is blue, most dissimilar is red). Three examples of resulting neurometric curves (blue) are shown. 

The psychometric curve is replotted (red) in each graph to ease comparison. The best model found 
(minimum ED) is highlighted by the gray background. Bottom: Same for time-locking. Note that the 

neurometric variable is based on rhythmicity obtained from population PSTHs and not from measures of 
vector strength (the latter is not accessible for the brain without prior knowledge about stimulus phase). 
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