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#### Abstract

Multi-hop relaying is a fundamental technology that will enable connectivity in large-scale networks such as those encounted in IoT applications. However, the end-to-end transmission rate decreases dramatically as the number of hops increases when half-duplex (HD) relaying is employed. In this paper, we investigate the outage probability and symbol-error rate for both HD and full-duplex (FD) transmission schemes in multi-hop networks subject to interference from randomly distributed thirdparty devices. We model the locations of the interfering devices as a Poisson point process. We derive a closed-form expression for the outage probability and approximations for the symbol-error rate for HD and FD transmissions employing BPSK and QPSK. The symbol-error rate results are obtained by using a Markov chain model for the multi-hop decode-and-forward links. This model accurately accounts for the nonlinear dynamical nature of the network, whereby erroneous symbol decoding can be "corrected" by a second erroneous decoding operation later in the network. We verify the analytical results through simulations and show the HD and FD schemes can be utilized to reduce the error-rate and outage probability of the system according to different residual self-interference levels and interferer densities. The results provide clear guidelines for implementing HD and FD in multi-hop networks.
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## I. Introduction

The emerging requirements of network ubiquity and machine intelligence that are needed to support and enhance future economic and social development have led to the Internet of Things (IoT) vision and have accelerated a number technological advances in recent years [1]. Unlike traditional mobile computing scenarios, the IoT is evolving into an ecosystem that facilitates the connection of physical objects (e.g., sensors and actuators) augmented by embedded intelligence [2]-[4].
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To realize the IoT vision, a large number of heterogeneous devices must continuously generate sensing data and communicate this data across the network. At present, Long Term Evolution-Advanced (LTE-A) is utilized for the communication task. However, the original target of LTE-A was to provide high data rates using large data packets. For IoT applications that use small data packets, LTE-A can be an inefficient means of communicating. To make matters worse, the typically high energy consumption required by LTE-A is a severe obstacle to large-scale IoT deployments via cellular connectivity [1]. Consequently, novel solutions are required to enable the efficient use of radio resources to convey the small data packets typically exchanged by IoT applications in largescale networks.
Multi-hop relaying offers a promising solution that is capable of reducing energy consumption and extending the coverage of wireless networks. For example, multi-hop transmission is beneficial for ensuring the quality-of-service of remote nodes is achieved without increasing the transmit power [5]. Moreover, multi-hop relay systems have been utilized widely in device-to-device (D2D) and machine-to-machine (M2M) communications where the number of wireless devices that can potentially serve as intermediate relaying nodes is large [6]-[8]. With the development of millimeter-wave communications, multi-hop transmission will be implemented at high frequencies to avoid interference between two transmitters [9].

Conventionally, multi-hop relay systems operate in halfduplex (HD) mode that uses either multiple time slots or orthogonal frequencies for signal transmission and reception. With the number of hops increasing, however, required number of time slots or frequency bands for packet forwarding increases significantly. To overcome this problem, one may turn to full-duplex (FD) transmission. Thanks to the enormous progress made in the development of self-interference (SI) cancellation techniques [10], [11], FD multi-hop communication is now possible.
Multi-hop FD networks have recently been studied in [12][15]. Ju et al provided throughput and delay analyses of beamforming-based FD transmission [12]. Wu et al formulated optimization problems for the transceiver filter design and power allocation in a multi-hop decode-and-forward (DF) FD relay system with imperfect channel state information. The power allocation problem was solved using geometric
programming and an alternating optimization approach [13]. Baranwal et al analyzed and compared the performance of FD and HD systems in a multi-hop relay system [14]. To provide a more practical system, an unsaturated FD multi-hop scheme is investigated in [15] by using power allocation technique.

Interference has not, however, been examined in all of the above papers, which does not present a realistic scenario when considering dense networks. For example, for IoT and massive machine-type communications, the interference from other active nodes should be considered when analyzing system performance [16]. To address this issue, we will utilize stochastic geometry [17] to derive a practical and tractable analytic framework for FD multi-hop DF networks subject to interference from other active nodes. We assume that the locations of interfering nodes are modeled as a homogeneous Poisson Point Process (PPP). To the best of the authors' knowledge, this is the first work to exploit a Markov chain model to investigate the symbol-Error Rate (SER) and outage probability in FD multi-hop DF networks in the presence of randomly located interferers. The contributions of this paper are the following:

- We derive exact and approximate expressions for the end-to-end outage probability and SER for HD and FD multi-hop DF relay networks by using a Markov chain model. BPSK and QPSK are explicitly considered for the SER analysis, and a general framework is described for analyzing other modulation schemes.
- We conduct an asymptotic performance analysis in order to gain insight into system behavior for two regimes: interference-limited networks and noise-limited networks.
- We provide extensive simulations and numerical results to verify the theoretical analysis.
The remainder of the paper is organized as follows. In Section II, the system model and problem formulation are described. In Section III, an analysis of the outage probability for HD and FD transmission schemes is detailed. A derivation of the SER for the HD and FD scenarios considering BPSK and QPSK is given in Section IV. Section V contains details of the asymptotic performance analysis. Section VI provides numerical simulations that verify the analysis. Section VII gives a summary of the paper.


## II. System Model and Problem Formulation

We study a multi-hop FD network operating in the presence of randomly located interferers, where the transmitter $\left(S_{0}\right)$ transmits the information to the destination $\left(S_{N}\right)$ by using a number of DF relays $\left(S_{i}, i \in(1,2, \ldots, N-1)\right.$ ). We assume the transmitter, all of the relay nodes and the destination are located at the origin and fixed locations away from the origin, respectively, in a two-dimensional plane. We also assume that the locations of the interferers are modelled by using a homogeneous PPP, $\Phi_{I}$, which has density $\rho_{I}$. To be specific, the source and destination devices are equipped with HD antennas so that they do not transmit and receive simultaneously; the relays are equipped with a hyper-duplex antenna which can easily switch between the HD and FD modes according


Fig. 1: The wireless network with randomly located EDs.
to system needs. All channels are assumed to experience path loss and independent Rayleigh fading effects modeled as $h_{i j}=\mu_{i j} d_{i j}^{-\alpha / 2}$, where $\alpha$ and $d_{i j}$ denote the path loss exponent and the distance between two nodes, $i$ and $j$, respectively. The fading coefficient $\mu_{i j}$ is a complex Gaussian random variable with unit variance. Therefore, the corresponding channel gain $\left|h_{i j}\right|^{2}$ is independently, exponentially distributed with mean $\lambda_{i j}=\mathbb{E}\left[\left|h_{i j}\right|^{2}\right]=d_{i j}^{-\alpha}$. The noise variances are normalized to one, and the channels are assumed to be quasi-static so that the channel coefficients remain unchanged during each transmission block but vary independently from one block to another.

We assume that the Channel State Information (CSI) between two adjacent nodes is known by the receiving node ${ }^{1}$. Therefore, for the FD scenario, $S_{i-1}$ can send a symbol $x_{i-1}$ to $S_{i}$. At the same time, $S_{i}$ receives the relay interference ${ }^{2}$, SI, and third-party interference from $S_{i+1}$, itself, and active third-party interferers, respectively. Hence, the received signal at $S_{i}$ can be written as

$$
\begin{align*}
y_{i}= & \frac{\sqrt{P_{T_{i-1}}} h_{i-1, i}}{d_{i-1, i}^{\frac{\alpha}{2}}} x_{i-1}+\sum_{m \in \Phi_{I}} \frac{\sqrt{P_{I_{m}}} h_{m, i}}{d_{m, i}^{\frac{\alpha}{2}}} x_{m} \\
& +\sqrt{P_{T_{i}}} h_{i, i} x_{i}+\frac{\sqrt{P_{T_{i+1}}} h_{i+1, i}}{d_{i+1, i}^{\frac{\alpha}{2}}} x_{i+1}+n_{i} \tag{1}
\end{align*}
$$

where $P_{T_{i}}$ denotes the transmit power of the $i$ th node, $P_{I_{m}}$ denotes the transmit power of the $m$ th intra-interferer, and $n_{i}$ denotes Additive White Gaussian Noise (AWGN) with unit power. For simplicity, we assume that $P_{T_{i}}=P_{T}$ for $i \in\{0,1, \ldots, N-1\}$ and $P_{I_{m}}=P_{I}$ for $m \in \Phi_{I}{ }^{3}$. The second term of (1) denotes the interference from the thirdparty interferers; the third and fourth terms of (1) denote the SI and relay interference, respectively. Note that there is no SI

[^0]and relay interference in HD relay networks. Furthermore, for FD relays, SI and relay interference can be mitigated by using an SI cancellation scheme ${ }^{4}$ and a network coding cancellation scheme ${ }^{5}$. Therefore, the Signal-to-Noise-plus-Interference Ratio (SINR) at the $S_{i}$ for HD and FD relays can be written as
\[

$$
\begin{gather*}
\gamma_{S_{i}}^{H D}=\frac{\frac{P_{T}\left|h_{i-1, i}\right|^{2}}{d_{i-1, i}^{\alpha}}}{\sum_{m \in \Phi_{I}} \frac{P_{I}\left|h_{m, i}\right|^{2}}{d_{m, i}^{\alpha}}+1}  \tag{2}\\
\gamma_{S_{i}}^{F D}=\frac{\frac{P_{T}\left|h_{i-1, i}\right|^{2}}{d_{i-1, i}^{\alpha}}}{\sum_{m \in \Phi_{I}} \frac{P_{I}\left|h_{m, i}\right|^{2}}{d_{m, i}^{\alpha}}+\gamma_{i, i}+1} \tag{3}
\end{gather*}
$$
\]

where $\gamma_{i, i}$ denotes the residual SI channel gain ${ }^{6}$.

## III. Outage Probability Analysis

Here, we investigate the outage probability of HD and FD multi-hop networks. Firstly, by using the following lemma, the cumulative distribution function (CDF) of $\gamma_{S_{i}}$ for both the HD and the FD cases can be obtained.

Lemma 1: The CDF of $\gamma_{S_{i}}$ for the HD and FD scenarios are given by

$$
\begin{align*}
& F_{\gamma_{S_{i}}}^{H D}(z)=1-\exp \left(-\frac{z d_{i-1, i}^{\alpha}}{P_{T}}\right) \exp \left(-z^{\frac{2}{\alpha}} \Omega_{i}\right)  \tag{4}\\
& F_{\gamma_{i}}^{F D}(z)=1-\frac{P_{T} e^{-\frac{z d_{i-1, i}^{\alpha}}{P_{T}}}}{d_{i-1, i}^{\alpha} \lambda_{i i} z+P_{T}} \exp \left(-z^{\frac{2}{\alpha}} \Omega_{i}\right) \tag{5}
\end{align*}
$$

where $\lambda_{i i}$ denotes the average residual SI channel gain and

$$
\Omega_{i}=\frac{\pi d_{i-1, i}^{2} \rho_{M} P_{I}^{\frac{2}{\alpha}}}{P_{T}^{\frac{2}{\alpha}} \operatorname{sinc}\left(\frac{2}{\alpha}\right)}
$$

Proof: See Appendix A.
Remark 1: For given $d_{i, i+1}$, the outage probability between any two nodes for the HD case depends on the intensity of the interferer process, the path loss exponent $\alpha$, and the transmit powers $P_{T}$ and $P_{I}$. For the FD case, except for the above parameters, the outage probability is affected by residual SI as well.

The probability density function (PDF) of $\gamma_{S_{i}}$ for the HD and FD cases can be written as

$$
\begin{equation*}
f_{\gamma_{S_{i}}}^{H D}(z)=\left(\frac{2 \Omega_{i}}{\alpha} z^{\frac{2}{\alpha}-1}+\frac{d_{i-1, i}^{\alpha}}{P_{T}}\right) \exp \left(-\frac{z d_{i-1, i}^{\alpha}}{P_{T}}-z^{\frac{2}{\alpha}} \Omega_{i}\right) \tag{6}
\end{equation*}
$$

and (7) at the top of the next page, respectively. Since DF relays have been utilized to forward information signal from the source to the destination, by using (4) and (5), the end-to-

[^1]end outage probability for HD and FD systems can be written as
\[

$$
\begin{equation*}
P_{o}^{\Xi}(z)=1-\prod_{i \in\{1, \ldots, N\}}\left(1-F_{\gamma_{S_{i}}}^{\Xi}(z)\right) \tag{8}
\end{equation*}
$$

\]

where $\Xi \in\{H D, F D\}, z=2^{N R_{s}}-1$ for the HD case, $z=$ $2^{(N+1) R_{s} / N}-1$ for the FD case, and $R_{s}$ is the target rate.

## IV. Error Probability Analysis

Although outage probability is easy to compute and gives some insight into the theoretical end-to-end performance of a multi-hop network, it is often more desirable in practice to characterize the SER for a chosen modulation scheme. Hence, in this section, we are interested in calculating the end-toend probability that a symbol is decoded in error. We invoke a Markov chain model of the relay network to analyze the error probability. This is a useful model since it takes into consideration errors induced by the channel at one part of the system that may be "corrected" through a further fortunate error later in the network.

## A. Case Study for BPSK

For BPSK, the symbol error probability conditioned on the SNR $\left(\gamma_{S_{i}}\right)$ at the $i$ th hop is given as

$$
\begin{equation*}
p_{i \mid \gamma_{S_{i}}}=\frac{1}{2} \operatorname{erfc}\left(\sqrt{\gamma_{S_{i}}}\right) \tag{9}
\end{equation*}
$$

where $\operatorname{erfc}(x)$ denotes the complementary error function. Thus, we have expressions for the SER for each hop based on $\gamma_{S_{i}}$, and the following transition matrix for the $i$ th hop can be constructed,

$$
\mathbf{P}_{i \mid \gamma_{S_{i}}}=\left(\begin{array}{cc}
1-p_{i \mid \gamma_{S_{i}}} & p_{i \mid \gamma_{S_{i}}}  \tag{10}\\
p_{i \mid \gamma_{S_{i}}} & 1-p_{i \mid \gamma_{S_{i}}}
\end{array}\right) .
$$

In general, if the prior distribution of the transmitted symbol is given by the vector $\mathbf{p}_{0}=(\epsilon, 1-\epsilon)^{T}$, where $\epsilon=\mathbb{P}(X=$ $\left.-\sqrt{P_{T}}\right)$ and $1-\epsilon=\mathbb{P}\left(X=\sqrt{P_{T}}\right)$, then the posterior distribution of decoded symbols at the $n$th receiver (i.e., after $n$ hops) is

$$
\begin{equation*}
\mathbf{p}_{n}=\mathbf{P}_{n \mid \gamma_{S_{n}}} \cdots \mathbf{P}_{1 \mid \gamma_{S_{1}}} \mathbf{p}_{0}=\prod_{i=1}^{n} \mathbf{P}_{i \mid \gamma_{S}} \mathbf{p}_{0} \tag{11}
\end{equation*}
$$

The probability that a symbol is decoded erroneously at the $n$th receiver is

$$
\begin{equation*}
P_{s \mid \gamma_{S_{i}}}=\epsilon \mathbb{P}(\mp \mid+)+(1-\epsilon) \mathbb{P}(=\mid-), \tag{12}
\end{equation*}
$$

where $\bar{A}$ denotes the decoding result, which is not $A$ when $A$ is transmitted. The first conditional probability of error after $n$ hops can be written as

$$
\begin{equation*}
\mathbb{P}(\bar{\mp} \mid+)=1-\mathbf{u}_{1}^{T} \mathbf{P}_{n \mid \gamma_{S_{n}}} \cdots \mathbf{P}_{1 \mid \gamma_{S_{1}}} \mathbf{u}_{1} \tag{13}
\end{equation*}
$$

where $\mathbf{u}_{j}$ is the $j$ th column of the $2 \times 2$ identity matrix. $\mathbb{P}(=\mid-)$ can be written similarly. $\mathbf{P}_{i \mid \gamma_{S_{i}}}$ is a symmetric matrix, and can thus be decomposed easily. The eigenvalues are $\lambda=1,1-$ $2 p_{i \mid \gamma_{S_{i}}}$ and the corresponding normalized eigenvectors are

$$
\begin{equation*}
\mathbf{v}_{1}=\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)^{T} \quad \text { and } \quad \mathbf{v}_{2}=\left(\frac{1}{\sqrt{2}},-\frac{1}{\sqrt{2}}\right)^{T} \tag{14}
\end{equation*}
$$

$$
\begin{equation*}
f_{\gamma S_{i}}^{F D}(z)=\frac{\left(2 P_{T} \Omega_{i}\left(d_{i-1, i}^{\alpha} \lambda_{i i} z+P_{T}\right) z^{\frac{2}{\alpha}}+\left(d_{i-1, i}^{\alpha} \lambda_{i i} z+P_{T}\left(\lambda_{i i}+1\right)\right) \alpha d_{i-1, i}^{\alpha} z\right) e^{-\frac{z d_{i-1, i}^{\alpha}}{P_{T}}-\Omega_{i} z^{\frac{2}{\alpha}}}}{\left(d_{i-1, i}^{\alpha} \lambda_{i i} z+P_{T}\right)^{2} \alpha z} \tag{7}
\end{equation*}
$$

Hence, we can rewrite the expression given above as

$$
\begin{equation*}
\mathbb{P}(\bar{\mp} \mid+)=1-\mathbf{u}_{1}^{T} \mathbf{V} \boldsymbol{\Lambda}_{n} \cdots \boldsymbol{\Lambda}_{1} \mathbf{V}^{T} \mathbf{u}_{1} \tag{15}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{i}=\operatorname{diag}\left\{1,1-2 p_{i \mid \gamma_{S_{i}}}\right\}$ and $\mathbf{V}=\left[\mathbf{v}_{1} \quad \mathbf{v}_{2}\right]$. Now, we have

$$
\begin{equation*}
\mathbb{P}(\bar{\mp} \mid+)=\mathbb{P}(=\mid-)=\frac{1}{2}-\frac{1}{2} \prod_{i=1}^{n}\left(1-2 p_{i \mid \gamma_{S_{i}}}\right) \tag{16}
\end{equation*}
$$

Thus, for $\epsilon=1 / 2$, the probability of symbol error after $n=N$ hops conditioned on $\gamma_{S_{i}}$ is

$$
\begin{equation*}
P_{s \mid \gamma_{S_{i}}}=\frac{1}{2}-\frac{1}{2} \prod_{i=1}^{N}\left(1-2 p_{i \mid \gamma_{S_{i}}}\right) . \tag{17}
\end{equation*}
$$

By using (6) and (17), and letting $z=\gamma_{S_{i}}$, we can obtain the average probability of symbol error for the HD relaying case as

$$
\begin{equation*}
P_{s}^{H D}=\frac{1}{2}-\frac{1}{2} \prod_{i=1}^{N}\left(1-2 \mathbb{E}^{H D}\left[p_{i \mid \gamma_{S_{i}}}\right]\right) \tag{18}
\end{equation*}
$$

where $\mathbb{E}^{H D}\left[p_{i \mid \gamma_{S_{i}}}\right]=\int_{0}^{\infty} p_{i \mid \gamma_{S_{i}}} f_{\gamma_{S_{i}}}^{H D}(z) \mathrm{d} z$. Unfortunately, a closed-form expression for $\mathbb{E}^{H D}\left[p_{i \mid \gamma_{S_{i}}}\right]$ cannot be obtained; however, we can use the following lemma to write an approximation for $\mathbb{E}^{H D}\left[p_{i \mid \gamma_{S_{i}}}\right]$ when $\alpha=4$.

Lemma 2: For the high SNR regime, the symbol error probability of $i$ th hop in the HD scenario is, to a good approximation, given by (19) at the top of the next page.

Proof: See Appendix B.
Similarly by using (7) and (17), the average probability of symbol error for the FD relay is

$$
\begin{equation*}
P_{s}^{F D}=\frac{1}{2}-\frac{1}{2} \prod_{i=1}^{N}\left(1-2 \mathbb{E}^{F D}\left[p_{i \mid \gamma_{S_{i}}}\right]\right) . \tag{20}
\end{equation*}
$$

Again, we cannot derive a closed form for (20) due to the difficulty of calculating $\mathbb{E}^{F D}\left[p_{i \mid \gamma_{S_{i}}}\right]=\int_{0}^{\infty} p_{i \mid \gamma_{S_{i}}} f_{\gamma_{S_{i}}}^{F D}(z) \mathrm{d} z$. However, to obtain a tractable solution and provide insight into the FD scenario, we take an approach that is similar to [11], [25], [26] and assume that the SI can be reduced to a level $R_{S I}$ that is on the order of thermal noise. Therefore, by using a similar calculation as that in (54), we can re-calculate the CDF of $\gamma_{S_{i}}$ for the FD case to be

$$
\begin{equation*}
F_{\gamma_{S_{i}}}^{F D}(z)=1-\exp \left(-\frac{z\left(R_{S I}+1\right) d_{i-1, i}^{\alpha}}{P_{T}}\right) \exp \left(-z^{\frac{2}{\alpha}} \Omega_{i}\right), \tag{21}
\end{equation*}
$$

and the PDF of $\gamma_{S_{i}}$ for the FD case as

$$
\begin{align*}
f_{\gamma_{i}}^{F D}(z)= & \left(\frac{2 \Omega_{i}}{\alpha} z^{\frac{2}{\alpha}-1}+\frac{\left(R_{S I}+1\right) d_{i-1, i}^{\alpha}}{P_{T}}\right)  \tag{22}\\
& \times \exp \left(-\frac{z\left(R_{S I}+1\right) d_{i-1, i}^{\alpha}}{P_{T}}-z^{\frac{2}{\alpha}} \Omega_{i}\right)
\end{align*}
$$

Then, substituting (22) and (58), the symbol-error probability of the $i$ th hop ( $\mathbb{E}^{F D}\left[p_{i \mid \gamma_{S_{i}}}\right]$ ) can be written as (23) at the top
of the next page.

## B. Case Study for QPSK

We now focus on QPSK and define that the transition error probability at the receiver in the $i$ th hop is $p_{i, 1}$ and $p_{i, 2}$ for the nearest-neighbor constellation points and diagonal constellation points, respectively, such that the correct decoding probability is $1-2 p_{i, 1}-p_{i, 2}$. From our assumption that the channel gains are exponentially distributed, the symbol-error probability based on the end-to-end SNR at the $i$ th receiver is given by

$$
\begin{align*}
p_{i, 1 \mid \gamma_{S_{i}}}= & \frac{1}{2} \operatorname{erfc}\left(\sqrt{\gamma_{S_{i}}}\right) \\
p_{i, 2 \mid \gamma_{S_{i}}}= & \operatorname{erfc}\left(\sqrt{\frac{\gamma_{S_{i}}}{2}}\right)-\operatorname{erfc}\left(\sqrt{\gamma_{S_{i}}}\right)-\frac{1}{4} \operatorname{erfc}^{2}\left(\sqrt{\frac{\gamma_{S_{i}}}{2}}\right) \\
\stackrel{(a)}{\sim} & \left(\frac{e^{-\frac{\gamma_{S_{i}}}{2}}}{6}+\frac{e^{-\frac{2 \gamma_{S_{i}}}{3}}}{2}\right)\left(1-\frac{e^{-\frac{\gamma_{S_{i}}}{2}}}{24}-\frac{e^{-\frac{2 \gamma_{S_{i}}}{3}}}{8}\right) \\
& -\frac{e^{-\gamma_{S_{i}}}}{6}-\frac{e^{-\frac{4 \gamma_{S_{i}}}{3}}}{2}, \tag{24}
\end{align*}
$$

where (a) holds by using (57) in Appendix B. Then we can form the following transition matrix for the $i$ th hop

$$
\begin{align*}
& \mathbf{P}_{i \mid \gamma_{S_{i}}}= \\
& \left(\begin{array}{cccc}
1-p_{i, * \mid \gamma_{S_{i}}} & p_{i, 1 \mid \gamma_{S_{i}}} & p_{i, 1 \mid \gamma_{S_{i}}} & p_{i, 2 \mid \gamma_{S_{i}}} \\
p_{i, 1 \mid \gamma_{S_{i}}} & 1-p_{i, * \mid \gamma_{S}} & p_{i, 2 \mid \gamma_{S}} & p_{i, 1 \mid \gamma_{S}} \\
p_{i, 1 \mid \gamma_{S_{i}}} & p_{i, 2 \mid \gamma_{S_{i}}} & 1-p_{i, * \mid \gamma_{S_{i}}} & p_{i, 1 \mid \gamma_{S_{i}}} \\
p_{i, 2 \mid \gamma_{S}} & p_{i, 1 \mid \gamma_{S}} & p_{i, 1 \mid \gamma_{S_{i}}} & 1-p_{i, * \mid \gamma_{S}}
\end{array}\right) \tag{25}
\end{align*}
$$

where $p_{i, * \mid \gamma_{S_{i}}}=2 p_{i, 1 \mid \gamma_{S_{i}}}+p_{i, 2 \mid \gamma_{S_{i}}}$. In general, if the prior distribution of the transmitted symbol is given by the vector $\mathbf{p}_{0}=\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right)^{T}$, where

$$
\begin{align*}
& \epsilon_{0}=\mathbb{P}\left(X=\sqrt{P_{T} / 2}(1-j)\right), \\
& \epsilon_{1}=\mathbb{P}\left(X=\sqrt{P_{T} / 2}(-1+j)\right), \\
& \epsilon_{2}=\mathbb{P}\left(X=\sqrt{P_{T} / 2}(-1-j)\right),  \tag{26}\\
& \epsilon_{3}=\mathbb{P}\left(X=\sqrt{P_{T} / 2}(1+j)\right),
\end{align*}
$$

and $\sum_{i=0}^{3} \epsilon_{i}=1$, then the posterior distribution of decoded symbols at the $n$th receiver (i.e., after $n$ hops) is

$$
\begin{equation*}
\mathbf{p}_{n}=\mathbf{P}_{n \mid \gamma_{S_{n}}} \cdots \mathbf{P}_{1 \mid \gamma_{S_{1}}} \mathbf{p}_{0}=\prod_{i=1}^{n} \mathbf{P}_{i \mid \gamma_{S_{i}}} \mathbf{p}_{0} \tag{27}
\end{equation*}
$$

The probability that a symbol is decoded erroneously at the $n$th receiver is

$$
\begin{align*}
P_{s}= & \epsilon_{0} \mathbb{P}(\overline{++} \mid++)+\epsilon_{1} \mathbb{P}(\overline{+-} \mid+-) \\
& +\epsilon_{1} \mathbb{P}(\overline{-+\mid} \mid-+)+\epsilon_{3} \mathbb{P}(\overline{--} \mid--) . \tag{28}
\end{align*}
$$

$$
\left.\begin{array}{l}
\mathbb{E}^{H D}\left[p_{i \mid \gamma_{S_{i}}}\right] \simeq \\
\sqrt{9 \frac{d_{i-1, i}^{4}}{P_{T}}+12}\left(\frac{d_{i-1, i}^{4}}{P_{T}}+1\right)^{\frac{5}{2}}\left(72 \frac{d_{i-1, i}^{4}}{P_{T}}+96\right)  \tag{19}\\
\times\left(\left(\frac{d_{i-1, i}^{4}}{P_{T}}+1\right) \Omega_{i} \sqrt{\pi} \operatorname{erfc}\left(\frac{d_{i-1, i}^{4}}{P_{T}}+1\right)^{\frac{5}{2}} e^{\frac{\Omega_{i}}{\frac{12 d_{i-1, i}^{4}+16}{P_{T}}} \operatorname{erfc}\left(\frac{3 \Omega_{i}^{2}}{2 \sqrt{\frac{9 d_{i-1, i}^{4}}{P_{T}}+12}}\right) \frac{\sqrt{\frac{9 d_{i-1, i}^{4}}{P_{T}}}+12}{12}}\right. \\
2 \sqrt{\frac{d_{i-1, i}^{4}}{P_{T}}+1}
\end{array}\right)\left(\frac{d_{i-1, i}^{4}}{P_{T}}+\frac{4}{3}\right) e^{\left.\left.\frac{\Omega_{i}^{2}}{4 \frac{d_{i-1, i}^{4}+4}{P_{T}}}-8\left(\frac{d_{i-1, i}^{4}}{P_{T}}+1\right)^{\frac{3}{2}} \frac{d_{i-1, i}^{4}}{P_{T}}\left(\frac{d_{i-1, i}^{4}}{P_{T}}+\frac{13}{12}\right)\right)\right)} .
$$

$$
\begin{align*}
& \mathbb{E}^{F D}\left[p_{i \mid \gamma_{S_{i}}}\right] \simeq \\
& \frac{36}{\sqrt{9 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+12}\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+1\right)^{\frac{5}{2}}\left(72 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+96\right)}\left(\Omega_{i} \sqrt{\pi}\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+1\right)^{\frac{5}{2}} e^{\frac{{ }^{\frac{5\left(R_{S I}+1\right) d_{i-1, i}^{4}+16}{P_{T}}}}{P_{T}}}\right. \\
& \times \operatorname{erfc}\left(\frac{3 \Omega_{i}}{2 \sqrt{\frac{9\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+12}}\right) \frac{\sqrt{\frac{9\left(R_{S I}+1\right) d_{i-1, i}^{4}+12}{P_{T}}}}{12}\left(\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+1\right) \Omega_{i} \sqrt{\pi} \operatorname{erfc}\left(\frac{\Omega_{i}}{2 \sqrt{\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+1}}\right)\right.  \tag{23}\\
& \times\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+\frac{4}{3}\right) e^{\left.\left.\frac{\Omega_{i}^{2}}{4 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}+4}{P_{T}}}-8\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+1\right)^{\frac{3}{2}} \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+\frac{13}{12}\right)\right)\right) . . . . . . . . . . ~}
\end{align*}
$$

The first conditional probability of error after $n$ hops can be written as

$$
\begin{equation*}
\mathbb{P}(\overline{++} \mid++)=1-\mathbf{u}_{1}^{T} \mathbf{P}_{n \mid \gamma_{S_{n}}} \cdots \mathbf{P}_{1 \mid \gamma_{S_{1}}} \mathbf{u}_{1} \tag{29}
\end{equation*}
$$

where $\mathbf{u}_{j}$ is the $j$ th column of the $4 \times 4$ identity matrix. $\mathbf{P}_{i \mid \gamma_{S_{i}}}$ is a symmetric matrix, and can thus be diagonalized. The eigenvalues are $\lambda=1,1-4 p_{i, 1 \mid \gamma_{S_{i}}}, 1-2 p_{i, 1 \mid \gamma_{S_{i}}}-2 p_{i, 2 \mid \gamma_{S_{i}}}, 1-$ $2 p_{i, 1 \mid \gamma_{S_{i}}}-2 p_{i, 2 \mid \gamma_{S_{i}}}$ and the corresponding normalized eigenvectors are

$$
\begin{align*}
& \mathbf{v}_{1}=(1 / 2,1 / 2,1 / 2,1 / 2)^{T} \\
& \mathbf{v}_{2}=(1 / 2,-1 / 2,-1 / 2,1 / 2)^{T} \\
& \mathbf{v}_{3}=(-1 / \sqrt{2}, 0,0,1 / \sqrt{2})^{T}  \tag{30}\\
& \mathbf{v}_{4}=(0,-1 / \sqrt{2}, 1 / \sqrt{2}, 0)^{T}
\end{align*}
$$

Hence, we can rewrite the expression given above as

$$
\begin{equation*}
\mathbb{P}(\overline{++} \mid++)=1-\mathbf{u}_{1}^{T} \mathbf{V} \boldsymbol{\Lambda}_{n} \cdots \boldsymbol{\Lambda}_{1} \mathbf{V}^{T} \mathbf{u}_{1} \tag{31}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{i}=\operatorname{diag}\left\{1,1-4 p_{i, 1 \mid \gamma_{S_{i}}}, 1-2 p_{i, 1 \mid \gamma_{S_{i}}}-2 p_{i, 2 \mid \gamma_{S_{i}}}, 1-\right.$ $\left.2 p_{i, 1 \mid \gamma_{S_{i}}}-2 p_{i, 2 \mid \gamma_{S_{i}}}\right\}$ and $\mathbf{V}=\left[\begin{array}{llll}\mathbf{v}_{1} & \mathbf{v}_{2} & \mathbf{v}_{3} & \mathbf{v}_{4}\end{array}\right]$. It is thus easy to see that
$\mathbb{P}(\overline{++\mid}++)=\frac{3}{4}-\frac{1}{4} \prod_{i=1}^{n}\left(1-4 p_{i, 1 \mid \gamma_{S_{i}}}\right)-\frac{1}{2} \prod_{i=1}^{n}\left(1-2 p_{i, 1 \mid \gamma_{S_{i}}}-2 p_{i, 2 \mid \gamma S_{i}}\right)$.

Similarly, other error probabilities can be written as

$$
\begin{align*}
& \mathbb{P}(\overline{+-} \mid+-)=\mathbb{P}(\overline{-+\mid} \mid-+)=\mathbb{P}(\overline{--} \mid--) \\
& =\frac{3}{4}-\frac{1}{4} \prod_{i=1}^{n}\left(1-4 p_{i, 1 \mid \gamma_{S_{i}}}\right)-\frac{1}{2} \prod_{i=1}^{n}\left(1-2 p_{i, 1 \mid \gamma_{S_{i}}}-2 p_{i, 2 \mid \gamma_{S_{i}}}\right) \tag{33}
\end{align*}
$$

and, for $\epsilon_{0}=\epsilon_{1}=\epsilon_{2}=\epsilon_{3}=1 / 4$, the probability of symbol error over $n=N$ hops conditioned on $\gamma_{S_{i}}$ is
$P_{s \mid \gamma_{S_{i}}}=\frac{3}{4}-\frac{1}{4} \prod_{i=1}^{N}\left(1-4 p_{i, 1 \mid \gamma_{S_{i}}}\right)-\frac{1}{2} \prod_{i=1}^{N}\left(1-2 p_{i, 1 \mid \gamma_{S_{i}}}-2 p_{i, 2 \mid \gamma_{S_{i}}}\right)$.
Since, $p_{i \mid \gamma_{S_{i}}}=p_{i, 1 \mid \gamma_{S_{i}}}$, by using (6) and (34), and letting $z=\gamma_{S_{i}}$, we can write the average probability of symbol error for the HD relaying case as

$$
\begin{align*}
& P_{s}^{H D}=\frac{3}{4}-\frac{1}{4} \prod_{i=1}^{N}\left(1-4 \mathbb{E}^{H D}\left[p_{i \mid \gamma_{S_{i}}}\right]\right) \\
& \quad-\frac{1}{2} \prod_{i=1}^{N}\left(1-2 \mathbb{E}^{H D}\left[p_{i \mid \gamma_{S_{i}}}\right]-2 \mathbb{E}^{H D}\left[p_{i, 2 \mid \gamma_{S_{i}}}\right]\right) \tag{35}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbb{E}^{H D}\left[p_{i, 2 \mid \gamma_{S_{i}}}\right]=\int_{0}^{\infty} p_{i, 2 \mid \gamma_{S_{i}}} f_{\gamma_{S_{i}}}^{H D}(z) \mathrm{d} z \tag{36}
\end{equation*}
$$

Therefore, when $\alpha=4$, by substituting (7) and (24) into (36), we can obtain $\mathbb{E}^{H D}\left[p_{i, 2 \mid \gamma_{S_{i}}}\right]$ in (37) at the top of the next page.

Furthermore, by using (7) and (34), we can obtain the average probability of a symbol error for the FD case as

$$
\begin{align*}
& P_{s}^{F D}=\frac{3}{4}-\frac{1}{4} \prod_{i=1}^{N}\left(1-4 \mathbb{E}^{F D}\left[p_{i \mid \gamma_{S_{i}}}\right]\right) \\
& \quad-\frac{1}{4} \prod_{i=1}^{N}\left(1-2 \mathbb{E}^{F D}\left[p_{i \mid \gamma_{S_{i}}}\right]-2 \mathbb{E}^{F D}\left[p_{i, 2 \mid \gamma_{S_{i}}}\right]\right) \tag{38}
\end{align*}
$$

where $\mathbb{E}^{F D}\left[p_{i, 2 \mid \gamma_{S_{i}}}\right]=\int_{0}^{\infty} p_{i, 2 \mid \gamma_{S_{i}}} f_{\gamma_{S_{i}}}^{F D}(z) \mathrm{d} z$. By using a

$$
\begin{align*}
& \mathbb{E}^{H D}\left[p_{i, 2 \mid \gamma_{S}}\right] \simeq \frac{\sqrt{\pi} \Omega_{i} e^{\frac{3 \Omega_{i}^{2}}{12 \frac{d_{i-1, i}^{4}}{P_{T}}+8}} \operatorname{erfc}\left(\frac{3 \Omega_{i}}{2 \sqrt{9 \frac{d_{i-1, i}^{4}}{P_{T}}+6}}\right)}{6\left(\frac{d_{i-1, i}^{4}}{P_{T}}+\frac{2}{3}\right)^{\frac{3}{2}}}+\frac{\sqrt{\pi} \Omega_{i} e^{\frac{\Omega_{i}^{2}}{\frac{4 d_{i-1, i}^{4}}{P_{T}}+2}} \operatorname{erfc}\left(\frac{\Omega_{i}}{2 \sqrt{4 \frac{d_{i-1, i}^{4}}{P_{T}}+2}}\right)}{6 \sqrt{2}\left(\frac{2 d_{i-1, i}^{4}}{P_{T}}+1\right)^{\frac{3}{2}}}+\frac{4 \frac{d_{i-1, i}^{4}}{P_{T}}\left(\frac{d_{i-1, i}^{4}}{P_{T}}+\frac{13}{24}\right)}{\left(\frac{2 d_{i-1, i}^{4}}{P_{T}}+1\right)\left(\frac{3 d_{i-1, i}^{4}}{P_{T}}+2\right)} \\
& -2 p_{i}^{H D}-\frac{7 \sqrt{\pi} \Omega_{i}\left(\frac{d_{i-1, i}^{4}}{P_{T}}+\frac{4}{3}\right) e^{\frac{3 \Omega_{i}^{2}}{12 \frac{d_{i-1, i}^{4}}{P_{T}}+14}} \operatorname{erfc}\left(\frac{3 \Omega_{i}}{2 \sqrt{36 \frac{d_{i-1, i}^{4}}{P_{T}}+42}}\right)}{16 \sqrt{\frac{d_{i-1, i}^{4}}{P_{T}}+\frac{7}{6}}}\left(\frac{18 d_{i-1, i}^{8}}{P_{T}^{2}}+\frac{45 d_{i-1, i}^{4}}{P_{T}}+28\right) \quad \frac{\frac{288 d_{i-1, i}^{12}}{P_{T}^{3}}+\frac{648 d_{i-1, i}^{8}}{P_{T}^{2}}+\frac{361 d_{i-1, i}^{4}}{P_{T}}}{\frac{2592 d_{i-1, i}^{12}+\frac{9072 d_{i-1, i}^{8}}{P_{T}^{3}}+10512 \frac{d_{i-1, i}^{4}}{P_{T}}}{}+4032} \\
& -\frac{\sqrt{\pi} \Omega_{i}\left(\frac{d_{i-1, i}^{4}}{P_{T}}+\frac{4}{3}\right)\left(\frac{d_{i-1, i}^{4}}{P_{T}}+\frac{7}{6}\right) e^{\frac{\Omega_{i}^{2}}{4 \frac{d_{i-1, i}^{4}}{P_{T}}+4}} \operatorname{erfc}\left(\frac{\Omega_{i}}{2 \sqrt{\frac{d_{i-1, i}^{4}}{P_{T}}+1}}\right)}{16\left(\frac{d_{i-1, i}^{4}}{P_{T}}+1\right)^{\frac{3}{2}}\left(\frac{18 d_{i-1, i}^{8}}{P_{T}^{2}}+\frac{45 d_{i-1, i}^{4}}{P_{T}}+28\right)}-\frac{3 \sqrt{\pi} \Omega_{i}\left(\frac{d_{i-1, i}^{4}}{P_{T}}+\frac{7}{6}\right) e^{\frac{12}{\frac{d_{i-1, i}^{4}}{P_{T}}+16}} \operatorname{erfc}\left(\frac{3 \Omega_{i}^{2}}{2 \sqrt{\frac{9 d_{i-1, i}^{4}}{P_{T}}+12}}\right)}{4 \sqrt{\frac{d_{i-1, i}^{4}}{P_{T}}+\frac{4}{3}}\left(\frac{18 d_{i-1, i}^{8}}{P_{T}^{2}}+\frac{45 d_{i-1, i}^{4}}{P_{T}}+28\right)} \tag{37}
\end{align*}
$$

similar calculation as before, the $\mathbb{E}\left[p_{i, 2 \mid \gamma_{S_{i}}}\right]^{F D}$ can be obtained in (39) at the top of the next page.

Remark 2: According to the error probability expressions for the HD and FD modes with BPSK and QPSK, i.e., (18), (20), (35) and (38), respectively, for given $d_{i, i+1}$, the average symbol error probability for the HD relay case depends on the intensity of the third party interferers processes, the path loss exponent $\alpha$, the transmit power of each node and that of the third part interferers. For the FD case, except for the above parameters, the outage probability is affected by residual SI as well. Further analysis and the effects of these parameters on system performance are presented in Section VI.

## V. Asymptotic Analysis

To gain further insight into the performance of multihop systems, we consider two asymptotic regimes: the interferencelimited scenario and the noise-limited scenario.

## A. Interference-Limited Regime

Consider the case where third-party interference dominates noise and residual self-interference. The signal-to-interference ratio (SIR) for the HD and FD schemes in this scenario are equivalent:

$$
\begin{equation*}
\gamma_{S_{i}}^{H D}=\gamma_{S_{i}}^{F D}=\frac{P_{T}\left|h_{i-1, i}\right|^{2} / d_{i-1, i}^{\alpha}}{\sum_{m \in \Phi_{I}} P_{I}\left|h_{m, i}\right|^{2} / d_{m, i}^{\alpha}} \tag{40}
\end{equation*}
$$

Note that the equivalence follows from the fact that the level of residual self-interference is independent of $P_{I}$. Letting $P_{T}$ and $P_{I}$ grow large with $P_{T} \gg P_{I}$, it is easy to see that the corresponding CDFs can be obtained from (4) as

$$
\begin{equation*}
F_{\gamma_{S_{i}}}^{H D}(z)=F_{\gamma_{S_{i}}}^{F D}(z) \sim z^{\frac{2}{\alpha}} \Omega_{i} \tag{41}
\end{equation*}
$$

and the PDFs become

$$
\begin{equation*}
f_{\gamma_{S_{i}}}^{H D}(z)=f_{\gamma_{S_{i}}}^{F D}(z) \sim \frac{2}{\alpha} z^{\frac{2}{\alpha}-1} \Omega_{i} \tag{42}
\end{equation*}
$$

where $\Omega_{i}$ was defined in Lemma 1 and the notation $a \sim b$ signifies asymptotic equivalence, i.e., $a / b \rightarrow 1$ in the appropriate limit.

1) Outage: Although the PDF and the CDF of the SIR are asymptotically equivalent, the outage probability expressions are not. This discrepancy arises from the fact that FD transmission is much more efficient than HD transmission. Hence, when evaluating the outage probability (cf. (8)) using the asymptotic CDFs given above, one must set $z=2^{N R_{s}}-1$ for the HD case and $z=2^{(N+1) R_{s} / N}-1$ for the FD case where $R_{s}$ is the target rate.
2) Error Probability: Let us consider the end-to-end average error probability for BPSK. Referring to (18), we evaluate the expectation ${ }^{7}$
$\mathbb{E}\left[p_{i \mid \gamma_{S_{i}}}\right]=\frac{1}{2} \int_{0}^{\infty} \operatorname{erfc}\left(\sqrt{\gamma_{S_{i}}}\right) f_{\gamma_{S_{i}}}\left(\gamma_{S_{i}}\right) \mathrm{d} \gamma_{S_{i}} \sim \frac{\Omega_{i} \Gamma\left(\frac{1}{2}+\frac{2}{\alpha}\right)}{2 \sqrt{\pi}}$.
It follows that for large $P_{T} / P_{I}$, the average end-to-end error probability for BPSK is asymptotically

$$
\begin{align*}
P_{s} & \sim \frac{1}{2}-\frac{1}{2} \prod_{i=1}^{N}\left(1-\frac{\Omega_{i} \Gamma\left(\frac{1}{2}+\frac{2}{\alpha}\right)}{\sqrt{\pi}}\right) \\
& \sim \frac{\sqrt{\pi} \rho_{M} \Gamma\left(\frac{1}{2}+\frac{2}{\alpha}\right)}{2 \operatorname{sinc}\left(\frac{2}{\alpha}\right)}\left(\frac{P_{I}}{P_{T}}\right)^{\frac{2}{\alpha}} \sum_{i=1}^{N} d_{i-1, i}^{2} . \tag{44}
\end{align*}
$$

From this expression, we can easily observe a quadratic dependence on distance and a linear dependence on interference density, as well as a $2 / \alpha$ power-law decay in the error probability with increasing $P_{T} / P_{I}$.

[^2]\[

$$
\begin{align*}
& \mathbb{E}\left[p_{i, 2 \mid \gamma_{S}}\right]^{F D} \simeq \frac{\sqrt{\pi} \Omega_{i} e^{\frac{3 \Omega_{i}^{2}}{12 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+8}} \operatorname{erfc}\left(\frac{3 \Omega_{i}}{2 \sqrt{9 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+6}}\right)}{6\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+\frac{2}{3}\right)^{\frac{3}{2}}}+\frac{\sqrt{\pi} \Omega_{i} e^{\frac{\Omega_{i}^{2}}{\frac{4\left(R_{S I}+1\right) d_{i-1, i}^{4}+2}{P_{T}}} \operatorname{erfc}\left(\frac{\Omega_{i}}{2 \sqrt{4 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}}}\right)} \sqrt{6 \sqrt{2}\left(\frac{2\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+1\right)^{\frac{3}{2}}}-2 p_{i}^{H D}}{6} \\
& \left.+\frac{4 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+\frac{13}{24}\right)}{}-\underline{\sqrt{\pi} \Omega_{i}\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}\right.}+\frac{4}{3}\right) e^{\frac{3 \Omega_{i}^{2}}{\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+14}} \operatorname{erfc}\left(\frac{3 \Omega_{i}}{2 \sqrt{36 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+42}}\right) \\
& +\overline{\left(\frac{2\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+1\right)\left(\frac{3\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+2\right)}-\overline{16 \sqrt{\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+\frac{7}{6}}\left(\frac{18\left(R_{S I}+1\right)^{2} d_{i-1, i}^{8}}{P_{T}^{2}}+\frac{45\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+28\right)} \\
& -\frac{\frac{288\left(R_{S I}+1\right)^{3} d_{i-1, i}^{12}}{P_{T}^{3}}+\frac{648\left(R_{S I}+1\right)^{2} d_{i-1, i}^{8}}{P_{T}^{2}}+\frac{361\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}}{\frac{2592\left(R_{S I}+1\right)^{3} d_{i-1, i}^{12}}{P_{T}^{3}}+\frac{9072\left(R_{S I}+1\right)^{2} d_{i-1, i}^{8}}{P_{T}^{2}}+10512 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+4032} \\
& -\sqrt{\pi} \Omega_{i}\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+\frac{4}{3}\right)\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+\frac{7}{6}\right) e^{\frac{\Omega_{i}^{2}}{4 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}+4}{P_{T}}} \operatorname{erfc}\left(\frac{\Omega_{i}}{2 \sqrt{\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+1}}\right)} \\
& 16\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+1\right)^{\frac{3}{2}}\left(\frac{18\left(R_{S I}+1\right)^{2} d_{i-1, i}^{8}}{P_{T}^{2}}+\frac{45\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+28\right) \\
& -\xrightarrow{3 \sqrt{\pi} \Omega_{i}\left(\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+\frac{7}{6}\right) e^{\frac{3 \Omega_{i}^{2}}{12 \frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+16}} \operatorname{erfc}\left(\frac{3 \Omega_{i}}{2 \sqrt{\frac{9\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+12}}\right)} \\
& 4 \sqrt{\frac{\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+\frac{4}{3}}\left(\frac{18\left(R_{S I}+1\right)^{2} d_{i-1, i}^{8}}{P_{T}^{2}}+\frac{45\left(R_{S I}+1\right) d_{i-1, i}^{4}}{P_{T}}+28\right) \tag{39}
\end{align*}
$$
\]

A similar approach is taken to analyze the symbol error probability for QPSK. Referring to (35), we require an expression for $\mathbb{E}\left[p_{i, 1 \mid \gamma_{S_{i}}}\right]$, which is given by (43). Furthermore, we require the slightly more complicated result

$$
\begin{align*}
\mathbb{E}\left[p_{i, 2 \mid \gamma_{S_{i}}}\right] \sim & \frac{\Omega_{i}}{\pi}\left(\sqrt{\pi}\left(4^{1 / \alpha}-1\right) \Gamma\left(\frac{1}{2}+\frac{2}{\alpha}\right)\right. \\
& \left.-\frac{\Gamma\left(\frac{2}{\alpha}\right)}{\alpha+4}{ }_{2} F_{1}\left(1, \frac{\alpha+2}{\alpha} ; \frac{3}{2}+\frac{2}{\alpha} ; \frac{1}{2}\right)\right) \tag{45}
\end{align*}
$$

where ${ }_{2} F_{1}(a, b ; c ; z)=\frac{\Gamma(c)}{\Gamma(c) \Gamma(c-b)} \int_{0}^{1} \frac{t^{b-1}(1-t)^{c-b-1}}{(1-t z)^{a}} \mathrm{~d} t$ is the hypergeometric function. This expression follows from direct integration, where the $\operatorname{erfc}(\cdot)^{2}$ integral is evaluated by using integration by parts, a change of variables, and using [27, eq. 6.455 2.] along with a few algebraic manipulations. Substituting these expectations into (35) and letting $P_{T} / P_{I}$ grow large, we have the asymptotic relation

$$
\begin{align*}
P_{s} \sim\left(\frac{4^{1 / \alpha} \Gamma\left(\frac{1}{2}+\frac{2}{\alpha}\right)}{\sqrt{\pi}}\right. & \left.-\frac{\Gamma\left(\frac{2}{\alpha}\right){ }_{2} F_{1}\left(1, \frac{\alpha+2}{\alpha} ; \frac{3}{2}+\frac{2}{\alpha} ; \frac{1}{2}\right)}{\pi(\alpha+4)}\right) \\
& \times \frac{\pi \rho_{M}}{\operatorname{sinc}\left(\frac{2}{\alpha}\right)}\left(\frac{P_{I}}{P_{T}}\right)^{\frac{2}{\alpha}} \sum_{i=1}^{N} d_{i-1, i}^{2} \tag{46}
\end{align*}
$$

for QPSK. The only major difference between the QPSK symbol error probability expression and the corresponding
result for BPSK is the factor in the parentheses in the first line of the asymptotic equivalence given above. However, this factor only depends upon the path loss exponent; hence, we observe the same linear dependence on the interference density and power-law decay with increasing SIR as we did for BPSK, as one would expect.

## B. Noise-Limited Regime

Let us turn our attention to the noise-limited regime. This case is akin to setting $P_{I}$ and $\gamma_{i, i}$ to zero in (2) and (3) ${ }^{8}$. It follows that the SNR for the HD and FD systems can be written as

$$
\begin{equation*}
\gamma_{S_{i}}^{H D}=\gamma_{S_{i}}^{F D}=\frac{P_{T}\left|h_{i-1, i}\right|^{2}}{d_{i-1, i}^{\alpha}} \tag{47}
\end{equation*}
$$

Furthermore, by letting the SNR grow large (i.e., $P_{T} \rightarrow \infty$ ), we can deduce that the PDFs and CDFs of the SNR obey the following asymptotic equivalences:

$$
\begin{gather*}
F_{\gamma_{S_{i}}}^{H D}(z)=F_{\gamma_{S_{i}}}^{F D}(z) \sim \frac{z d_{i-1, i}^{\alpha}}{P_{T}} \\
f_{\gamma_{S_{i}}}^{H D}(z)=f_{\gamma_{S_{i}}}^{F D}(z) \sim \frac{d_{i-1, i}^{\alpha}}{P_{T}} \tag{48}
\end{gather*}
$$
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Fig. 2: Theoretical vs. numerical outage probabilities for different density of interferers, where $N=5, P_{I}=20 \mathrm{~dB}, \lambda_{i i}=5 \mathrm{~dB}$ and $\alpha=4$.

1) Outage: As noted in the discussion of the interferencelimited regime, the outage probability expressions for HD and FD systems are identical, despite the fact that the SNR distributions are asymptotically equivalent. By substituting the CDF into (8), one observes that the outage probability is

$$
\begin{equation*}
P_{o} \sim \frac{z}{P_{T}} \sum_{i=1}^{N} d_{i-1, i}^{\alpha}, \quad P_{T} \rightarrow \infty \tag{49}
\end{equation*}
$$

for the noise-limited regime.
2) Error Probability: For the error probability analysis, we again begin with a study of BPSK. We evaluate the required expectation to give

$$
\begin{equation*}
\mathbb{E}\left[p_{i \mid \gamma_{S_{i}}}\right] \sim \frac{d_{i-1, i}^{\alpha}}{4 P_{T}} \tag{50}
\end{equation*}
$$

The resulting high-SNR expression for the end-to-end average error probability is

$$
\begin{equation*}
P_{s} \sim \frac{1}{4 P_{T}} \sum_{i=1}^{N} d_{i-1, i}^{\alpha} \tag{51}
\end{equation*}
$$

This analysis confirms that, as one would expect, the diversity order of the system is one. Moreover, it demonstrates the dependence on the $\alpha$-powers of distances between nodes.

Turning our attention to QPSK, we require $\mathbb{E}\left[p_{i, 1 \mid \gamma_{S_{i}}}\right]$, which is given by (50). We also need the asymptotic relation

$$
\begin{equation*}
\mathbb{E}\left[p_{i, 2 \mid \gamma_{S_{i}}}\right] \sim \frac{2+\pi}{4 \pi} \frac{d_{i-1, i}^{\alpha}}{P_{T}} \tag{52}
\end{equation*}
$$

which can be computed in a similar manner to (45), using [28, eq. 15.4.29] to simplify the expression of the hypergeometric function. Substituting into (35) and letting $P_{T} / P_{I}$ grow large, we have

$$
\begin{equation*}
P_{s} \sim \frac{2+3 \pi}{4 \pi P_{T}} \sum_{i=1}^{N} d_{i-1, i}^{\alpha} \tag{53}
\end{equation*}
$$

from which the same scaling in SNR and $\alpha$ noted for BPSK can be observed. Furthermore, note that the asymptotic error probability expressions for BPSK and QPSK differ by the factors $1 / 4$ and $(2+3 \pi) /(4 \pi) \simeq 0.91$, i.e., the high-SNR coding gain for BPSK is roughly 3.6 times better than that of QPSK.

## VI. Simulations Results

This section provides Monte Carlo simulation results to verify the proposed theoretical analysis for the outage and error probability, respectively. In the simulations, without loss of generality, we assume the noise variance $\sigma_{n}^{2}=1$, the target rate $R_{s}=1$ bits $/ \mathrm{s} / \mathrm{Hz}$ and the locations of the transmitter and receiver are fixed at $(-2,0)$ and $(2,0)$, respectively. The simulation results are obtained by averaging over $10^{5}$ independent trials. For the case of randomly located interferers, we model the interferers as a homogeneous PPP $\Phi_{I}$ with density $\rho_{I}$. The comparison of outage and error probability between the HD and FD cases will be investigated.

## A. Outage Probability

Fig. 2 verifies the outage probability expressions for HD and FD relaying versus different density of interferers, where $N=5, P_{I}=20 \mathrm{~dB}, \lambda_{i i}=5 \mathrm{~dB}$ and $\alpha=4$. Both the simulation and the theoretical results are presented, which are shown to match perfectly. Furthermore, for both the HD and FD cases, it is clear that the outage probability decreases as the transmit power to noise ratio of inter-node increases; and the outage probability increases when the density of interferers increases.

According to [24], radio transmissions always encounter a bandwidth constraint so that self-interference cannot always be cancelled completely. Therefore, it is fairly important to show how residual SI affects the outage performance of the


Fig. 3: The comparison of outage probabilities for FD and HD relaying with different residual self-interference channel gains, where $N=5$, $P_{T}=40 \mathrm{~dB}, P_{I}=20 \mathrm{~dB}$ and $\alpha=4$.

FD scheme. Fig. 3 compares the outage probabilities for the HD and FD modes with respect to different $\lambda_{i i}$, where $N=5$, $P_{T}=40 \mathrm{~dB}, P_{I}=20 \mathrm{~dB}$ and $\alpha=4$. It is clearly shown that as the residual SI increases, the outage probability of the FD case is adversely affected. There is no SI for the HD scheme; hence, the performance is constant for all $\lambda_{i i}$ in this figure. This information can be employed in practice to switch between HD and FD modes given the bandwidth constraints of the system. Since the available system bandwidth of modern communication links can change based on channel quality and the prescribed quality of service, this observation could be of great importance in multi-hop IoT.

## B. Error Probability

Fig. 4 provides the comparison of error probability of BPSK and QPSK for HD relaying with a different number of hops and density of the interferers, where $P_{I}=30 \mathrm{~dB}$ and $\alpha=4$. The simulation, exact theoretical and approximation results are provided. It is clear to see that the approximation results match well with the simulation results, which verifies the proposed Markov Chain model can be used to accurately analyze the end-to-end error probability. Moreover, the error probability decreases as the transmit power to noise ratio of inter-nodes increases for both BPSK and QPSK. With increase in the density of the interferers, the error probability for both cases increases. For example, when $P_{T}=30 \mathrm{~dB}$ and $N=5$, the BER for BPSK are almost 0.04 and 0.001 for the density of interferers $\rho_{M}=10^{-2} \mathrm{~m}^{-2}$ and $\rho_{M}=10^{-2} \mathrm{~m}^{-2}$, respectively. Furthermore, with the increasing number of hops, the error probability decreases. In other words, we can use more relays to help the source forward the signal to the destination so that the distance between two neighbour nodes is reduced, and the error probability of each transmission hop is decreased. For example, when $P_{T}=30 \mathrm{~dB}$ and $\rho_{M}=10^{-2} \mathrm{~m}^{-2}$, the SER will decrease from 0.1 to 0.04 for $N=5$ to $N=10$.


Fig. 4: Theoretical vs. numerical results for HD relaying with different number of hops and density of interferers, where $P_{I}=30 \mathrm{~dB}$ and $\alpha=4$.

The comparison between theoretical and simulation results corresponding to FD relaying for BPSK and QPSK are illustrated in Fig. 5. Here, we let $P_{I}=30 \mathrm{~dB}, \lambda_{i i}=5 \mathrm{~dB}$ and $\alpha=4$. Again, the theoretical approximation results are well matched to the simulation and exact theoretical results. The expected trends are observed that the error probability increases with the intensity of interferers and decreases with increasing numbers of hops.

Fig. 6 shows the comparison of the error probability between HD and FD relaying versus different residual SI and path loss exponents, where $\rho_{M}=10^{-4} \mathrm{~m}^{-2}, P_{I}=30 \mathrm{~dB}$ and $N=5$. It is clear to see that the SER of both the HD and FD cases decreases when the path loss exponent increases. Physically, this result implies that cluttered environments exhibiting high propagation losses are more beneficial for the multi-hop trans-


Fig. 5: Theoretical vs. numerical results for FD relaying with different number of hops and density of interferers, where $P_{I}=30 \mathrm{~dB}, \lambda_{i i}=5$ dB and $\alpha=4$.


Fig. 6: The comparison of error rate between FD and HD relaying with different residual SI channel gains, where $N=5, P_{I}=30 \mathrm{~dB}$ and $\rho_{M}=10^{-4} \mathrm{~m}^{-2}$.
mission with a short distance. Furthermore, we can see that by increasing the residual SI, the error probability of the FD case increases. According to [11], the SI can be reduced to the noise floor. Therefore, the error probability of HD is the lower bound for that of FD. For the multi-hop IoT, a natural question is how to achieve the optimal outage and error probability by using the HD and FD scenario according to the residual SI? The answer to this question can be shown in Fig. 3 and Fig. 6. For example, when the error probability is considered high priority in the multi-hop system, the HD mode should be utilized to obtain the optimal system performance. In contrast, for the FD mode, a low level of residual SI is required to achieve better outage performance.

## C. Asymptotic Results

Fig. 7 shows the comparison of error rate between the exact and asymptotic results for the interference-limited case, where $N=5, P_{I}=20 \mathrm{~dB}, \rho_{M}=10^{-4} \mathrm{~m}^{-2}, \lambda_{i i}=0 \mathrm{~dB}$ and $\alpha=4$. We can see that with increasing the transmit power to noise ratio $P_{T}$, the error probability of the exact results for both FD and HD cases achieve to the asymptotic results for both BPSK and QPSK. Furthermore, as mentioned before, for BPSK and QPSK, the same linear dependence on the interference density and power-law decay with increasing SIR. Fig. 8 shows the comparison of error rate between the exact and asymptotic results for the noise-limited case, where $P_{I}=0, \rho_{M}=10^{-4}$ $\mathrm{m}^{-2}, \lambda_{i i}=0$ and $\alpha=4$. Again with increasing the transmit power to noise ratio $P_{T}$, the error probability of the exact


Fig. 7: The comparison of error rate between the exact and asymptotic results for the interference-limited case, where $N=5, P_{I}=20 \mathrm{~dB}$, $\rho_{M}=10^{-4} \mathrm{~m}^{-2}, \lambda_{i i}=0 \mathrm{~dB}$ and $\alpha=4$.


Fig. 8: The comparison of error rate between the exact and asymptotic results for the noise-limited case, where $P_{I}=0, \rho_{M}=10^{-4} \mathrm{~m}^{-2}$, $\lambda_{i i}=0$ and $\alpha=4$.
results for both FD and HD cases achieve to the asymptotic results for both BPSK and QPSK. Furthermore, there are the diversity orders of BPSK and QPSK are one and the coding gain can be achieved by considering BPSK as we expect.

## VII. CONCLUSION

In this paper, HD and FD DF relaying schemes were considered in multi-hop IoT networks in the presence of randomly located interferers, where the locations of the interferers are modelled by a PPP. We derived closed-form expressions for the outage probability and approximations of the SER for the HD and FD transmission by using a Markov Chain Model for different modulations. The derived analytical results were verified by using Monte Carlo simulations and it was shown that HD and FD transmission can be used to obtain the optimal
performance in terms of the outage and error probability, according to different levels of residual SI and the density of the interferers. In the future, it would be interesting to consider a power allocation method to obtain the transmit power of the node to obtain the optimal system performance.

## Appendix A

First, the CDF of (2) can be obtained as

$$
\begin{align*}
& F_{\gamma_{S_{i}}}^{H D}(z)=\mathbb{P}\left(\frac{\frac{P_{T}\left|h_{i-1, i}\right|^{2}}{d_{i-1, i}^{\alpha}}}{\sum_{m \in \Phi_{I}} \frac{P_{I}\left|h_{m, i}\right|^{2}}{d_{m, i}^{\alpha}}+1}<z\right) \\
& =\mathbb{P}\left(\frac{P_{T}\left|h_{i-1, i}\right|^{2}}{d_{i-1, i}^{\alpha}}-z<z \sum_{m \in \Phi_{I}} \frac{P_{I}\left|h_{m, i}\right|^{2}}{d_{m, i}^{\alpha}}\right) \\
& =1-\exp \left(-\frac{z d_{i-1, i}^{\alpha}}{P_{T}}\right) \mathbb{E}\left[\prod_{m \in \Phi_{I}} e^{-z \frac{P_{I}}{P_{T}}\left|h_{m, i}\right|^{2} d_{i-1, i}^{\alpha} d_{m, i}^{-\alpha}}\right] \\
& \stackrel{(a)}{=} 1-\exp \left(-\frac{z d_{i-1, i}^{\alpha}}{P_{T}}\right) \mathbb{E}_{\Phi_{I}}\left[\prod_{m \in \Phi_{I}} \int_{0}^{\infty} e^{-z d_{i-1, i}^{\alpha} \frac{P_{I}}{P_{T}} s d_{m, i}^{-\alpha}} e^{-s} \mathrm{~d} s\right] \\
& =1-\exp \left(-\frac{z d_{i-1, i}^{\alpha}}{P_{T}}\right) \mathbb{E}_{\Phi_{I}}\left[\prod_{m \in \Phi_{I}} \frac{1+\frac{P_{I}}{P_{T}} z\left(d_{i-1, i} / d_{m, i}\right)^{\alpha}}{1}\right] \\
& \stackrel{(b)}{=} 1-\exp \left(-\frac{z d_{i-1, i}^{\alpha}}{P_{T}}\right) \\
& \quad \times \exp \left(\rho_{M} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\frac{-\frac{P_{I}}{P_{T}} z\left(d_{i-1, i} / r\right)^{\alpha}}{1+\frac{P_{I}}{P_{T}} z\left(d_{i-1, i} / r\right)^{\alpha}}\right) r \mathrm{~d} r \mathrm{~d} \theta\right) \\
& \quad  \tag{54}\\
& =1-\exp \left(-\frac{z d_{i-1, i}^{\alpha}}{P_{T}}\right) \exp \left(-z^{\frac{2}{\alpha}} \Omega_{i}\right)
\end{align*}
$$

where for (a), we let $s=\left|h_{i-1, i}\right|^{2}$ and the PDF of s be $f_{s}(s)=$ $e^{-s}$, and (b) holds for the probability generating functional.

Then the CDF of (3) for the FD relaying case can be obtained as (55) at the top of the next page, where $\Psi=$ $\frac{P_{T} e^{-\frac{d_{i-1, i}^{\alpha} z}{P_{T}}}}{d_{i-1, i}^{\alpha} \lambda_{i i} z+P_{T}}$. For (a), let $X=\frac{P_{T}\left|h_{i-1, i}\right|^{2}}{d_{i-1, i}^{\alpha}}$ and $Y=z \gamma_{i, i}$, therefore the CDF of $T=X-Y-z^{i-1, i}$ is

$$
\begin{align*}
F_{T}(t) & =\int_{0}^{\infty} \int_{0}^{t+y+z} \frac{d_{i-1, i}^{\alpha}}{P_{T}} e^{-\frac{x d_{i-1, i}^{\alpha}}{P_{T}}} \frac{1}{\lambda_{i i} z} e^{-\frac{y}{\lambda_{i i} z}} \mathrm{~d} x \mathrm{~d} y  \tag{56}\\
& =1-\Psi e^{-t \frac{d_{i-1, i}^{\alpha}}{P_{T}}}
\end{align*}
$$

in (b), we let $s=\left|h_{i-1, i}\right|^{2}$ and the PDF of s is $f_{s}(s)=e^{-s}$, and (c) holds for the probability generating functional.

## Appendix B

According to [29], when $x>0$ we have

$$
\begin{equation*}
\mathrm{Q}(x)=\frac{1}{2} \operatorname{erfc}\left(\frac{x}{\sqrt{2}}\right) \simeq \frac{1}{12} e^{-\frac{x^{2}}{2}}+\frac{1}{4} e^{-\frac{2 x^{2}}{3}} \tag{57}
\end{equation*}
$$

where $\mathrm{Q}(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-\frac{u^{2}}{2}} \mathrm{~d} u$ denotes the Q -function. Therefore, we can get

$$
\begin{equation*}
p_{i \mid \gamma_{S_{i}}}=\frac{1}{2} \operatorname{erfc}(\sqrt{x})=\mathrm{Q}(\sqrt{2 x}) \simeq \frac{1}{12} e^{-x}+\frac{1}{4} e^{-\frac{4 x}{3}} \tag{58}
\end{equation*}
$$

$$
\begin{align*}
& F_{\gamma_{S_{i}}}^{F D}(z)=\mathbb{P}\left(\frac{\frac{P_{T}\left|h_{i-1, i}\right|^{2}}{d_{i-1, i}^{\alpha}}}{\sum_{m \in \Phi_{I}} \frac{P_{I}\left|h_{m, i}\right|^{2}}{d_{m, i}^{\alpha}}+\gamma_{i, i}+1}<z\right)=\mathbb{P}\left(\frac{P_{T}\left|h_{i-1, i}\right|^{2}}{d_{i-1, i}^{\alpha}}-z \gamma_{i, i}-z<z \sum_{m \in \Phi_{I}} \frac{P_{I}\left|h_{m, i}\right|^{2}}{d_{m, i}^{\alpha}}\right) \\
& \stackrel{(a)}{=} 1-\Psi \mathbb{E}\left[\prod_{m \in \Phi_{I}} e^{-z \frac{P_{I}}{P_{T}}\left|h_{m, i}\right|^{2} d_{i-1, i}^{\alpha} d_{m, i}^{-\alpha}}\right] \stackrel{(b)}{=} 1-\Psi \mathbb{E}_{\Phi_{I}}\left[\prod_{m \in \Phi_{I}} \int_{0}^{\infty} e^{-z d_{i-1, i}^{\alpha} \frac{P_{I}}{P_{T}} s d_{m, i}^{-\alpha}} e^{-s} \mathrm{~d} s\right] \\
& =1-\Psi \mathbb{E}_{\Phi_{I}}\left[\prod_{m \in \Phi_{I}} \frac{1}{1+\frac{P_{I}}{P_{T}} z\left(d_{i-1, i} / d_{m, i}\right)^{\alpha}}\right] \stackrel{(c)}{=} 1-\Psi \exp \left(\rho_{M} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(\frac{-\frac{P_{I}}{P_{T}} z\left(d_{i-1, i} / r\right)^{\alpha}}{1+\frac{P_{I}}{P_{T}} z\left(d_{i-1, i} / r\right)^{\alpha}}\right) r \mathrm{~d} r \mathrm{~d} \theta\right)=1-\Psi \exp \left(-z^{\frac{2}{\alpha}} \Omega_{i}\right) \tag{55}
\end{align*}
$$

Then by using (20) and (58), the symbol error probability for the ith hop can be obtained as

$$
\begin{align*}
& \Theta_{i}^{H D}=\int_{0}^{\infty} p_{i \mid \gamma_{S_{i}}} f_{\gamma_{S_{i}}}(z) \mathrm{d} z \simeq \int_{0}^{\infty}\left(\frac{e^{-x}}{12}+\frac{e^{-\frac{4 x}{3}}}{4}\right) \\
& \times\left(\frac{d_{i-1, i}^{\alpha} e^{-\frac{x d_{i-1, i}^{\alpha}}{P_{T}}-x^{\frac{2}{\alpha}} \Omega_{i}}}{P_{T}}+\frac{2 \Omega_{i} x^{\frac{2}{\alpha}-1}}{\alpha}\right) \mathrm{d} x \\
& =\frac{36}{\sqrt{9 \frac{d_{i-1, i}^{\alpha}}{P_{T}}+12}\left(\frac{d_{i-1, i}^{\alpha}}{P_{T}}+1\right)^{\frac{5}{2}}\left(72 \frac{d_{i-1, i}^{\alpha}}{P_{T}}+96\right)} \times \\
& \left(\Omega_{i} \sqrt{\pi}\left(\frac{d_{i-1, i}^{\alpha}}{P_{T}}+1\right)^{\frac{5}{2}} e^{\frac{3 \Omega_{i}^{2}}{12 d_{i-1, i}^{\alpha}+16}} \operatorname{erfc}\left(\frac{3 \Omega_{i}}{2 \sqrt{\frac{9 d_{i-1, i}^{\alpha}}{P_{T}}+12}}\right)\right. \\
& \sqrt{\frac{9 d_{i-1, i}^{\alpha}}{P_{T}}+12} \\
& 12 \\
& \left(\frac{d_{i-1, i}^{\alpha}}{P_{T}}+1\right) \Omega_{i} \sqrt{\pi} \operatorname{erfc}\left(\frac{\Omega_{i}}{2 \sqrt{\frac{d_{i-1, i}^{\alpha}}{P_{T}}+1}}\right)  \tag{59}\\
& \left.\times\left(\frac{d_{i-1, i}^{\alpha}}{P_{T}}+\frac{4}{3}\right) e^{\frac{\Omega_{i}^{2}}{4 \frac{d_{i-1, i}^{\alpha}}{P_{T}}+4}}\right) 8\left(\frac{d_{i-1, i}^{\alpha}}{P_{T}}+1\right)^{\frac{3}{2}} \frac{d_{i-1, i}^{\alpha}}{P_{T}} \\
& \left.\left.\times\left(\frac{d_{i-1, i}^{\alpha}}{P_{T}}+\frac{13}{12}\right)\right)\right)
\end{align*}
$$
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[^0]:    ${ }^{1}$ The CSI is usually estimated through pilots and feedback,e.g., [18]. CSI estimation without feedback may also be applied, e.g., [19]. Further detail of CSI estimation is beyond the scope of this paper.
    ${ }^{2}$ The relay interference occurs mainly from relay nodes that are one hop away rather than relay nodes two hops away or more, which is a similar assumption made in two-hop networks without the direct link [20]-[22].
    ${ }^{3} P_{T}$ and $P_{I}$ are equivalent to the transmit power to noise power ratio and the interference power to noise ratio in dB , respectively, because the noise power has been normalized to unity in this paper.

[^1]:    ${ }^{4}$ The details of SI cancellation for FD implementation is beyond the scope of this paper. More related details can be found in [11] and references therein.
    ${ }^{5}$ The CSI between two neighbour nodes can be obtained, therefore, physical layer network coding cancellation [23] can be applied to completely mitigate the relay interference.
    ${ }^{6}$ According to [24], radio transmissions always encounter a bandwidth constraint so that self-interference cannot always be cancelled completely. Therefore, it is essential to define the residual SI channel gain $\gamma_{i, i}$.

[^2]:    ${ }^{7}$ We omit the superscripts $H D$ and $F D$ in this analysis since there is no distinction between the SIR distribution in this asymptotic analysis.

[^3]:    ${ }^{8}$ We let $\gamma_{i, i}=0$ here, since, as noted before, state-of-the-art selfinterference cancellation methods can reduce interference to the noise floor. Thus, omitting $\gamma_{i, i}$ from the expression does not affect the ensuing analysis.

