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Abstract—Principal component active control is of great inter-
est in recent times because of its extensive use in vibration and
noise reduction applications. Existing analysis for such control
systems mainly focuses on simplified representations of the closed-
loop system in order to obtain robust stability conditions, but
they exclude key practical considerations, such as open-loop
dynamics, the periodic time-varying effects generated by the
transformations between the time-domain harmonic signals and
the estimation of their Fourier coefficients, multi-rate issues
caused by the plant and the controller operating at different
sampling rates, modelling errors and particular ways of scal-
ing the control actions. The contribution of this work is to
include all the afore-mentioned effects to provide more accu-
rate robustness conditions, which complement existing controller
tuning procedures. The robustness analysis is conducted by first
exploiting the time-lifting method to reformulate the Linear-
Periodic-Time-Variant part of the discrete-time system into an
equivalent Linear-Time-Invariant representation. Then by using
the theoretical tool of Integral Quadratic Constraints, standard
forms of plant uncertainty and scaling of the control actions are
incorporated. A vibration control example based on the Airbus
EC-145 helicopter main rotor with on-blade actuators is included
to demonstrate the benefits of the contributions. The proposed
design results are benchmarked against the mixed-sensitivity H∞
method, highlighting for this particular application strengths and
weaknesses by each approach.

Index Terms—Principal component active control, Integral
Quadratic Constraints, Robust control

I. INTRODUCTION

Active control is well known for its successful applications
in a wide number of sound and vibration control problems,
e.g., see [1], [2]. Such control algorithms are constructed
based on the minimisation of a performance function, which
quantifies the energy levels of the vibration or noise signal
(called also the error signal in the signal processing com-
munity) and control efforts. Principal Component (PC) active
control exploits the Singular Value Decomposition (SVD) of
the plant steady-state behaviour at the tonal frequency to
decouple the control system into modes, allowing faster opera-
tion and improved performance for the closed-loop system [3].
Being a frequency-domain-based control strategy, PC control
requires Fourier coefficients of the steady-state error signal at
each iteration to generate the control actions, which are also
comprised of Fourier coefficients. Therefore, transformations
between the Fourier coefficients and their harmonic time-
domain signals are required in practical implementations. This
is typically accomplished in practical implementations by
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including an estimation filter and a harmonic modulator. The
former subsystem evaluates the Fourier coefficients of the error
signal, while the latter element modulates the controller actions
to produce a time-domain harmonic signal.

Most of the existing literature in this area offers, to the
authors’ knowledge, investigation on the performance of PC
algorithms, e.g., see [4]–[8], in addition to stability results
based on steady-state information only when the open-loop
system operates at the single (tonal) frequency, see [9]–[11].
Further efforts in [9] and [10] addresses the uncertainty of
the steady-state behaviour using standard robust control theory
methods. More recently in [12], [13], the theory of Integral
Quadratic Constraints (IQCs) [14] was exploited to obtain
stability criteria under the presence of scaling of the control
actions and uncertain static open-loop characteristics. It is
important to highlight that all of these stability analysis efforts
ignore important open-loop dynamics, which originates not
only from the dynamics of the physical system, but also from
estimation and modulation subsystems mentioned earlier. Such
dynamics are important for any reliable analysis because they
may exert a de-stabilising influence on the closed-loop. As a
consequence some prior results may be too conservative and
may have little practical value.

One of the latest work in this line of research is pre-
sented in [15], which incorporates the open-loop dynamics
in the robust analysis in an ad hoc manner, by relying on
standard system identification tools to capture the dynamics.
This however could lead to limitations in practice due to
significant dynamics still being unmodelled, especially in
aerospace applications (such as helicopter vibration control),
where airworthiness is of paramount importance. For this rea-
son, the work in this manuscript enhances the existing stability
conditions by obtaining an accurate dynamic representation of
the open-loop behaviour with the time-lifting method [16].
More specifically, this work considers the following practical
considerations: i) additional dynamics, which is generated
from the plant and introduced by the use of the estimation
filter; ii) periodic time-varying effects, which are originated
from the harmonic modulation and the estimation process, and
iii) multi-rate issues, which are caused by the plant and the
controller operating at different sampling times. The resulting
closed-loop system is multi-rate Linear-Periodic-Time-Variant
(LPTV), and the stability analysis of such system is conducted
by first applying the time-lifting method [16], which reformu-
lates the LPTV part to an equivalent Linear-Time-Invariant
(LTI) representation operating at the same sampling time as
the controller. Once in this form, the robust stability analysis
can be performed on the single-rate closed-loop system by
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Nomenclature
Symbol Meaning
c Constrained control input signal
d Tonal disturbance signal
e Base of natural logarithms, e = 2.718 . . .
e Error signal
E(z̃) Estimation filter transfer function matrix
G(z̃) Plant transfer function matrix
G0 G(ejω0Ts ), i.e., plant frequency response matrix at ω0

I Identity matrix of appropriate dimensions
j Imaginary unit, j =

√
−1

k̃, k Sampling indexes associated with Ts and Tc, respectively
K(z) Controller transfer function matrix
la2 Set of square-summable discrete-time vector signals with dimension a
la2e Extended space of la2
m Number of plant measured outputs
n Number of plant control inputs
Tc, Ts Controller and open-loop sampling times, respectively
u Control input signal
v Control input signal projected onto the principal component space
y Output signal projected onto the principal component space
z̃, z Complex variable associated with Ts and Tc, respectively
α, γ Controller parameters
ω0 Tonal frequency
∥f∥ l2-norm of the vector f(k)
∥H∥ l2 induced norm of the operator H
∥H∥∞ H∞-norm of a proper real rational transfer function matrix H(z)
C Set of complex numbers
R Set of real numbers
Z+ Set of nonnegative integers
RHa×b

∞ Set of a× b proper real rational transfer functions with poles inside the unit circle

Subscript
c Cosine coefficients of a tonal signal
f Fourier coefficients of a tonal signal
p Phasor representation of a steady-state tonal signal
s Sine coefficients of a tonal signal

Superscript
∗ Complex conjugation transpose operator
′

Transpose operator
(̂ ) Real matrices with extended dimensions

applying the theory of IQCs to obtain accurate stability results.
The paper is structured as follows: Section II provides math-

ematical preliminaries and introduces the IQC approach. The
tonal PC control strategy is discussed in Section III, explaining
the various subsystems involved. Section IV first describes
the LTI-based reformulation, where the time-lifting method
is applied. Then the stability analysis is conducted for the
lifted closed-loop system considering the following scenarios:
linear nominal stability, constrained nominal stability, robust
unconstrained stability and robust constrained stability. This
section concludes with comments explaining how the robust
analysis might be used to complement controller design pro-
cedures. Section V provides a simulation based on a vibration
reduction control problem for the Airbus helicopter EC-145
main rotor. The open-loop system is modelled by a set of
LTI dynamics operating over a number of cruise conditions
between 10 and 50 kt. A unique PC controller is designed
and its robustness is certified with the derived robustness
condition. The performance of the PC control strategy is
benchmarked with an existing mixed-sensitivity H∞ controller
available in the literature and discussions on their strengths
and weaknesses are included. This paper concludes with some

overall final remarks in Section VI.

II. PRELIMINARIES

A. Notation

The notation used throughout in this paper is summarised in
the Nomenclature. We use lower-case bold variables to denote
column vectors while upper-case bold variables to denote
matrices or operators. For the sake of generality, we use a
and b to denote the dimensions of the signals and operators in
this section, while in other sections, dimensions are denoted
based on the number of plant inputs and outputs, expressed
as n and m, respectively. Note that the size of a real matrix
H ∈ Ra×b is also denoted by the short-hand notation Ha×b.

Let la2(Z+) be the space of discrete functions f : Z+ → Ra

with finite 2-norm:

∥f∥2 =
∞∑
k=0

f(k)
′
f(k) < ∞

The associated extended space of la2(Z+) is defined as:

la2e(Z+) = {f : Z+ → Ra : ∥PT f∥ < ∞, ∀T ∈ Z+}
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Fig. 1: Standard feedback configuration.

where PT is the truncation operator:

(PT f)(k) =

{
f(k), k ≤ T (k, T ∈ Z+)

0, k > T

By an operator we mean a map H : la2e(Z+) → lb2e(Z+).
The operator is bounded if

∥H∥ := sup
f ̸=0

∥H(f)∥
∥f∥

< ∞, f ∈ la2e(Z+)

If an operator is bounded on la2e(Z+), then it is also bounded
on la2(Z+), and vice versa [17]1. If H is a proper real rational
transfer function matrix H(z) and stable (all poles are inside
the complex unit circle), then the above definition gives an
exact measure of highest energy gain in the system, which is
also known as the H∞-norm defined by:

∥H∥∞ = max
ω

σ̄(H(ejω)), ∀ω ∈ [−π, π]

with σ̄(H) denoting the maximum singular value of the matrix
H, see [18] for more details.

B. The System for Stability Analysis

The system structure used for stability analysis in this paper
is shown in Fig. 1:

p = M(z)q+w, q = ∆(p)

where w ∈ la2(Z+). We use ∆ to collect the elements associ-
ated with model uncertainty and scaling of the control actions.
M(z) denotes the LTI part of the feedback control system. It
is assumed that M(z) ∈ RHa×b

∞ and ∆ : la2e(Z+) → lb2e(Z+)
is a bounded causal operator. It will be shown later that many
stability problems can be represented in the M∆-framework.

Definition (Input-Output stability): The feedback intercon-
nection in Fig. 1 is stable if it is well-posed2 and there exists
a constant ϵ > 0 such that

∥p∥+ ∥q∥ ≤ ϵ∥w∥, ∀w ∈ la2(Z+)

C. IQC Theory

The theory of IQC provides a very useful analytical stability
tool for feedback systems with nonlinear and uncertain ele-
ments [14]. The framework is general and the stability results
are established from input-output theory, absolute theory and

1A similar statement follows for the definition of causality, see [17] for
more details

2see [14] for the definition of a well-posedness.

robust control with both structured and unstructured uncertain-
ties.

Let Π = Π
′
∈ R(a+b)×(a+b) be a real and symmetric

matrix, known as the IQC multiplier. We say ∆ satisfies the
IQC defined by Π (denoted also by the short-hand notation
∆ ∈ IQC(Π)) if [14]⟨[

p
∆(p)

]
,Π

[
p

∆(p)

]⟩
≥ 0, ∀p ∈ la2(Z+)

where the inner product in discrete-time is defined as

⟨p,q⟩ :=
∞∑
k=0

p(k)
′
q(k) =

1

2π

∫ π

−π

p̌(ejω)∗q̌(ejω)dω

with p̌(ejω) and q̌(ejω) denoting the discrete Fourier transform
of the sequences p(k) and q(k), respectively.
Lemma 1 (IQC Theorem): Assume that

• ∀τ ∈ [0, 1], the interconnection (M, τ∆), as shown in
Fig. 1, is well-posed.

• ∆ ∈ IQC(Π), Π =

[
Π11 Π12

Π
′

12 Π22

]
where Π11 ≥ 0

and Π22 ≤ 0.

•

[
M(ejω)

I

]∗
Π

[
M(ejω)

I

]
< 0, ∀ω ∈ [−π, π]

then under the assumptions set out earlier, the system in Fig. 1
is stable.
Proof: For a detailed proof, refer to [17].

The above lemma is one specific case of the more general
IQC theorem, where the set of Π can be a function of
frequency, depending on the nature of ∆. For this work,
however, it is sufficient to consider only static Π.
Remark: Two specific multipliers are used in this
manuscript [14]:

• Let ∆ ∈ RHb×a
∞ . A common way to represent modelling

errors and unknown dynamics is by considering the
subset such that ∥∆∥∞ ≤ 1. The IQC for this uncertainty
can be expressed as ∆ ∈ IQC(Π∆) with

Π∆ =

[
I 0
0 −I

]
(1)

The corresponding IQC theorem with the above IQC
multiplier provides a particular expression of the well-
known stability result known as the Small Gain theorem
with unstructured uncertainty [18].

• Assume now ∆ is defined by multiplication with a time-
varying scalar function; that is q(k) = δ(k)p(k), where
δ(k) ∈ [−1, 1]. In the language of IQC, ∆ ∈ IQC(Πδ)
with

Πδ =

[
X Y

Y
′ −X

]
(2)

where X = X
′ ≥ 0 and Y = −Y

′
are real matrices. For

more information, refer to [14].
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Fig. 2: General schematic of active control systems.

III. PC ACTIVE CONTROL FOR TONAL DISTURBANCES

The general diagram of PC active control systems is shown
in Fig. 2, where the plant is assumed to be LTI and stable.
Note that the linearity assumption is not restrictive in practical
applications, a well-known example can be found in rotorcraft
vibration reduction applications [19]–[24], whereby the be-
haviour of the main rotor is nonlinear, however, after some
transformations, the relation between chosen harmonics of the
input and output signals is dominantly linear.

The baseline disturbance signal (d) represents a signal
dominated by a single harmonic (hence the name tonal). Such
disturbances are also known as deterministic (or narrowband)
signals in the signal processing community, and they arise
in many applications, such as rotating machinery. Fourier
coefficients of these disturbances may vary slowly with time so
they are often regarded as constant [9]. Tonal control strategies
target this dominant harmonic disturbance and mitigate its
presence. We will denote the tonal frequency by ω0 and
assume it to be constant and rational multiple of π to ensure
periodicity in discrete-time [9].

Because of the linearity assumption mentioned earlier, the
control input signal (u) and the error signal (e) are also
considered to be signals dominated at the tonal frequency,
where u has a unique and linear influence on e. This pair
forms the input and output considered for the vibration or noise
reduction problem, and the performance is typically measured
against d and expressed in terms of percentage reduction. It is
worth noting that the fundamental principles of tonal control
could be easily extended to multiple harmonics (multi-tonal)
provided that there is no cross-coupling between the operating
harmonics.

The closed-loop system in Fig. 2 operates at two different
sampling rates, with the controller sampling time denoted by
Tc and the rest of the system operating at a sampling time Ts.
Tc is chosen much larger than Ts to make sure the estimation
of the harmonic coefficients converge to accurate values. The
two sampling times are typically chosen according to ω0. In
order to avoid aliasing effect, Ts is selected such that:

Ts =
2π

ζω0
, ζ = 2, 3, 4, . . .

and to ensure that the controller updates the control actions at
least one period associated with ω0, Tc is chosen as

Tc =
2κπ

ω0
, κ = 1, 2, 3 . . .

Fig. 3: Open-loop plant behaviour.

To distinguish discrete-time signals operating at these two
sampling times, we introduce the following notation

u(k̃) := u(k̄Ts), ∀k̃ ∈ Z+

u(k) := u(k̄Tc), ∀k ∈ Z+

where k̄ ∈ Z+ is the time index. In most (if not all) practical
applications, we have Tc = Tsβ where β ≥ 2 is an integer.
Hence every Tc seconds, u(k̃) is updated β times, while u(k)
is updated only once. The above notation is similar to those
defined elsewhere, see for example [25], [26].

We also use different notation for the complex variables
entering the z-transform: z̃ for k̃ and z for k, respectively. It
is important to notice that H(z) is not equal to H(z̃) with z
replaced by z̃. Each of the sub-systems will be discussed in
more detail as next.

A. Plant

The nominal plant behaviour is described in LTI form shown
in Fig. 3, which can be represented as:

e(k̃) = G(z̃)u(k̃) + d(k̃) (3)

where G(z̃) ∈ RHm×n
∞ represents the nominal physical plant.

The error signal e : Z+ → Rm contains the vibration or
noise signal wished to be reduced, and it is sensitive to the
control input signal u : Z+ → Rn. The baseline vibration or
noise signal d(k̃) is measured in the presence of zero control
input (mathematically we say e = d when u = 0), and it is
expressed as:

d(k̃) := dc cos(ω0k̃) + ds sin(ω0k̃) (4)

where dc ∈ Rm and ds ∈ Rm vary sufficiently slow so they
are considered constant in practice.

B. Harmonic Modulation

This signal processing subsystem operates every Ts seconds
and modulates the Fourier coefficients provided by the control
law such that:

u(k̃) := uc(k) cos(ω0k̃) + us(k) sin(ω0k̃) (5)

where uc(k) and us(k) are updated by the controller every
Tc seconds, and they remain unchanged until the next control
control iteration.

C. Estimation Process

Estimation of the harmonic coefficients of interest are
required by the controller to calculate future control actions.
In practical applications, the well-known heterodyne tech-
nique [27] is commonly used, and for this reason it is adopted
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Fig. 4: Heterodyne filter behaviour.

in this work. This process operates on the following principle
- say we have the following harmonic signal:

e(k̃) =
∞∑
l=0

ecl cos(lω0k̃) + esl sin(lω0k̃)

A recursive estimation for the l-th harmonic coefficients of
e(k̃) are estimated by the following expression[

ec(k̃)

es(k̃)

]
= 2E(z̃)Ie(k̃)

[
cos(lω0k̃)

sin(lω0k̃)

]
(6)

where E(z̃) is a low-pass filter (typically Butterworth) with
sampling time Ts. Fig. 4 provides an example on typical
responses of a well tuned estimation filter. The upper plot
illustrates the signal e(k̃) while the lower plot shows the time
evolution for the estimation process. It is clear that the filter
takes time for the estimation to be precise enough. E(z̃) has
the mathematical property ∥E∥∞ = 1.

In the design of the filter, increasing the cut-off frequency
leads to convergence speed improvement but accuracy degra-
dation, and vice versa. Hence the trade-off between these
two aspects should be considered according to the particular
application.

D. PC Controller

PC active control strategies exploit the SVD to decouple
the stady-behaviour of the plant into principal components
(or singular values), which enable the designer to choose
significant modes for the control task. The advantage of doing
so is that control strategies based on modes with higher
gain lead to lower control efforts and improved robustness
properties [12]. The general PC control law is derived as
follows.

Assuming that the steady-state of the system in Fig. 3 is
reached in every control iteration, the k-th period can be
approximated by the following complex linear relation:

ep(k) = G0up(k) + dp (7)

where G0 = G(ejω0Ts) ∈ Cm×n, and we use up(k) to denote
the phasor representation of the control input signal at every
control iteration, i.e.,

up(k) = uc(k)− jus(k)

Fourier coefficients of the steady-state error signal at k-th
iteration are similarly collected by

ep(k) = ec(k)− jes(k)

and the constant tonal disturbance is represented by

dp = dc − jds

By applying the reduced SVD to G0 (assumed to have full
rank), we can obtain:

G0 =
[
Rr R⊥

] [ Σr 0
0 Σ⊥

] [
Q∗

r

Q∗
⊥

]
where Rr ∈ Cm×r, Qr ∈ Cn×r, Σr ∈ Rr×r with r being
the number of modes intended to control, which is chosen by
the controller designer. It is clear that r ≤ min{m,n} and Σr

contains r largest singular values of G0. Also, note that Rr

and Qr have the following property:

R∗
rRr = I, Q∗

rQr = I

The error and input signals are captured into the modal
space by the following transformations [28], [29]

vp(k) = Q∗
rup(k), yp(k) = R∗

rep(k)

where vp : Z+ → Cr and yp : Z+ → Cr. Therefore, we can
generalise the PC control law as

vp(k + 1) = Wvvp(k)−Wyyp(k)

where Wv > 0 ∈ Rr×r is used to adjust control efforts
while Wy > 0 ∈ Rr×r for performance. Typically, these two
weight matrices are diagonal. By applying the z-transform to
the above equation, the PC controller can be represented as
vp(z) = K(z)yp(z), where

K(z) = −(zI−Wv)
−1Wy (8)

which operates at the sampling time Tc and the dimensions of
the controller are K(z) ∈ RHr×r

∞ .
The advantage of the representation in (8) is that well-

known choices of active control algorithms can be all included
under this framework [12]. In this paper, we consider the
following widely used weight choices for the robustness
analysis:

* Modified steepest descent algorithm

Wv = γI, Wy = αΣr, where α > 0 and 0 < γ < 1

* Modified Newton’s algorithm

Wv = γI, Wy = αΣ−1
r , where α > 0 and 0 < γ < 1

* Modified PC-LMS algorithm

Wv = diag(γ1, . . . , γr), Wy = diag(α1, . . . , αr)

where αi > 0, 0 < γi < 1, ∀i = 1, . . . , r and diag(.)
denotes the diagonal entries of a diagonal matrix.
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Fig. 5: Block diagram of multi-rate closed-loop PC active
control in practical applications.

More information regarding weight choices in PC active
control algorithms can be found in [9].

It is worth noting that for the active control to work in
practice, it is preferred that Tc is much slower (larger) than
the dynamics of G(z̃) and E(z̃), so that accurate estimations
of the harmonic coefficients of e(k̃) are obtained, leading to
better steady-state performance results generally. On the other
hand, a very large Tc would imply that the control system
is effectively open-loop between each control action, hence
stability problems could be encountered. Consequently, the
choice of Tc is of paramount importance to achieve a desired
trade-off and it should be considered carefully during the
design stage.

IV. ACCURATE ROBUSTNESS ANALYSIS

Motivated by the limitations explained in Section I of
existing stability results for tonal PC control systems, whereby
the open-loop dynamics are highly simplified in many sit-
uations, we proceed in this section to perform an accurate
robustness analysis. The accuracy is improved by including
the Linear-Time-Periodic effects of the Harmonic Modulation
and Estimation Process, LTI dynamics of the plant and the
filter E(z̃), modelling errors associated with the plant, co-
existing and distinct sampling times Tc and Ts and scaling
of the control actions to ensure the control signal u(k̃) fit
prescribed min-max regimes, see Fig. 5.

The Fourier coefficients of u(k̃) in (5) are collected by

uf (k) =

[
uc(k)
us(k)

]
=

[
Re(up(k))
−Im(up(k))

]
with uf : Z+ → R2n. Similarly, ef : Z+ → R2m, vf : Z+ →
R2r and yf : Z+ → R2r are defined as

ef (k̃) =

[
ec(k̃)

es(k̃)

]
,vf (k) =

[
vc(k)
vs(k)

]
,yf (k) =

[
yc(k)
ys(k)

]
Note that the closed-loop is represented in terms of real-

valued signals. For this purpose, we use the following trans-
formation

Q̂r :=

[
Re(Qr) Im(Qr)
−Im(Qr) Re(Qr)

]
∈ R2n×2r

A similar transformation is defined for R̂r ∈ R2m×2r. Also,
the controller K(z) is augmented such that

K̂(z) =

[
K(z)

K(z)

]
∈ RH2r×2r

∞

The estimation process is described by

ef (k̃) = 2E(z̃)∆H(k̃)e(k̃) (9)

where ∆H : Z+ → R2m×m is defined as:

∆H(k̃) =

[
cos(ω0k̃)I

sin(ω0k̃)I

]
and the low-pass filter E(z̃) = E(z̃)I ∈ RH2m×2m

∞ . Similarly,
the harmonic modulation is accomplished by

u(k̃) = ∆HT (k̃)uf (k) (10)

where ∆HT : Z+ → Rn×2n is defined by:

∆HT (k̃) =
[
cos(ω0k̃)I sin(ω0k̃)I

]
∈ Rn×2n

The feedback part is collected by:

F(z) = Q̂rK̂(z)R̂∗
r ∈ RH2n×2m

∞

Overall, the nominal closed-loop system (without uncer-
tainty and scaling) in Fig. 5 is a multi-rate system, where F(z)
is LTI and generates new control input every Tc seconds, while
the open-loop process is a LPTV system of period β in every
control iteration and operates at Ts.

The robustness criteria presented in the next subsections are
obtained by first applying the time-lifting technique, which
reformulates the LPTV open-loop into an equivalent LTI
system. More importantly, such LTI system operates at the
same sampling time as the PC controller, so that a single-rate
closed-loop system can be established. Then by rearranging the
system into the standard M∆-structure and using the Small
Gain theorem [30], [31] and the theory of IQCs [14], more
accurate robustness criteria will be expressed in terms of a
frequency domain inequality and an equivalent Linear Matrix
Inequality (LMI) result. We provide stability conditions for the
following scenarios:

i) Linear Nominal Scenario: This analysis takes into ac-
count plant, estimation filter and controller dynamics,
multi-rate sampling, and harmonic modulation. As the
system in question is LTI, nominal stability is assessed
purely through linear methods.

ii) Nominal Constrained Scenario: This analysis takes
into account the same conditions as above, but with the
effects of scaling the controller actions. As there are
no uncertainties, but constraints, the stability must be
assessed using IQC results.

iii) Robust Unconstrained Scenario: This analysis takes
into account the same conditions as i), but including
plant modelling errors, unknown dynamics or multiple
operating regimes. In this case, the system is linear but
uncertain and hence its robust stability can be assessed
using the Small Gain Theorem.

iv) Robust Constrained Scenario: This analysis takes into
account the same conditions as i), in addition to plant
modelling errors and constraints on the controller actions.
In this case, the system is nonlinear and uncertain and
must, again, be assessed using the IQC techniques briefly
introduced earlier.
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A. Single-Rate LTI Reformulation

The time-lifting method is probably the most classical way
to reformulate LPTV systems into LTI representations, where
the lifting process packs the values of a signal over one period
into a new signal with increased dimension [25]. As a result,
the time-lifting reformulation leads to a system with enlarged
size and operates at a larger sampling time, which fits well for
the closed-loop system under consideration in this work. Such
reformulation method is explained in detail below in terms of
the nominal closed-loop system shown in Fig. 5.

Let minimal state-space representations of the nominal plant
dynamics G(z̃) and 2E(z̃) be defined as:

G(z̃) = CG(z̃I−AG)
−1BG +DG

2E(z̃) = CE(z̃I−AE)
−1BE +DE

respectively. The open-loop LPTV system L, which relates
uf (k) to ef (k̃) can be represented as:

L ∼

{
x(k̃ + 1) = A(k̃)x(k̃) +B(k̃)uf (k)

ef (k̃) = C(k̃)x(k̃) +D(k̃)uf (k)
(11)

where

A(k̃) =

[
AG 0

BE∆H(k̃)CG AE

]
, B(k̃) =

[
BG∆HT (k̃)

BE∆H(k̃)DG∆HT (k̃)

]
C(k̃) =

[
DE∆H(k̃)CG CE

]
, D(k̃) = DE∆H(k̃)DG∆HT (k̃)

and x(k̃) =

[
xG(k̃)

xE(k̃)

]
with xG(k̃) and xE(k̃) being the

states of G(z̃) and 2E(z̃), respectively. By using the time-
lifting technique, the system in (11) can be represented by
an equivalent LTI system L(z) operating at Tc, whose size is
2βm× 2βn [16], [25], [32] such that:

L(z) ∼

{
xL(k + 1) = ĀxL(k) + B̄uL(k)

eL(k) = C̄xL(k) + D̄uL(k)
(12)

where Ā ∈ R(µ+2τm)×(µ+2τm), B̄ ∈ R(µ+2τm)×2βn, C̄ ∈
R2βm×(µ+2τm) and D̄ ∈ R2βm×2βn, with µ and τ being the
number of states in G(z̃) and 2E(z̃), respectively. The 4 matri-
ces can be computed by using A(k̃),B(k̃),C(k̃) and D(k̃) at
any control iteration, for simplicity we provide the algorithms
in terms of the first control period where k̃ ∈ [0, β−1], hence:

Ā = A(β − 1)A(β − 2) · · ·A(0)

B̄ =
[
A(β − 1) · · ·A(1)B(0) . . . A(β − 1)B(β − 2) B(β − 1)

]
C̄ =


C(0)

C(1)A(0)
...

C(β − 1)A(β − 2) · · ·A(0)



D̄ =

 D̄11 . . . D̄1j

...
. . .

...
D̄i1 . . . D̄ij

 , ∀i, j = 1, . . . , β

where D̄ij ∈ R2m×2n and can be obtained as follows

D̄ij =


0, i < j

D(i− 1), i = j

C(i− 1)B(i− 1), i = j + 1

C(i− 1)A(i− 2) · · ·A(j)B(j − 1), i > j + 1

Fig. 6: Equivalent single-rate LTI representation of the nominal
closed-loop system shown in Fig. 5.

It is worth noting that L(z) has extended dimensions and
because u(k) is assumed constant over all the β samples in
each control period, the lifted input vector uL : Z+ → R2βn

is constructed by assembling β samples of u(k):

uL(k) =
[
uf (k)

′
uf (k)

′
. . . uf (k)

′]′
(13)

which can be equivalently expressed as:

uL(k) = Uuf (k)

where

U =
[
I2n×2n I2n×2n . . . I2n×2n

]′
∈ R2βn×2n

Similarly the lifted output vector eL : Z+ → R2βm is
defined by collecting all the output signals of the LPTV system
L at k-th control iteration:

eL(k) =
[
ẽf (k̃)

′
ẽf (k̃ + 1)

′
. . . ẽf (k̃ + β − 1)

′]′
(14)

Since the feedback path operates at Tc, ef (k̃) are only pro-
cessed by F(z) at Tc, 2Tc, 3Tc, . . . . These processed signals
can be extracted from eL(k) by using a constant matrix V
defined as:

V =
[
I2m×2m 02m×(2βm−2m)

]
∈ R2m×2βm

Therefore, the nominal closed-loop system in Fig. 5 can
be equivalently described by a single-rate LTI closed-loop
system as shown in Fig. 6. Since there is no simplification and
dynamics missing from the LPTV system given in (11) to the
time-lifted LTI representation shown in (12), L(z) inherits the
same properties of the original LPTV system, i.e., the system
in (11) is stable if and only if the lifted system in (12) is stable.
This analogy can be extended to controllability, observability
and more, see [25] for a detailed discussion.
Remark: The boundedness of the signals in Fig. 6 implies
boundedness of the signals in Fig. 5, and vice versa, because

∥uL∥ = ∥uf∥, ∥eL∥ = ∥ef∥

Moreover, it is important to notice that in this work the
lifted system L(z) ∈ RH2βm×2βn

∞ , where L(z) is guaranteed
stable since its poles are have absolute values less than one.
To see this note that the poles of L(z) are the eigenvalues of
Ā and that

det(λI− Ā) = 0

where

det(λI− Ā) = det(λI−Aβ
E)det(λI−Aβ

G)
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Fig. 7: Scaling vs Saturation. Scaling offer no phase shift and
ensures signal fitting within min-max time-domain constraints.

B. Linear Nominal Scenario

The stability of the nominal closed-loop system, i.e., without
plant uncertainty and control actions scaling, can be examined
by checking the poles of the closed-loop system transfer
function.
Result 1: The nominal system in Fig. 6 is stable if and only
if the roots of

det (I−VL(z)UF(z)) = 0

are within the unit circle, where det(.) denotes the determinant
of a matrix.
Remark: The stability in this case is a relaxed version of
the stability defined for a multi-variable LTI feedback system.
However, for this result to be equivalent to the definition of
internal stability, it is required that the closed-loop is also
proper and VL(z)UF(z) is both stabilisable and detectable.
These additional conditions should not offer major restrictions
when applying them on practical implementations. For more
information refer to [18]. In the following stability analysis,
we always assume that the closed-loop system is nominally
stable.

C. Nominal Constrained Scenario

It is common in practice to restrict the control inputs in
order to fit within the actuator’s operating regime. Generally
there are several ways to constrain a signal, such as saturation
and scaling. The manuscript considers scaling only because it
avoids changing the direction of the control actions. Clipping
or saturating the control signals individually translates to flap
signals with different phase from unconstrained actions, which
then in turn could change the performance significantly [24].
This is illustrated in Fig. 7, which assumes an unconstrained
harmonic control action with cosine and sine coefficients equal
to 10 and 0.5, respectively. The signal is intended to be
restricted in the time-domain to the range [−1, 1]. Unlike
unnormalised saturation, scaling offers no phase shift and
guarantees that the signal fits within the limits more easily.
The analysis with scaling instead of element-wise saturation
also brings the benefit of not using frequency-dependent
IQC multipliers, which facilitates the implementation of the
robustness test later on.

Fig. 8: Equivalent single-rate LTI system with input scaling.

Generally, the scaling is considered by a time-varying
normalising factor η(k) ∈ [0, 1], and the constrained input
signal can be expressed as:

c(k) = η(k)uf (k)

where c(k) is constrained such that:√
c2i (k) + c2i+r(k) ≤ 1, ∀i = 1, . . . , r

with i denoting the i-th element of c(k). The block diagram
of the corresponding system can be represented as shown in
Fig. 8, where η(k) is transformed from δ(k) ∈ [−1, 1] such
that η(k) = 1

2 (δ(k)+1). This transformation is required to be
compatible with the IQC and robust control analysis methods.

It is clear that the open-loop LPTV system in this case
can still be captured by the lifted LTI system, i.e., ef (k) =
VL(z)Uc(k). Therefore, the stability of the original LPTV
system subject to input scaling is equivalent to that of the
system shown in Fig. 8, which can be rearranged into the
standard M∆-structure in Fig. 1 with δ(k) being ∆ and M(z)
defined as:

M(z) =
(
2I− F(z)VL(z)U

)−1
F(z)VL(z)U ∈ RH2n×2n

∞

It follows from Lemma 1 that we can obtain the following
criterion.
Result 2: The system described in Fig. 8 is stable if[

M(ejωTc)
I

]∗
Πδ

[
M(ejωTc)

I

]
< 0, ∀ωTc ∈ [−π, π] (15)

where Πδ is defined in (2).
In practice, the above frequency domain inequality is often

solved as a LMI by exploiting the Kalman-Yakubovich-Popov
(KYP) lemma [33].
Corollary 1: Let M(z) have a state-space representation

M(z) = Cδ(zI−Aδ)
−1Bδ +Dδ

with |ejωTcI − Aδ| ̸= 0 for ωTc ∈ [−π, π], Aδ ∈ Rρ×ρ and
(Aδ,Bδ) being a stabilisable pair. The system in Fig. 8 is
stable if there exist Pδ = P

′

δ ∈ Rρ×ρ, X = X
′ ∈ R2n×2n ≥ 0

and Y = −Y
′ ∈ R2n×2n such that[

A
′

δPδAδ −Pδ A
′

δPδBδ

B
′

δPδAδ B
′

δPδBδ

]
+Nδ < 0 (16)

where

Nδ =

[
C

′

δXCδ C
′

δXDδ +C
′

δY

D
′

δXCδ +Y
′
Cδ D

′

δXDδ +Y
′
Dδ +D

′

δY −X

]
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Fig. 9: Open-loop LPTV system with plant uncertainty.

Fig. 10: Equivalent representation of Fig. 9.

The LMI implementation of the stability criterion is pre-
ferred over the frequency-domain criterion (Result 2) because
modern LMI solvers can provide a solution set P, X and
Y such that the stability condition is satisfied. Note that this
stability condition is only sufficient, meaning that the actual
system could be stable even though the IQC condition is not
satisfied.

D. Robust Unconstrained Scenario

In order to account for the modelling errors of the plant and
unknown dynamics, we model the plant as shown in Fig. 9:

GP (z̃) = G(z̃) +WL∆G(z̃)WR (17)

where ∆G(z̃) ∈ RHm×n
∞ operates at Ts and it is known as

unstructured uncertainty [18]. The uncertainty is normalised
such that ∥∆G∥∞ ≤ 1. Equation (17) can be used to represent
4 common types of uncertainties:

* Input additive uncertainty:

GP (z̃) = G(z̃) +W∆G̃(z̃)

where WL = W ∈ Rm×m and WR = I ∈ Rn×n is
assumed diagonal.

* Output additive uncertainty:

GP (z̃) = G(z̃) +∆G(z̃)W

where WL = I ∈ Rm×m and WR = W ∈ Rn×n is
assumed diagonal.

* Input multiplicative uncertainty:

GP (z̃) = G(z̃)(I+W∆G(z̃))

where WL = G(z̃)W ∈ RHm×m
∞ and WR = I ∈

Rn×n, valid for m ≥ n.
* Output multiplicative uncertainty:

GP (z̃) = (I+∆G(z̃)W)G(z̃)

where WL = I ∈ Rm×m and WR = WG(z̃) ∈
RHn×n

∞ , valid for m ≤ n.
The open-loop system with plant uncertainty in Fig. 9

can be equivalently expressed in Fig. 10, where ∆HT (k̃),

Fig. 11: Equivalent single-rate LTI system with plant uncer-
tainty.

∆H(k̃) and 2E(z̃) are rearranged into the uncertainty path.
Therefore, it becomes also LPTV of period β samples at each
control iteration and can be reformulated into an equivalent
LTI system operating at Tc. Hence, the original LPTV open-
loop system with plant uncertainty can be time-lifted such that:

eL(k) = (∆L(z) + L(z))uL(k)

where L(z) is defined in 12, and ∆L(z) is the lifted LTI
representation of the plant uncertainty, which is bounded such
that:

∥∆L∥∞ ≤ 2∥WL∥∞∥WR∥∞

To see this we note that because the l2-induced norm of
a LPTV system is equivalent to that of its time-lifting repre-
sentation, see [34]–[36] for detailed information regarding the
l2-induced norm of LPTV systems, then:

∥∆L∥ = 2∥E∆HWL∆GWR∆HT ∥

According to the sub-multiplicative property:

∥∆L∥
2

≤ ∥E∥∥∆H∥∥WL∥∥∆G∥∥WR∥∥∆HT ∥

Further notice that the l2-induced norm of LTI systems is
equivalent to the well-known H∞-norm, hence:

∥∆L∥∞
2

≤ ∥E∥∞∥∆H∥∥WL∥∞∥∆G∥∞∥WR∥∞∥∆HT ∥

It is clear that ∥E∥∞ = ∥∆H∥ = ∥∆HT ∥ = 1, and with
the assumption of ∥∆G∥∞ ≤ 1, we obtain:

∥∆L∥∞ ≤ 2∥WL∥∞∥WR∥∞

Therefore, we can normalise ∥∆L∥∞ such that:

∆L(z) = ∆N (z)WN

where ∆N (z) is the normalised lifted uncertainty defined as:

∥∆N∥∞ ≤ 1

with its weight WN being a scalar and calculated by:

WN = 2∥WL∥∞∥WR∥∞

Hence, without any loss of generality, the stability of the
original LPTV system subject to unstructured plant uncertainty
∥∆G∥∞ ≤ 1 in Fig. 10 is equivalent to that of the LTI system
in Fig. 11 with ∥∆N∥∞ ≤ 1.
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Fig. 12: Equivalent single-rate LTI system with plant uncer-
tainty and input scaling.

Let ∆N (z) be ∆, we can rearrange the block diagram in
Fig. 11 into the standard M∆-configuration in Fig. 1, where

M(z) = WNU (I− F(z)VL(z)U)
−1

F(z)V ∈ RH2βn×2βm
∞

then we can obtain the following stability criterion.
Result 3: The system in Fig. 11 is stable for all ∆N (z) such
that ∥∆N∥∞ ≤ 1 if and only if [18]

∥M∥∞ < 1 (18)

Remark : The above result is obtained by using the Small Gain
theorem [18]. Similar result can also be achieved by exploiting
the IQCs: the system described in Fig. 11 is stable if[

M(ejωTc)
I

]∗
Π∆

[
M(ejωTc)

I

]
< 0, ∀ωTc ∈ [−π, π]

where Π∆ is defined in (1).
Corollary 2: Let M(z) have a state-space representation

M(z) = C∆(zI−A∆)
−1B∆ +D∆

with |ejωTcI −A∆| ̸= 0 for ωTc ∈ [−π, π], A∆ ∈ Rξ×ξ and
(A∆,B∆) being a stabilisable pair. The system in Fig. 11 is
stable if there exists a symmetric matrix P∆ ∈ Rξ×ξ such that[

A
′

∆P∆A∆ −P∆ A
′

∆P∆B∆

B
′

∆P∆A∆ B
′

∆P∆B∆

]
+N∆ < 0

where

N∆ =

[
C

′

∆C∆ C
′

∆D∆

D
′

∆C∆ −(I−D
′

∆D∆)

]
The advantage of using the Small Gain theorem is since

M(z) and ∆N (z) are stable LTI systems, the result in (18) is
necessary and sufficient [18], [37].

E. Robust Constrained Scenario

This final robustness condition represents the main contri-
bution as the stability criterion includes all major practical
considerations. When the system is subject to both control
input scaling and plant uncertainty, the block diagram of the
closed-loop PC active control system is described in Fig. 12.
It follows from the previous analysis that the stability of the
original LPTV system with both plant uncertainty and input

scaling is equivalent to that of the system in Fig. 12, which
can be captured by the M∆-structure shown in Fig. 1 with

∆ =

[
∆N (z) 0

0 δI

]
and

M(z) =

[
M11(z) M12(z)
M21(z) M22(z)

]
∈ RH2(βn+n)×2(βm+n)

∞

where the submatrices of M(z) are expressed as:

M11(z) = WNU (2I− F(z)VL(z)U)−1 F(z)V ∈ RH2βn×2βm
∞

M12(z) =
1

2
WNU (I+M22(z)) ∈ RH2βn×2n

∞

M21(z) = 2 (2I− F(z)VL(z)U)−1 F(z)V ∈ RH2n×2βm
∞

M22(z) = (2I− F(z)VL(z)U)−1 F(z)VL(z)U ∈ RH2n×2n
∞

then ∆ ∈ IQC(ΠM ) if

ΠM =


I2βn×2βn 0

X2n×2n Y2n×2n

0 −I2βm×2βm

Y
′

2n×2n −X2n×2n


(19)

where X,Y are defined in (2).
Theorem 1: The system with input scaling and uncertainty in
Fig. 12 is stable if[

M(ejωTc)
I

]∗
ΠM

[
M(ejωTc)

I

]
< 0, ∀ωTc ∈ [−π, π] (20)

Similarly, we can also exploit the KYP lemma to perform
the above stability condition as an LMI.
Corollary 3: Let M(z) have the state-space representation

M(z) = CM (zI−AM )−1BM +DM

with |ejωTcI − AM | ̸= 0 for ωTc ∈
[
−π π

]
, AM ∈ Rs×s

and (AM ,BM ) being a stabilisable pair. The system in Fig. 12
is stable if there exist symmetric matrices P ∈ Rs×s, X =
X

′ ≥ 0 ∈ R2n×2n and Y = −Y
′ ∈ R2n×2n such that [33][

A
′

MPAM −P A
′

MPBM

B
′

MPAM B
′

MPBM

]
+N < 0 (21)

where

N =

[
N11 N12

N
′

12 N22

]
and

N11 = C
′

M

[
I 0
0 X

]
CM

N12 = C
′

M

[
0 0
0 Y

]
+C

′

M

[
I 0
0 X

]
DM

N22 =

[
−I 0
0 −X

]
+

[
0 0

0 Y
′

]
DM +D

′

M

[
0 0
0 Y

]
+D

′

M

[
I 0
0 X

]
DM

Remark: Note that although the LMI implementation of
the stability criterion is preferred over the frequency-domain
criterion (Theorem 1), the efficiency of solving the LMI
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in (21) depends on the size of β and the order of M(z), i.e., if
the original LPTV system L is of a large period number β or
M(z) is with high order, then the LMI condition would have
a very large dimension, leading potentially to the computation
becoming intractable. In such circumstances, model reduction
methods can be exploited to overcome such computational
complexity where the reduced-order system of M(z), denoted
as MR(z), is first used in (21) to search for a valid set of
the IQC multipliers X and Y. Then the obtained multipliers
can be used in either (20) or (21) to verify the robust stability,
see [38] for more detailed information.

F. PC Controller Design Guidance

The improved robustness results in this work support the
certification of designed PC controllers tuned typically on
simplified representations of the open-loop system. General
guidance on the tuning procedures and the exploitation of the
provided robustness conditions are provided below:

1) Examine the singular values of G0 according to ω0

and determine the control modes r. Note that modes
with extremely small singular values are very difficult
to control, for this reason they are often ignored in
the controller design. In order to obtain good vibration
reduction as well as fast convergence, it is recommended
to control only the modes which are not less than 10%
of the largest singular value.

2) Choose one of the the control law strategies, as described
in Section III-D. Note that Newtons methods is preferred
to steepest-descent due to faster convergence [9]. Also,
Newton’s and steepest descent are preferred to PC-LMS
because of fewer controller parameters to tune. If the
singular values are significantly different, then the PC-
LMS method is perhaps the recommended approach
since closed-loop convergence and steady-state vibration
reduction can be tuned for each mode separately.

3) Determine the controller parameter γ or γi according
to control efforts. For good performance, this parameter
should be selected close to 1. Also, it should be noted
that γi in the PC-LMS control law is typically chosen
in descending order (γ1 ≤ γ2 ≤ · · · ≤ γr) due to the
hierarchy of the singular values of G0.

4) The controller designer may use the decoupled nominal
stability results in [13] to tune α within the following
ranges:

* Modified steepest descent algorithm:

0 < α <
1 + γ

σ2 (22)

* Modified Newton’s algorithm:

0 < α < 1 + γ (23)

* Modified PC-LMS algorithm:

0 < αi <
1 + γi
σi

, ∀i = 1, . . . , r (24)

where σi and σ denote the i-th and the maximum
singular value of G0 respectively.

Fig. 13: Airbus EC-145 Helicopter Demonstrator [39].

Note that the above stability conditions are obtained
under significant simplified assumption of a static open-
loop behaviour. For this reason, Result 1 should be used
to guarantee the nominal stability of the closed-loop
system.
As mentioned earlier, α is known as the convergence co-
efficient (or step-size in the optimisation community). In
the tuning of α, once the control efforts γ is determined,
typically increasing α within the range could improve
the convergence speed as well as provide better error
reduction. On the other hand, large step-sizes can lead
to Result 1 not being satisfied, hence the designer should
balance between pursuing performance and guaranteeing
nominal stability in the tuning process during this first
tuning cycle.

5) In order to proceed towards the certification of the
control law against plant uncertainty and/or scaling of
control actions, the improved stability criteria in this
work (Result 2 or 3 or Theorem 1) may be used.

6) If the improved robustness conditions are not satisfied,
then go back to step 3 to increase γ or step 4 to decrease
α. Repeat until a desired level of robustness is certified,
if required. Note that decreasing α will certainly com-
promise the performance in terms of error reduction,
while increasing γ can lead to large control actions,
thus how to retune these two parameters depends on
the specific application.

V. ON-BLADE CONTROL EXAMPLE

In this section, we apply the robust PC control strategy
on a rotorcraft vibration reduction problem based on a set of
linear models of the Airbus EC-145 helicopter (Fig. 13) main
rotor with active flaps. We exploit the main robustness result
and controller design guidelines to design a single controller
covering the flight envelope between 10 and 50 kt cruise
speeds while achieving very good vibration reduction. In the
design we incorporate scaling of the control actions to restrict
the flap deflections of the control surfaces within 3 degrees,
which are typical for this application.

A. Open-loop system

New rotorcraft technologies explore the use of On-Blade
active flap mechanisms for the benefit of improved vibration
reduction, leading to improved comfort and airworthiness and
reduced maintenance costs. A nonlinear model of the main
helicopter rotor with active control surfaces is implemented
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Fig. 14: Linearisation diagram.

by using the earomechanics equations described by the work
of Maurice and coworkers [39]. This model has been validated
against the Comprehensive Analytical Model of Rotorcraft
Aerodynamics and Dynamics (CAMRAD) II [40] software
and flight campaign data. Later on, the model was adapted
to include rotor hub loads and implemented in MATLAB and
Simulink by Alotaibi & Morales [41]. More details associated
with the rotor characteristics and its aeromechanics can be
found in [39], [41]. A key property of active vibration control
methods for this application is that it does not interfere with
the primary flight control of the vehicle.

For this particular application, we aim to reduce the vibra-
tion on the rotor thrust signal, which is the result of rotating
vertical shear forces in the blade transmitted to the rotor hub.
The control signal in this case is provided by active Trailing
Edge Flap (TEF) mechanisms mounted on each blade of the
main rotor, offering specific deflection angles, see Fig. 13. It
follows from rotor vibration theory [42] that we target the
vibration reduction efforts on the 4/rev frequency component
because of the number of blades in the rotor, where the
jargon 4/rev corresponds to the frequency ω0 = 4Ω, with
Ω = 2π×6.39 rad/s being the rotor speed, which is maintained
constant at all flight conditions.

Initial spectrum investigations on the EC-145 rotor [43]
show that the relationship between the trailing edge flaps and
the thrust at 4/rev is largely linear for sufficiently small flap
amplitudes. Therefore, the first step of the controller design
task is to obtain a LTI representation describing the vibration
behaviour. This manuscript adopts the linearisation approach
from [44], which offers very good validation between the
nonlinear analytical rotor model and the linearised models. The
linearisation approach is illustrated in Fig. 14, where in order
to facilitate the controller design, the system identification is
performed with a sampling time

Ts =
2π

120Ω
≈ 0.0013 s

equivalent to 3 deg azimuth position.
By using MATLAB System Identification Toolbox, linear

relation described in (3) can be established in the EC-145 rotor,
where the input signal u(k̃) corresponds to the flap deflection
angle (in rad) on the reference blade (flap signals on the other
blades are derived from those on the reference blade), the
error signal e(k̃) accounts for the thrust vibration (in N), d(k̃)
represents the baseline vibration obtained in the presence of
zero flap and G(z̃) represents the linearised rotor vibration
behaviour. Because both the rotor thrust and the flap signal are
scalar, G(z̃) is identified as a discrete time 5-th order Single-
Input-Single-Output (SISO) system. The harmonic modulation
subsystem is required to reconstruct uf (k) into u(k̃), as shown
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Fig. 15: Frequency responses of the identified models.

in (10). The Estimation Process has the purpose to estimate
the 4/rev harmonic coefficients of e(k̃) provided by ef (k̃), as
described in (9).

B. Uncertainty Modelling

The system identification is carried out at 5 different cruise
speeds (10, 20, 30, 40 and 50 kt). The frequency responses
of the 5 linearised systems can be observed in Fig. 15. From
this frequency response we observe the rotor behaviour exhibit
a noticeable change in terms of its DC gains, but reaching
similar peak gain values around ω0. At high frequencies,
the behaviours differ even more, where additional modes are
observed.

As mentioned earlier, we aim to design a single PC con-
troller operating at all flight conditions. Thus, one linearised
model is chosen as the nominal system while the other four
systems are considered as plant uncertainty to represent the
change in the flight conditions. The perturbed plant GP (z̃)
is described by the input multiplicative uncertainty defined
in (17), where the nominal plant G(z̃) is the linearised system
at 20 kt which has the state-space representation G(z̃) ∼
(A,B,C, 0) such that:

A =


1.663 −0.5044 −0.3231 0.2862 −0.3503
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0.5 0



B =


512
0
0
0
0

 ,C =
[
69.79 −137.4 40.08 18.97 0

]

Standard uncertainty weight modelling methods follow from
fitting upper bounds of the relative errors, see Fig. 16:

|Gp(e
jωTs)−G(ejωTs)|
|G(ejωTs)|

≤ |W (ejωTs)|, ∀ωTs ∈ [−π, π]
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W (z̃) ≈ 0.76z̃9 − 6.41z̃8 + 24.12z̃7 − 53.3z̃6 + 76.17z̃5 − 73z̃4 + 46.93z̃3 − 19.51z̃2 + 4.76z̃ − 0.52

z̃9 − 8z̃8 + 28.63z̃7 − 60.12z̃6 + 81.67z̃5 − 74.45z̃4 + 45.54z̃3 − 18.03z̃2 + 4.2z̃ − 0.44
(25)
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Fig. 16: Dynamic weight function.

The fitting of the uncertainty weight is performed through the
command ucover in the Robust Control Toolbox provided by
MATLAB, and a 9-th order transfer function (25). Note that
the coefficients in (25) are rounded to 2 decimal places.

C. Controller Design

The controller is designed by following the steps provided
in Section IV-F, where the modified PC-LMS algorithm is
adopted. The controller’s sampling time was chosen to operate
at every tonal period

Tc =
2π

4Ω
≈ 0.0391 s

yielding a value of β = 30.
We started with γ = 0.9 and tuned α within the stability

range provided by (24). By satisfying the nominal stability
(Result 1), initial tuning values provided about 60% or so
vibration reduction in nominal conditions, which was not sat-
isfactory. Therefore, we proceeded to increase control efforts
such that

γ = 0.986

and further adjusted α within the range

0 < α < 4.5204× 10−6

After several iterations, the following controller were finally
chosen

K̂(z) = −9.719× 10−8

[ 1
z−0.986 0

0 1
z−0.986

]
This control law offer about 75% vibration reduction without
plant uncertainty and input scaling. The nominal closed-loop
system is guaranteed stable by examining Result 1.
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Fig. 17: Estimation filter.

D. Robustness Certification

We proceed to examine first the controller’s robustness
against the changing operating condition associated with dif-
ferent cruise speed values. The estimation filter used in the
simulation is shown in Fig. 17, which is a 5th-order low-
pass Butterworth filter. It follows that we first time-lift the
open-loop system into L(z), then by applying Result 3, the
H∞-norm of M(z) is calculated as

∥M∥∞ = 0.9805

meaning that the controller is able to robustly stabilise the
behaviour across all considered flight conditions.

We then certify the controller also against the effects of
scaling the control actions by implementing Corollary 3. It
should be noted that the input signal (flap signal) in this
application is expressed in rad, and we intend to limit it
within in ±3◦, hence the scaling factor η(k) is multiplied by
a constant gain π

60 . As a result, the four submatrices of M(z)
are modified accordingly:

M11(z) = WNU

(
120

π
I− F(z)VL(z)U

)−1

F(z)V ∈ RH60×60
∞

M12(z) =
π

120
WNU (I+M22(z)) ∈ RH60×2

∞

M21(z) =
120

π

(
120

π
I− F(z)VL(z)U

)−1

F(z)V ∈ RH2×60
∞

M22(z) =

(
120

π
I− F(z)VL(z)U

)−1

F(z)VL(z)U ∈ RH2×2
∞

The LMI-based IQC condition (21) was implemented with
CVX in MATLAB [45] and its solution provided the following
IQC multipliers

X = 109
[
4.4238 0

0 4.4238

]
,Y = 0

Such solution was verified by implementing the frequency-
domain condition in Theorem 1 with the corresponding
multiplier in (19).
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Fig. 18: IQC criterion (zoomed in).
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Fig. 19: Simulation results. (a) Thrust vibration (without
scaling); (b) Thrust vibration (with scaling); (c) Flap signal
(without scaling); (d) Flap signal (with scaling).

Relevant eigenvalues are shown Fig. 18, showing that they
are negative for all frequencies. This result thus certifies the
robustness of the control system against the identified cruise
conditions and scaling of control actions, building increased
confidence for real implementations.

E. Performance Results

1) PC Controller Performance: Simulation results are
shown first for the linearised system at 20 kt. The first set
of results are presented in the left column in Fig. 19, where
a sufficiently large baseline disturbance is introduced and the
scaling factor is disabled. It is clear that the controller achieves
more than 70% vibration reduction but the flap angles exceeds
the 3-degree limit.
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Fig. 20: Performance comparison against H∞ methods. (a)
Without scaling; (b) With scaling.

We then enable the scaling factor to observe the perfor-
mance degradation, with the results shown in the right column
of Fig. 19. We observe that the performance in terms of
vibration reduction drops to below 40%, but the flap angles are
limited to ±3◦. Overall in both scenarios, the PC controller
shows reliability in maintaining stable operation and reaches
the steady-state behaviour relatively fast (in less than 10
seconds).

2) Comparison against H∞ Method: In order to show
the benefits of the proposed control strategy, we compare
the system performance against alternative and popular ad-
vanced controller design methods, such as Mixed-Sensitivity
H∞ [18]. We implement the same H∞ controller available
in [44], which is 17-th order and designed by shaping both
the Sensitivity of the closed-loop and the transfer function
associated with control actions, refer to [44] for further details.
The controller is implemented in discrete form but with the
smaller sampling time Ts.

The performance between the control approaches is carried



JOURNAL OF IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY 15

0 10 20 30 40 50
-7

-6

-5

-4

-3

-2

-1

0

1

(a)

0 10 20 30 40 50
-7

-6

-5

-4

-3

-2

-1

0

1

(b)

Fig. 21: Control actions comparison at 20 kt. (a) Without
scaling; (b) With scaling.

out for two scenarios: with and without input scaling. In both
cases, we test the system’s performance at each considered
flight speed, and steady-state vibration reduction results are
summarised in Fig. 20. It is clear from the upper plot that
when the input scaling is disabled, the PC controller provides
75% vibration reduction in average, performing slightly better
than the H∞ controller by 3% or so.

When the scaling factor is enabled, it is interesting to
observe that both controllers offer almost the same level of
vibration reduction, with the average lines being nearly 40%.
This is due to the fact that both controllers converge to the
same steady-state control actions, see Fig. 21. The left plot
shows the control actions of both controllers operating at 20
kt when the scaling factor is not activated, and the right figure
describes the control signals at the same flight speed when
the scaling factor is enabled. On the other hand, the transient
characteristics are rather different, with the PC controller
offering much faster convergence than the H∞ controller.
Due to the smaller sampling time implementation of the H∞,
the convergence of the thrust signal is smoother than the PC
controller, see Fig. 22.

F. Final Remarks on this Application

Further comments between the two control design ap-
proaches are birefly provided below, but a more detailed
discussion can be found in [44]:

• Controller tuning and design efforts: The design of the
PC controller is more intuitive but perhaps more time-
consuming since the controller parameters are adjusted
manually to balance performance, convergence speed and
robustness. On the other hand, H∞ control synthesis
requires perhaps less tuning efforts.

• Controller implementation: The PC control strategy re-
quires less processing power because the controller is
first order and operates at a much slower sampling
rate. On the contrary, the H∞ controller is typically
high order and operates at the smaller sampling time
Ts, demanding more processing power, which could be
restrictive in real applications. Order reduction methods
could be implemented on the H∞ controller provided that
the performance is not too compromised.

• Robustness properties: One advantage of the PC control
method is that accurate robustness criteria provided in this
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Fig. 22: Thrust vibration reduction at 20 kt by using the H∞
controller. (a) Without scaling; (b) With scaling.

work are available. Although standard robustness condi-
tions are also available for the H∞ method including
plant uncertainty, they are still more conservative than
the results presented in this work because they do not
include the effects of scaling the control actions [43].

In this numerical example, the simulation is conducted only
on the linearised models of the rotor vibration behaviour
to validate robust the stability results and design approach
presented in this work. More comprehensive simulation results
performed on the original nonlinear model is presented in [44],
where a wider flight envelope is considered from 20 to 100
kt. On the other hand, because of the smaller flight envelope
in this work, we are able to obtain a tighter uncertainty
description, while in [44] a static uncertainty weight was
required to certify the PC control law.

The current control design and assessment work is by no
means complete and there are additional important practical
considerations that should be taken into account, refer to [44]
for more details. However, we strongly believe the principles
of the control approach in this manuscript could be adapted
in more general practical situations and hopefully provide the
benefits in terms of improved performance and reliability.

VI. CONCLUSIONS

In this paper, an improved robust analysis for PC active
control systems is conducted by including the following highly
relevant practical considerations: coexisting sampling times,
harmonic modulations, estimation filters, plant uncertainty and
scaling of the control actions. The robustness stability criteria
obtained in this work are more accurate than those available in
the literature, hence increasing its practical value, especially
in applications where reliability is of paramount importance
such as those in rotorcraft systems. The manuscript provides
also controller design recommendations, which exploit the
improved robustness conditions. The results are applied to
a vibration reduction application in rotorcraft and compared
against more popular design methods such as H∞. The case
study shows that the ideas in this manuscript are successful in
the sense that a controller which provides very good levels of
performance can be designed and also certified for increased
confidence in practical applications.
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