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A B S T R A C T

The sharing of charge between multiple pixels can significantly degrade the energy resolution of small pixelated
compound semiconductor detectors. This paper describes an energy calibration and reconstruction technique
to correct for absorbed energy that is split over two neighbouring pixels, defined as bipixel events. Results
were obtained with a 1 mm thick CdTe detector with 250 μm pixel pitch and an inter-pixel spacing of 50 μm,
using the STFC HEXITEC ASIC.

The proportion of charge sharing events was found to be 54% for photons at 59.5 keV when applying a
noise threshold of 3 keV. Across the energy range investigated, bipixels were the predominant shared event
type and the absolute fraction of shared events was found to be dependent on the noise threshold used.

The reconstruction technique described reduces the degradation of energy resolution due to charge sharing
in bipixel events compared to simple charge sharing summing techniques. This improved counting efficiency
compared to using only isolated events and improved energy resolution compared to pixel addition techniques.
When only isolated pixels were included, a FWHM energy resolution of 1.42 keV at 140.5 keV was achievable;
inclusion of bipixel events using pixel addition results in an energy resolution of 3.33 keV whereas the
reconstruction technique described here results in an energy resolution of 2.14 keV. When bipixel events are
combined with single pixel events, the number of counts within the 140.5 keV photopeak of 99mTc increased
by over 100%.

1. Introduction

Compound semiconductor detectors are widely used due to their
high detection efficiency, energy resolution superior to many scintil-
lator based detectors, and ability to operate at high temperatures and
in extreme environments [1] in sectors as diverse as medical imaging
(e.g. [2]) and astronomy (e.g. [3]).

Common semiconductor materials, such as CdTe and CdZnTe are
preferable due to the high average Z number and therefore linear
attenuation of their components and large bandgap which allows oper-
ation at room temperature. However, carrier mobility — particularly
for holes — is low in these materials and this, along with material
impurities and defects, can lead to charge trapping [4], polarisation [5],
and a reduction in spectroscopic performance.

To overcome these limitations, many imaging detectors based on
high Z materials (like CdZnTe) adopt a small pixel geometry in which
the pixel pitch is small relative to detector thickness [6]. The process
of signal formation in such a geometry is described by the Shockley–
Ramo theorem [7]. A significant induced charge will only be formed on
a small pixel when the charge carriers created by an interaction drift
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close to the pixel. Assuming the majority of interactions occur far from
the pixelated anode, the contribution of the easily trapped holes to the
the induced signal in detector will be minimal and good spectroscopic
performance will be achieved.

While the use of a small pixel geometry can reduce the contribu-
tion of holes, it also introduces additional phenomena to the detector
response that may need addressing. The interaction of photons with
energies of the order of 100 keV result in the creation of charge clouds
with widths of the order of 10 s of μm which then diffuse to larger
diameters as the charge drifts towards the pixelated anodes. As the size
of these charge clouds can be appreciable compared to that of the pixel
pad and inter-pixel spacing, a significant number of interactions may
result in charge induction and collection occurring across multiple pix-
els. Events where charge is collected on multiple pixels are described as
‘charge sharing’ and can result in a degradation of the energy resolution
of a detector [8]. As the ratio of the pixel size to the detector thickness
becomes smaller the number of interactions involving charge sharing
increases until 100% are shared and the spectroscopic performance of
the detector is compromised.
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As well as charge sharing effects, ‘depth of interaction’ effects can
also act to degrade the energy resolution of the detector at high en-
ergies. For low photon energies the majority of interactions will occur
close to the large planar cathode. At higher energies the mean free path
of a photon in the semiconductor material may become similar or even
exceed the thickness of the detector meaning interactions may create
charge throughout the detector volume, including close to the pixelated
anode. In the case of 1 mm thick CdTe, photons of energy 100 keV have
mean free paths exceeding the detector thickness.

When interactions occur close to the anode the induced charge on
the pixels is caused by the drift of the holes moving away from the
anode in addition to the drift of electrons. The poor hole transport and
trapping causes charge loss and hole tailing [9] which degrades the
spectroscopic performance.

In order to maximise both the counting and spectroscopic perfor-
mance of pixelated detectors the effects of charge sharing and charge
loss require correction. In the case of charge sharing, the energy
resolution of the detector may be preserved by charge-sharing dis-
crimination (CSD) – discarding all multipixel events – although this
reduces detector counting efficiency [10]. Alternatively, charge shar-
ing addition (CSA) – where the signal above a noise threshold from
adjacent pixels are combined – may be used but this is associated with
an energy loss in multipixel events and this, along with the added
contribution from readout noise results in a poorer energy resolution
after reconstruction [11].

Counting efficiency is particularly important in medical imaging,
where improved counting efficiency can lead to more statistically sig-
nificant images, reduced imaging times, or lower patient dose. Energy
resolution is also an important parameter, with better energy resolution
allowing better discrimination of scattered events and an improvement
in image contrast [12].

Both counting efficiency and energy resolution are important in
dual-tracer imaging — such as 99mTc-sestamibi/123I subtraction for
parathyroid scintigraphy. For this technique, energy windows are re-
duced compared to those typically used clinically to limit cross talk
to less than 5% [13], and even when these are optimised sensitivity
loss can be as high as 15% [14]. The improved energy resolution
of semiconductor detectors has been shown to result in better image
quality in dual-tracer tests when compared to traditional scintillator-
based gamma cameras [15], although charge sharing effects have been
identified as degrading performance [16]. Improved charge sharing
correction could improve the performance of semiconductor detectors
further and potentially expand dual-tracer techniques to tracers with
smaller photopeak separations.

The mechanisms behind charge sharing events in semiconductor
detectors are the subject of significant research both through simula-
tions (e.g. [8]) and through experiments where the precise location of
incident photons are known and both electrons and holes are consid-
ered (e.g. [9]). In this paper, a charge correction method described by
Abbene et al. [17] is applied to a 1 mm thick CdTe detector consisting
of an 80 × 80 array of 250 μm pixel pitch using the STFC HEXITEC
ASIC [18], and extended to energies of interest to medical imaging.
The calibration process is described fully, and a comparison to CSA
reconstructions is provided. The calibration method described here can
be performed by the standard end-user of a typical uni-polar (electron
sensing) imaging detector to improve the device’s spectroscopic per-
formance, and can be applied without an in-depth knowledge of the
mechanisms of charge sharing.

2. Detector description

The High Energy X-ray Imaging Technology (HEXITEC) is a read-
out application-specific integrated circuit (ASIC) and series of detectors
that have been developed through a collaboration between multiple
UK universities and the Science and Technology Facilities Council
(STFC) to detect hard X-rays and gamma rays. The detector is cou-
pled to the ASIC to perform spectroscopic observations, recording the

position and energy of all incident photons. The ASIC consists of an
80 × 80 pixel read-out array with a pitch of 250 μm manufactured on a
standard 0.35 μm CMOS (complementary metal-oxide semiconductor)
process [18], such that each ASIC pixel contains a charge amplifier,
shaping amplifier and a peak track-and-hold circuit. Therefore, induced
charge is converted to a voltage at the pixel level, allowing each pixel
be readout in turn and their individual measurements of photon energy
included in a full energy spectrum per pixel.

The primary detector used in this work is a CdTe semiconductor
detector manufactured by Acrorad Ltd. which has been coupled to the
HEXITEC ASIC. The design of the detector consists of a platinum planar
cathode and pixelated aluminium anode on opposite sides of the CdTe
semiconductor material. The CdTe sensor has a thickness of 1 mm and
a 20 mm × 20 mm collecting area. The anode is pixelated by an 80 × 80
array with a pixel electrode size of 200 μm and an inter-pixel spacing of
50 μm. The CdTe is screen printed with silver epoxy to place a ∼120 μm
diameter epoxy dot on each of the 80 × 80 pixels. The ASIC has a gold
stud placed on each of its bond pads and is then flip-chip assembled
with the CdTe and cured at temperatures <120 ◦C.

The HEXITEC ASIC has previously been shown to have a mean pixel
FWHM (full width at half maximum) energy resolution of 800 eV at
60 keV, and a minimum recorded resolution of approximately 600 eV
[19]. This suggests that the performance of the detector system is
material limited with an electronics noise contribution of the order of
500 eV.

The detector and ASIC module were mounted in a readout system
with off-chip digitisation, an FPGA (field programmable gate array) for
ASIC clocking and a gig-ethernet connection to a PC. An ASIC frame
rate of 1.6 kHz was used for these experiments. The readout system
controlled the detector temperature to 28 ◦C±1 ◦C and applied a bias
voltage of −500 V to the CdTe cathode. To avoid polarisation, the bias
voltage was automatically refreshed by switching the bias to 0 V for
2 s once every minute. The control and data acquisition was conducted
through a software graphical user interface (GUI).

Calibration and further analysis was then performed with custom
written software developed at the University of Leicester in Python and
IDL [20].

3. Detector calibration

The energy response of the detector was calibrated individually
for each pixel. The detector was calibrated with sealed radioisotope
sources of 109Cd,241Am and57Co giving 7 photopeaks for calibration
ranging from 14.4 keV to 136.5 keV as shown in Table 1. Additional
peaks also visible in each spectrum (see Fig. 1) were not used for
calibration. Sources were placed at a distance of 300 mm from the
detector to ensure uniform illumination. Energies below a low energy
noise threshold of 3 keV were removed before calibration.

The highest count rate was for the 241Am source where an average
frame occupancy (defined as percentage of pixels with energy above
the set noise threshold) of 0.5% was observed. An occupancy of less
than 11% would mean that, on average, no more than 1 event will be
recorded in each 3 x 3 pixel block [19]. For occupancy rates consid-
erably lower than this, we can assume the likelihood of a multipixel
event occurring due to two adjacent events rather than charge sharing
is very low.

Integration time was set at 1000 s to ensure constant temperatures
and integrations were repeated until the primary photopeak maximum
was at approximately 500 counts per pixel (statistical error in counts
<5%). Only single pixel isolated events were used in the energy cali-
bration process to ensure that the process was not compromised by the
effects of charge sharing.

An approximate location for each photopeak was identified man-
ually from the whole image energy spectrum. A Gaussian was then
automatically fitted to each photopeak region for each pixel in turn.
The centroid position (in ADU) and the standard error from the fit was
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Table 1
Table of photopeak energies used in calibration. Multiple peaks (i.e. K𝛼1 and K𝛼2) have been combined into a single peak energy taking
into account their relative intensity where these cannot be resolved. The range of energies included in each photopeak is shown as a
standard error, this is set to a nominal value of 10 eV when individual peaks have not been combined. The occupancy is the mean
percentage of pixels in each frame which are above the noise threshold.
Source Source activity

(MBq)
Photopeak
energies (keV)

Acquisition time
(s)

Occupancy

109Cd 84.9
22.00 ± 0.10

1000 0.4%24.90 ± 0.01
88.00 ± 0.01

241Am 351.7 59.54 ± 0.01 1000 0.5%

57Co 51.7
14.40 ± 0.10

7000 0.2%122.10 ± 0.05
136.50 ± 0.10

Fig. 1. Whole-detector calibrated energy spectrum for isolated events from a57Co
source taken at 28 ◦C. Fitting Gaussian distributions to the gamma emissions peaks
(Table 1) gives FWHM energy resolution values of 0.935 keV (𝛾1), 1.3 keV (𝛾2) and
1.21 keV (𝛾3).

recorded for each pixel at every photopeak. A linear fit was performed
on the photopeak energies in keV and ADU centroids of the fitted peaks.
This calibration was then used to convert ADU to energy on a per pixel
basis before any further analysis was performed.

Pixels were excluded from further analysis if they exhibited poor
energy linearity (𝑅2 < 0.97) or if less than half of the photopeaks were
successfully fitted. In general, the energy linearity of the individual
pixels was very good, with a mean 𝑅2 fitting statistic of 0.999908, and
a minimum value of 0.99902, excluding removed pixels. Hot pixels –
defined as those recording a signal above the noise threshold (90 ADU
or approximately 3 keV) in more than 1% of frames of a dark image –
were also excluded. This resulted in the exclusion of 22 pixels (0.34%
of the imaging array) from analysis.

During charge sharing analysis (see Section 4), all events adjacent
to an excluded pixel have been discounted. Events on the edge of the
detector, or adjacent to the edge of the detector, were also excluded.
This is to limit false positives or negatives in multipixel events.

Fig. 1 shows a57Co energy spectrum after calibration with multiple
peaks separable and identifiable. This is a whole-detector spectrum
containing summed spectra from each pixel not excluded during the
calibration process. The energy resolution of 1.3 keV at the 122 keV
photopeak is in line with that previously reported in the literature
e.g. 1.2 keV at 122 keV [19].

4. Multi-pixel events

A single frame of HEXITEC data – an example of which is given
in Fig. 2 – can provide the spectroscopic data of a number of events.

Fig. 2. A single frame of spectroscopic data from a57Co sealed source. Examples of
different event types have been labelled, 1: isolated, 2: bipixel, 3: tripixel, 4: quadpixel.

Charge may be constrained to a single pixel – resulting in an isolated
event – or shared over two or more pixels via the mechanisms described
in Section 1. Examples of some event types are labelled in Fig. 2, with
events containing 5 or more pixels also possible.

When spectroscopic response is the most important imaging charac-
teristic – such as when differentiating between two similar energies –
it is common to use only isolated events (CSD) – as in Fig. 1. Where
efficiency is more important than energy resolution – as in medical
imaging – multipixel events can be included in the spectrum (CSA).
The HEXITEC system records raw energy and position information
which can then be reconstructed using either CSD or CSA algorithms
within the HEXITEC software, or analysed separately however the user
requires.

Fig. 3 shows

1. a raw energy spectrum which includes every pixel individually
in the spectrum

2. an isolated event spectrum (equivalent to CSD reconstruction)
3. spectra with contributions from multipixel events reconstructed

with CSA.

Counts are significantly higher at lower energies in the raw spec-
trum as multipixel events are split into multiple lower energy events.
The CSA technique reduces noise when compared to raw data, and
compared to the isolated spectrum it is clear that each addition of more
event types to the total spectrum improves counting efficiency while
simultaneously degrading energy resolution.
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Fig. 3. Whole-detector calibrated pixel addition energy spectra from57Co source with
different event types included in a total spectrum. Linear events have been excluded
for tri-and quadpixels. Other event types are not included due to low incidences (see
Fig. 4 for description of event types).

4.1. Multipixel analysis

An event analysis algorithm written in IDL – based on previous work
at the University of Leicester (G Hansford, Personal Communication,
2017) – was developed to identify and catalogue multipixel events
across the detector.

Pixels are said to be part of the same event if;

• They are in the same frame.
• They are adjacent (excluding diagonally adjacent) to one another

Diagonally adjoined events are counted as two separate events (G
Hansford, Personal Communication, 2017). When diagonally adjoined
events were included, a significant number of events were seen with
double the expected photopeak energy – suggesting two distinct events
were being counted as one. However, it is likely that excluding these
events will exclude some instances where a fluorescent photon has
travelled to a diagonally adjacent pixel before absorption — this will
be investigated further in the future.

Each event is then characterised by the number of pixels it contains
and its shape with some examples of event classifications shown in
Fig. 4.

4.2. Proportion of multipixel events

The multipixel analysis algorithm was applied to the109Cd,241Am
and57Co observations detailed in Table 1, along with an observation
of a 414 MBq55Fe radioisotope source (3600 s acquisition time, 0.2%
occupancy) and a 188.3 MBq99mTc liquid radioisotope source in a
10 ml vial (1800 s acquisition time, 0.4% occupancy) using the same
experimental arrangement.

For each observation, a spectrum of each event type was created
(energy response is discussed in Section 4.3). From this, the number of
events of each type was calculated for a range of energies. Due to the
shifting and broadening of the energy peak for multipixel events, the
energy windows associated with each photopeak was varied. The en-
ergy response of different pixel types is discussed in more detail in the

Fig. 4. Event shapes and their designations for isolated, bi- and tri-pixel events.

following section. Table 2 tabulates each energy that was investigated,
along with the energy range that was said to contribute to that peak
for each event type. The fraction of events within the energy window
that were due to each event type are shown in Fig. 5, which was
produced using a low energy noise threshold of 3 keV. Errors associated
with Poisson statistics and the positioning of the energy windows are
estimated at <2%.

Charge sharing is an inherent property of a pixelated detector,
and is dependent on a number of parameters relating to the design
of the detector itself such as the pixel pad width, inter-pixel gap,
sensor thickness and operating bias voltage. At energies <26 keV these
detector parameters are the sole determinant of charge sharing rates in
a CdTe sensor. At energies >26 keV (the K-edge of Cd) the generation
of fluorescence photons which have ranges of the order of 100 μm in
the sensor material further supplement the geometric charge sharing
rates.

As X-ray energies increase further from tens of keV to hundreds
of keV, the increase in the number of events affected by Compton
scattering and the increase in the size of charge clouds will also lead
to an increase in the number of multi-pixel events. The majority of
the multipixel events within the energy range investigated are bipixels.
The proportion of these increases with increasing energy until 59.5 keV
where it becomes approximately stable at 39% – similar to the inci-
dence of isolated events at these energies. The contribution of events
containing more than two pixels also increases with increasing energy
as would be expected.

When a photon is absorbed in the detector, a charge cloud is
generated with an initial size dependent on the energy of the photon. As
this charge cloud drifts towards the detector anode its size will increase
due to diffusion effects — this increase is dependent on drift time and
therefore dependent on the distance between the initial interaction and
the anode. If the size of the initial charge cloud was the dominant
factor, it would be expected that the proportion of multipixel events
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Table 2
Energies used to calculate proportion of multipixel events. The 74 keV energy analysed from the57Co acquisition data occurs due to Pb fluorescence from shielding in the experimental
setup. Multiple peaks (i.e. K𝛼1 and K𝛼1) have been combined into a single peak energy taking into account their relative intensity where these cannot be resolved. The range of
energies included in each peak is shown as a standard error, this is set to a nominal value of 10 eV when individual peaks have not been combined.

Source Energy (keV) Energy window (keV)

Isolated Bipixel Tripixel Quadpixel >Quadpixel
55Fe 5.95 ± 0.01 4–11 4–11 4–11 4–11 4–11

109Cd 23.50 ± 1.50 13–28 12–28 13–28 14–28 13–28
88.00 ± 0.01 77–92 75–91 73–91 73–91 71–90

241Am 59.54 ± 0.01 39–63 38–63 37–63 37–64 49–62

57Co

14.10 ± 0.10 9–16 6–16 6–15 11–16 11–16
74.00 ± 1.00 63–77 60–76 59–75 59–73.5 61–73
122.10 ± 0.05 105–126 105–126 105–125 105–124 99–122
136.50 ± 0.10 126–140 125–140 124–140 123–140 122–140

99mTc 140.50 ± 0.10 125–145 120–145 120–145 118–145 120–145

Fig. 5. Fraction of individual event types and all multipixel events of all recorded
events across the whole detector. Each data point is associated with a photopeak at
that energy. The dashed line shows ‘all multipixels’ which includes all event types
except isolated events.

would continue to increase at higher energies. Fig. 6 shows the mean
interaction depth for photons absorbed in a 1 mm block of CdTe, which
levels off at higher energies due to the maximum possible interaction
depth of 1 mm and the extent of diffusion effects would be expected to
follow a similar pattern. Therefore the results in Fig. 6 are consistent
with previous findings that diffusion is the dominant mechanism in
charge sharing [21] at the energies investigated in this work.

4.2.1. Effect of applied noise threshold
The initial steep increase of bipixel events at low energies (<20 keV)

is in part due to the applied noise threshold of 3 keV. At lower energies,
energy shared with adjacent pixels is more likely to be lower than this
threshold leading to a failure to identify true charge sharing events.

It must be noted that the applied low energy noise threshold has an
effect on the number of shared events that are recorded. Fig. 7 shows
the percentage of all shared events and only bipixel events for three
different line energies when the analysis was done with different noise
thresholds. In each case, the occupancy per frame was observed to stay
below 2%. The percentage of shared events at 122 keV ranges from
66.5% at a noise threshold of 1.5 keV to 53% when applying a 5 keV
threshold. Bipixels remain the dominant multipixel event ranging from
32.7% to 39% respectively. For higher photon energies the fraction

Fig. 6. Mean attenuation depth for photons in a 1 mm block of CdTe. Attenuation
coefficients from NIST XCOM database [22]. Each data point ranging from 1 keV to
141 keV in steps of 0.1 keV was calculated using a simple Monte-carlo simulation which
determined the attenuation depth of each of the 107 incident photons which were
attenuated within the 1 mm thick CdTe.

of bipixel events decreases with smaller noise threshold as they are
replaced by tripixel, quadpixel and even larger pixel events.

The effect of noise threshold can also be seen in the energy spectrum
as shown in Fig. 8. Here, only isolated events (CSD reconstruction)
are shown. The increase in the shoulder on the LHS of the photopeak
with increasing noise threshold shows that some ‘energy loss’ is due
to the removal of a low energy pixel from a bipixel event. However,
there is a trade off when lowering the noise threshold as the number of
events within the photopeak decreases (due to a reduction in isolated
events overall) and an increase in low energy noise events – events
below 5 keV account for 91.5% of all events when a 1.5 keV threshold
is used, but only 2.2% of events when using a 3 keV threshold – which
can interfere with analysis. The appropriate noise threshold setting is
therefore a trade-off, which will depend on the performance of each
system’s readout electronics. The 3 keV noise threshold used here was
chosen based on a dark noise calibration of the device used, and the
optimal setting to both limit pick-up cross talk in the electronics while
reducing charge loss will vary between devices.

Veale at al. [19] give a proportion of shared events at around 55% at
59.5 keV and 56% at 122 keV when applying a noise threshold of 2 keV.
This is slightly lower than the values found in this work and may be due
to the variation in energy window for different event types used here,
which was based on the spectrum for each type. Differences in noise
performance between different detectors or experimental arrangements
are also expected to impact the proportion of shared events.
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Fig. 7. Fraction of events as a function of applied noise threshold. Solid lines represent
all events for which charge was shared across multiple pixels and dotted lines show
the fraction of only bipixel events.

Fig. 8. Isolated event spectra of a57Co source with different noise thresholds applied.

4.3. Energy response of multipixel events

In Fig. 9, the energy spectrum of a number of event types are
shown for a57Co source with a 3 keV noise threshold. These have been
reconstructed using CSA. Inline tripixel (e.g. type 4 and 5 in Fig. 4) and
quadpixel events, and events containing more than four pixels, have
been excluded due to low incidences of these event types (< 1% of
events). All other shaped quadpixel events have been combined into a
single spectrum.

Photopeaks in spectra produced by multi-pixel events are broader
with centroids at lower energies than spectra from single-pixel events
— this will be discussed in more detail in the following sections. A
distinct shoulder/splitting of the peak is seen in bipixel event spectra
in Fig. 9. This is believed to be due to the combination of two event
types — fluorescence and charge sharing (see Section 5.1).

The energy resolution of multipixel events will be limited by the
readout noise of the detector electronics which will contribute in
quadrature for each pixel additionally included. With an energy resolu-
tion of 1.21 keV for isolated 122.1 keV photon events (Fig. 1), a bipixel

Fig. 9. Whole-detector calibrated pixel addition energy spectra for different event types
from57Co source. Linear events have been excluded for tri-and quadpixels. Other event
types are not shown due to low incidences.

event would be expected to have an energy resolution in the region of
1.3 keV if only the extra read noise from the additional pixel is taken
into account. A considerably larger increase in energy resolution is seen
in Fig. 9 suggesting that, for these energies, the additional contribution
of electronic readout noise is minor in comparison to other effects.
This is the case even when fluorescence and charge sharing events are
separated as in Section 5.1

5. Bipixel event calibration

To investigate a reconstruction technique for bipixel events, the
energy split between bipixel events has been plotted in Fig. 10 – for
photopeaks from241Am and57Co sources. In both cases, distinct bright
spots are visible that correspond to locations of four fluorescence peaks
– Cd (K𝛼 :23 keV, K𝛽 :26 keV) and Te (K𝛼 :27 keV, K𝛽 :31 keV). In these
cases, the split pixel events are not due to charge diffusion, but due
to a fluorescence photon escaping and being captured in an adjacent
pixel.

Apart from these features, there is a strong relationship between
the energy recorded in each pixel. If there was no charge loss, this
relationship would be expected to be a straight line. Instead, the data
displays a slight curve indicating that the more evenly the energy is
split between pixels the greater the charge loss. The charge loss can be
partially attributed to loss in the inter-pixel gap. The electric field in
this region will have a lower magnitude and the path of the drifting
charge may not always be perpendicular to the electrode. The result
is a change in both drift length and drift time resulting in additional
charge loss compared to in-pixel regions. Depth of interaction effects
also contribute to charge loss particularly at higher energies [9]. The
charge loss seen here will be a combination of both effects.

Following work by Abbene et al. [17] a fit was performed for each
calibration photopeak in Table 1. This assumes that given an incoming
energy 𝐸 and a recorded energy of 𝑃1 in one pixel and 𝑃2 in its adjacent
pixel, an empirical relationship can be given as;

𝑃1 + 𝑃2 = 𝐸 − 𝐴

(

1 −
[

𝑃1 − 𝑃2
𝑃1 + 𝑃2

]2
)

(1)

where 𝐴 is a parameter fitted to experimental results.
Fig. 11 shows an example for this fit for the 22.1 keV109Cd photo-

peak, and the relationship between photopeak energy and fit parameter
𝐴. Fig. 11 corresponds well with the plot for a 1 mm thick CdZnTe
detector illuminated with an uncollimated109Cd source in Abbene
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Fig. 10. Illustration of energy split between bipixel events. All events identified as bipixels within energy ranges of 50 keV-60 keV (241Am 59.5 keV photopeak) and 110 keV-125 keV
(57Co 122.1 keV photopeak) are included. The energy of the pixels within each event are plotted against one another.

et al. [17], although Fig. 11 shows a broader spread as it includes con-
tributions from all pixels in the detector, whereas Abbene et al. show
data from a single pixel amongst other differences. Events containing
pixels within a 1 keV energy window of either Cd or Te fluorescence
energies were excluded from the fitting.

The fit produced in this technique (line in Fig. 11:left) is dependent
on a number of factors including the range of energies that are included
in the fitting and the energy window used to exclude fluorescence
events. The fit could also be greatly improved if an ideal monochro-
matic source without a complex spectrum could be used as this would
be expected to reduce the noise in the data. These factors contribute
to the estimated errors shown in Fig. 11:right, these are larger for
higher energies due to the greater complexity of the spectra and the
broadening of the energy peaks.

Abbene et al. [17] show a linear fit between energy and 𝐴 for a
2 mm thick CdZnTe detector with energies up to 40 keV investigated.
Fig. 11 is in agreement with Abbene et al. showing similar linear
relationship for energies ≤88 keV, however a non-linear relationship is
seen over the full energy range studied.

A linear fit to the full data set had a fit statistic 𝑅2 = 0.9350
compared to 𝑅2 = 0.9986 for a quadratic relationship (of the form
𝐴 = 𝑋𝐸2 + 𝑌 𝐸).

Using the quadratic relationship, the incident energy resulting in a
bipixel event can then be calculated using only the signal in each pixel
through solving the quadratic equation;
(

1 −
[

𝑃1 − 𝑃2
𝑃1 + 𝑃2

]2
)

(𝑌 + 1)𝐸 −

(

1 −
[

𝑃1 − 𝑃2
𝑃1 + 𝑃2

]2
)

𝑋𝐸2 −
(

𝑃1 + 𝑃2
)

= 0

(2)

The parameter 𝐴 is associated with the difference between the ac-
tual and reconstructed energy, and the relationship shown in Fig. 11:left
suggests that the amount of energy lost begins to level off at higher
energies.

Energy loss due to charge sharing is due both to charge loss in
the inter-pixel gaps [17] – which may have some depth component
due to diffusion – and to depth of interaction effects [9]. As shown in
Fig. 6, the mean depth of interaction varies with energy and levels off
at higher energies as it becomes limited by the finite thickness of the
detector — a similar pattern to that seen in Fig. 11. Under the current
experimental setup, depth of interaction is not known — it is hoped
that future experimental and simulation work will be able to separate
and quantify the contribution of each process.

5.1. Treatment of fluorescence events

As shown in Fig. 10, fluorescence events should be treated sepa-
rately to events showing geometric charge spreading. For fluorescent

bipixel events, both the incident photon and subsequent fluorescence
photon are likely to have deposited their charge within the central
region of their pixel. As such, they do not suffer from charge loss in
the inter-pixel region and should be reconstructed using conventional
CSA.

Bipixel events were identified as being due to fluorescence if ei-
ther of the pixels contained energy within a set energy window of
Cd (K𝛼 :23 keV, K𝛽 :26 keV) and Te (K𝛼 :27 keV, K𝛽 :31 keV) fluorescence
peaks. However, as some events caused by geometric charge spreading
will also contain pixel energies in this region, the size of the energy
window used impacts the energy reconstruction significantly. Fig. 12
illustrates the effect of the fluorescence energy window width on the
resultant spectra.

Where fluorescence events are under-identified – as with the flu-
orescence window of 0.5 keV in Fig. 12 – a peak can be seen to the
RHS of the main photopeak. This is due to fluorescence events being
treated as charge spreading events and so having their reconstructed
energy increased by Eq. (2). Conversely, if fluorescence events are over-
identified – as with the fluorescence window of 4.7 keV in Fig. 12 –
a peak can be seen to the LHS of the main photopeak. This is due
to charge sharing events which should have their energy increased by
Eq. (2) instead being treated as fluorescence.

To determine the optimum energy window, reconstructions were
performed using fluorescence window widths of 0.5 keV to 4.7 keV at
0.3 keV intervals. A Lorentzian curve (chosen due to the long tails seen
on reconstructed spectra) was then fitted to the photopeak for each
reconstruction and the Adj. 𝑅2 fit statistics were compared. The best
fit was found for an energy window of 1.1 keV, which has been used in
all reconstructions below.

When a known photopeak energy is of interest, it is possible to
constrain the definition of fluorescence events further. As both the
possible fluorescence energies and possible escape peak energies (cal-
culated as photopeak energy – fluorescence energies) are known, an
energy window can be applied to both pixels in a bipixel event (2D
energy windowing). In this case, a 1.7 keV energy window was found
to produce the best reconstructions. This technique provides better
identification of fluorescence events, and so better energy reconstruc-
tions (see Table 3), however cannot be practically applied across a
whole spectrum. In medical imaging, where energies of interest are well
defined, a 2D fluorescence window would be appropriate.

5.2. Results of calibration

Fig. 13 compares the energy spectrum of bipixel events recon-
structed using CSA and Eq. (2) (with a 1.1 keV 1D energy window used
to identify fluorescence events). This reconstruction shows significant
improvement over the pixel addition technique. The peak centroid for
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Fig. 11. Left: Relationship between proportional energy split and total recovered energy for 22 keV109Cd photons. Line shows fitted relationship from Eq. (1) with 𝑅2 = 0.9986.
Right: Relationship between photopeak energy and fitted parameter 𝐴 (as defined in Eq. (1)).

Fig. 12. Reconstructions of bipixel events from the57Co photopeak. Non-fluorescence events are reconstructed using Eq. (2) and fluorescence events are reconstructed using pixel
addition. The total spectra combine both fluorescence and non-fluorescence events. The fluorescence window width was Left:0.5 keV and Right:4.7 keV.

Fig. 13. Whole-detector bipixel energy spectrum from57Co source reconstructed using
the pixel addition technique or Eq. (2).

the 122 keVphotopeak was at 117.6 keV using pixel addition with a
9.7 keV FWHM, and this improved to a centroid at 121.1 keV with a
4.6 keV FWHM. At lower energies, peaks can now begin to be separated
which were previously entirely convolved (e.g. Pb fluorescence at
∼75 keV).

In Fig. 14 Eq. (2) has been applied to bipixel events which are then
combined with isolated events for a99mTc source – an important isotope

Fig. 14. Comparison of whole-detector99mTc spectra for isolated events, and isolated
and bipixel events reconstructed using CSA or Eq. (2).

in medical imaging and one which was not used during the initial
calibration steps described here. A 1.1 keV 1D fluorescence energy
window was used. Table 3 compares spectra of isolated events only and
isolated and bipixel events combined with bipixel reconstructions using
either CSA or Eq. (2). Table 3 also compares the performance of Eq. (2)
when 2D fluorescence windowing with a 1.7 keV window is used (not
shown in Fig. 14).
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Table 3
Comparison of parameters for 140.5 keV 99mTc photopeak for different spectra types.

Parameter Isolated Isolated and
bipixel (CSA)

Isolated and bipixel
1.1 keV 1D fluorescence
window (Eq. (2))

Isolated and bipixel
1.7 keV 2D fluorescence
window (Eq. (2))

FWHM (keV) 1.42 3.33 2.14 2.02

Counts within 10% (5%)
energy window

6.5 × 106 12.4 × 106 13.0 × 106 12.9 × 106

Counts within 5% (2.5%)
energy window

6.1 × 106 10.1 × 106 11.3 × 106 11.4 × 106

Scuffham et al. [23] previously reported an energy resolution of
1.27 keV at 140.5 keV using a CSD algorithm and this is similar to that
seen here for isolated events. Inclusion of bipixel events through either
reconstruction method approximately doubles the number of counts
within the photopeak although this does come at a cost to energy
resolution.

With the CSA method, inclusion of bipixel events more than doubles
a fitted FWHM energy resolution from 1% of the photopeak energy to
2.4%. If fluorescence events are included in the reconstruction as shown
in Fig. 14, Eq. (2) results in an energy resolution of 1.5%, whereas
if they are excluded the resolution is 1.3%. However, excluding these
events reduces the number of counts within the photopeak by 12%–
14% (depending on the photopeak window used). When fluorescence
events are identified using a 2D window, energy resolution is slightly
improved to 1.4%.

For medical imaging, where counting efficiency is often a limiting
factor in imaging quality, the ability to include additional events is
always significant. The improved energy resolution described here
compared to a typical large field of view clinical camera (approx.
10% at 140.5 keV for NaI:Tl-based scintillator cameras [12] and 5%
for existing CdZnTe systems [24] could improve scatter rejection and
cross talk when used for dual-tracer imaging. However, the sensitivity
of a NaI:Tl detector to 140.5 keV photons is approximately 100%, and
that of existing CdZnTe systems of the order of 70% [24] compared
to a theoretical maximum of around 30% for 1 mm CdTe. Extending
this calibration process to thicker CdTe or CdZnTe detectors may
potentially improve energy resolution performance for clinical imaging.
Alternatively, this calibration could ensure that no more counts than
necessary are excluded – the ability to increase photopeak counts by
100%, while maintaining energy resolution could improve performance
in applications where high energy resolution is required but count rates
are still a limiting factor such as baggage handling.

6. Conclusions

This paper describes a calibration technique to determine the empir-
ical relationship between pixel value ratio in bipixel events and initially
deposited energy, which may be then used to reconstruct energy in
bipixel events as an alternative to the CSA technique.

Multipixel events form a significant proportion of events for small
pixel detectors even at relatively low energies <100 keV. Of these
events, bipixel events are the most common and are almost as likely to
occur as isolated events for energies over 60 keV. Including multipixel
events in analysis degrades energy resolution, however excluding them
decreases effective detector sensitivity.

The quadratic reconstruction technique described reduces the degra-
dation of energy resolution due to charge spreading in bipixel events
allowing greater sensitivity compared to using only isolated events and
improved energy resolution compared to the CSA technique.

The energy resolution achievable with quadratic reconstruction can
be improved if events that are due to X-ray fluorescence are excluded
from analysis. However, exclusion of these events represents an addi-
tional trade-off between energy resolution and sensitivity. The effects
of fluorescence events will vary as false positives become more or less
likely, and the use of variable windows for different target isotopes may
further increase performance.

Further work is needed to test the quadratic reconstruction tech-
nique with a range of detector designs including different detector
materials, thicknesses, and pixel sizes. This may lead to improved
performance for a range of detectors, and could improve understanding
of charge sharing in small pixel semiconductors. In addition, the devel-
opment of charge transport simulations for these detectors including
both hole and electron transport, along with further experimental work
in setups where both holes and electrons are measured, will allow
deeper connections to be drawn between charge transport effects and
the generation of multipixel events.

The use of this technique for thicker detectors, with a higher count-
ing efficiency but more significant depth of interaction effects, could
improve utility for medical imaging. The smaller pixel size also opens
up the possibility of improved spatial resolution compared to existing
clinical CdZnTe systems — although both spatial resolution and system
sensitivity will heavily depend on collimator design.
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