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Texture Classification Using Pair-wise Difference Pooling Based Bilinear Convolutional Neural Networks
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Abstract—Texture is normally represented by aggregating local features based on the assumption of spatial homogeneity. Effective texture features are always the research focus even though both hand-crafted and deep learning approaches have been extensively investigated. Motivated by the success of Bilinear Convolutional Neural Networks (BCNNs) in fine-grained image recognition, we propose to incorporate the BCNN with the Pair-wise Difference Pooling (i.e. BCNN-PDP) for texture classification. The BCNN-PDP is built on top of a set of feature maps extracted at a convolutional layer of the pre-trained CNN. Compared with the outer product used by the original BCNN feature set, the pair-wise difference not only captures the pair-wise relationship between two sets of features but also encodes the difference between each pair of features. Considering the importance of the gradient data to the representation of image structures, we further generalise the BCNN-PDP feature set to two sets of feature maps computed from the original image and its gradient magnitude map respectively, i.e. the Fused BCNN-PDP (F-BCNN-PDP) feature set. In addition, the BCNN-PDP can be applied to two different CNNs and is referred to as the Asymmetric BCNN-PDP (A-BCNN-PDP). The three PDP-based BCNN feature sets can also be extracted at multiple scales. Since the dimensionality of the BCNN feature vectors is very high, we propose a new yet simple Block-wise PCA (BPCA) method in order to derive more compact feature vectors. The proposed methods are tested on seven different datasets along with 21 baseline feature sets. The results show that the proposed feature sets are superior, or at least comparable, to their counterparts across different datasets.

Index Terms—Texture classification, texture features, texture, CNNs, BCNNs

I. INTRODUCTION
T
EXTURE is normally treated as a spatial phenomenon even if there is not a formal definition in the literature. The appearance of texture can be associated with the intensity (or colour) variations in the spatial domain. In this context, texture can be divided into regular, near-regular and stochastic textures. No matter what type of textures are considered, spatial homogeneity is always manifested. In other words, texture presents certain repetitive characteristic. Therefore, texture features are normally designed based on the orderless aggregation of local texture characteristic descriptions [19].
In the past forty years, many texture features [10], [23], [29], [34], [37], [39-40], [42], [47-48] have been developed in order to represent the patterns shown in textures. Dong et al. [19], [25], [23] surveyed 51 different sets of texture features using four categories, including signal processing based [39], statistical [29], [47], structural [34], [42], [48] and model-based [10], [40]. These features were generally hand-crafted based on some hypothesis on texture characteristics. Since different texture datasets contain different types of textures, the performance of hand-crafted features usually varies across datasets. 
In recent years, Convolutional Neural Networks (CNNs) [9], [32], [44] have been learnt from a large dataset containing a huge number of images. Benefiting from a large training set and the powerful learning ability of CNNs, these networks have achieved great progress in many computer vision applications. Although small image datasets in some particular domains, e.g. [21], [53], cannot be used to train a CNN from scratch, it has been demonstrated that features extracted from a pre-trained CNN can be generalised to different domain-specific datasets [43]. In particular, the features extracted at a convolutional layer of a pre-trained CNN are more domain-independent than the fully-connected features extracted from the same CNN [11].
As a common practice, the deep convolutional features can be used to learn visual words. Different word encoders, such as Bag-of-Words (BoW) [45], Fisher Vector (FV) [31], Graph-of-Words (GoW) [21], Spatial Layout of Words (SLoW) [22], Spatial Pyramid Pooling (SPM) [33] and Vector of Locally Aggregated Descriptors (VLAD) [30], have been used to model the distributions of these deep words. Compared with the words learnt from hand-crafted features, e.g. Histogram of Oriented Gradients (HoG) [15], image patches [48] and Scale-Invariant Feature Transform (SIFT) [38], the deep words produced better results with large margins [11].
On the other hand, Bilinear Convolutional Neural Networks (BCNNs) have been proposed by adding an outer product (i.e. pair-wise product) layer and an average pooling layer [36]. In contrast to the abovementioned visual word encoders, BCNNs do not require a dictionary learning stage while they have produced better results in fine-grained image recognition tasks [36]. This is attributed to the fact that BCNNs take into account the pair-wise (second-order) relationship [7] between a set of powerful deep convolutional features.
In essence, the outer product models the pair-wise relationship between two sets of features. However, it does not consider the difference between the two sets of features. Many features have been developed based on the difference statistics, such as grey level difference histograms [47], [50] and local derivative patterns [55]. We are inspired to replace the outer product layer by a pair-wise difference layer. Compared with the outer product, the pair-wise difference not only encodes the pair-wise relationship between two sets of features but also measures the difference between each pair of features. Therefore, the BCNN feature set based on the pair-wise difference is likely to own more discriminant ability than the outer product based BCNN method [36]. The proposed feature set produces a feature vector by applying the pair-wise difference pooling to a set of feature maps computed at a convolutional layer of a pre-trained CNN for an image. Particularly, we introduce an efficient algorithm to fulfil the computation. The feature set is referred to as the “Pair-wise Difference Pooling (PDP) Based BCNN” or “BCNN-PDP”.
Furthermore, the BCNN-PDP is popularised to two sets of feature maps calculated from the original image and the corresponding gradient magnitude map, respectively, due to the fact that the gradient data retains the image structure. Although contours can also be used to represent image structures, they may not be accurately extracted from some images. In contrast, the gradient map can be computed straightforwardly. In essence, the two sets of feature maps are fused into a single feature vector. Thus, this PDP-based BCNN is named Fused BCNN-PDP (F-BCNN-PDP). As Lin et al. [36] did, we also apply the PDP-based BCNN to two sets of feature maps calculated from the same image using two different CNNs respectively. This dual-CNN feature set is referred to as the Asymmetric BCNN-PDP (A-BCNN-PDP).
The previous work has shown that multiple resolutions or scales are able to boost the performance of features [11], [20], [25]. Therefore, we propose a multi-scale scheme for the three proposed PDP-based BCNN feature sets based on an Average Scale-wise Pooling. The pooling is performed as the average of the pair-wise difference poolings conducted at each scale.
A significant characteristic of the BCNN [36] methods is that the dimensionality of their feature vectors is high. To reduce the dimensionality of these feature vectors, we also propose a simple Block-wise PCA (BPCA) method. This method first applies an individual PCA operation to a block of the square matrix of the BCNN features, and then collapses the output feature vectors into a single feature vector. In contrast to the PCANet [8] that uses PCA to generate filters, we employ this method for obtaining compact features. 
We evaluate the proposed BCNN-PDP, F-BCNN-PDP and A-BCNN-PDP feature sets extensively using seven different image datasets together with 21 baseline feature sets, including hand-crafted and CNN-based feature sets.
The contributions of this study can be summarised as follows.
(1) We propose a new bilinear CNN method based on the pair-wise difference (BCNN-PDP) and its asymmetric version (A-BCNN-PDP). 
(2) We introduce a fused BCNN-PDP feature set (F-BCNN-PDP) by jointly using the original image and its gradient magnitude map. 
(3) We adapt a multi-scale scheme for the three proposed PDP-based BCNN feature sets. This scheme allows the proposed feature sets to exploit multiple scales and boosts their performance. 
(4) We develop a Block-wise PCA (BPCA) method, which effectively reduces the dimensionality of the BCNN feature vectors. 
(5) We evaluate the proposed methods on six different texture datasets and an aerial scene dataset along with 21 baselines. The results provide the community with benchmarks for further research.
In the rest of this paper, we first review the related work in Section II. Then, we introduce the proposed methods in Section III. In Section IV, the experimental setup is described. Our main experimental results are reported in Sections V while the BCNN-PDP is further examined in Section VI in detail. In Section VII, we generalise the proposed methods into object recognition. Finally, our conclusions and future work are discussed in Section VIII.
II. Related Work
A. Texture Features
Dong et al. [19], [23], [25] divided texture features into four categories: signal processing based [39], statistical [29], structural [42] and model-based [40]. Using these categories, they surveyed 51 different sets of texture features. Normally, signal processing based features can be derived using the energy (or variance) of the filter responses generated by applying a single filter or a set of filters to an image, e.g. Gabor Wavelet [39]. Many statistical features were designed by encoding the spatial distribution of grey levels, such as gray level co-occurrence matrices (GLCM) [29], absolute gray level difference histograms (GLADH) [50], signed gray level difference histograms (GLSDH) [47], and so on. In the opinion of the structural analysis of textures [49], textures comprise primitives that are placed according to some spatial placement rules. One of the most popular structural texture features is the texton-based feature [34], [48]. In particular, the well-known “Bag-of-Words” (BoW) or “Bag-of-Visual-Words” [45] features belong to the texton-based type. Similarly, local binary patterns (LBP) [42] can also be considered as structural features. Furthermore, several texture models were introduced in order to represent textures, for example, fractal models [10] and simultaneous autoregressive models [40]. 
Although the aforementioned hand-crafted texture features may produce promising results on some texture datasets, their performance usually varies significantly across different datasets. One possible reason is that these features were designed based on different assumptions. In contrast, features extracted using the pre-trained CNNs, i.e. those networks trained from a huge number of images, can be generalised to different small domain-specific datasets, e.g. [21], [53]. Compared with features derived from the CNNs which were end-to-end trained [51], [56], they are more suitable for the scenario where only small datasets are available. Therefore, we are motivated to employ pre-trained CNNs in this study.
B. Texture Classification
Image classification aims at classifying an image into a certain class according to its visual content. Similarly, texture classification assigns one of a set of texture class labels to an unknown texture image [48] or image patch [42]. Texture classification algorithms normally contain two modules: feature extractor and classifier. A feature extractor is first used to compute features (see the above subsection) from an image or image patch in order to describe its visual content. Then, a classifier is used to divide different images or image patches into a set of known classes. Popular classifiers include Decision Trees [14], Naive Bayes [17], Random Forests [4] and Support Vector Machines (SVM) [26].
Most recently, CNNs [9], [32], [44] have dominated the field of image classification. Compared with the datasets used for image classification, texture datasets [1-2], [5], [28] normally contain much fewer images. Insufficient training images prevent one from training such a CNN from scratch. In addition, it was demonstrated that new CNNs should be designed in order to learn spatial correlation based features for describing textures [3]. However, it has been shown that the pre-trained CNNs obtained using a huge number of training images can be used as a generic feature extractor [43]. The features extracted using these CNNs along with a traditional classifier normally produce state-of-the-art results [11], [21-22].
C. Application of Pre-trained CNNs
Donahue et al. [18] investigated whether or not features computed from the CNN, which had been trained using a large dataset for image recognition, can be generalised to other computer vision applications. It has been shown that these features own the good generalisation ability and produced state-of-the-art results in different tasks together with a linear classifier. Also, Razaviant et al. [43] found that the features extracted from the fully-connected layer of a pre-trained CNN achieved state-of-the-art performance in different tasks.
When only small domain-specific datasets are available, the features extracted at one or multiple convolutional layers of a pre-trained CNN can also be used as local features to learn visual words [11], [21-22], [41], [52]. Different word encoders, such as BoW [45], FV [31], GoW [21], SLoW [22], SPM [33] and VLAD [30], have been used to represent the distribution of these words. One of most significant findings of these studies is that the deep visual word features outperformed their counterparts computed using traditional local features and the same word encoder [11], [21-22]. In addition, these features normally produce better results than the fully-connected features extracted using the same pre-trained CNN when they are transferred to small datasets. However, the visual word features require a word dictionary learning process. In contrast, the Bilinear Convolutional Neural Network (BCNN) features [36], [55] which can be computed using a pre-trained CNN based on the outer product or the Hadamard product pooling do not need dictionary learning, and performed better than, or comparably to, the visual word features in fine-grained image recognition. Inspired by the BCNN methods, we propose to use the pair-wise difference pooling for texture classification on small datasets, particularly.
III. The Pair-wise Difference Pooling Based Bilinear Convolutional Neural Networks (BCNNs-PDP)
The Pair-wise Difference Pooling (PDP) is applied to the bilinear CNN (BCNN) [36] by replacing the outer product pooling. In contrast to the outer product, the pair-wise difference not only captures the pair-wise relationship between two sets of features but also encodes the difference between each pair of features. It is likely that the pair-wise difference leads to better discriminant ability than that of the outer product. Our bilinear CNN is referred to as the Pair-wise Difference Pooling Based Bilinear CNN (BCNN-PDP). The PDP can also be applied to two sets of feature maps extracted from two images, respectively, using the same CNN. Due to the importance of the gradient data to the description of image structures, we utilise the PDP along with the original image and its gradient magnitude map. We refer to this PDP-based BCNN as the Fused BCNN-PDP (F-BCNN-PDP). In addition, the PDP-based BCNN can be implemented using two different CNNs, namely, the Asymmetric BCNN-PDP (A-BCNN-PDP).
The PDP-based BCNNs can also be computed using multiple scales. The three multi-scale PDP-based BCNNs are named MS-BCNN-PDP, MS-F-BCNN-PDP and MS-A-BCNN-PDP respectively. The BCNN-PDP is built on top of a Symmetric Pair-wise Difference Pooling function, while the F-BCNN-PDP and A-BCNN-PDP are implemented based on an Asymmetric Pair-wise Difference Pooling function.
Since BCNN feature vectors have a high dimensionality (e.g. 512×512), we further introduce a simple Block-wise PCA (BPCA) method, to generate more compact feature vectors.
Figure 1 shows the pipeline of the BCNN-PDP and F-BCNN-PDP. Similarly, the A-BCNN-PDP is implemented using two different CNNs.
A. Symmetric Pair-wise Difference Pooling (SPDP)
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Furthermore,  can be written as
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Fig. 1.  The flowchart of the proposed BCNN-PDP (indicated by blue) and F-BCNN-PDP (indicated by red) along with the Block-wise PCA (BPCA). Here, the VGG-VD-16 [44] is used in Streams A and B. For the asymmetric BCNN-PDP (A-BCNN-PDP), the CNN shown in Stream B is replaced by a different CNN while the other modules are the same as those displayed for the BCNN-PDP.
Across all the locations , the symmetric pair-wise difference pooling (SPDP) is calculated by applying the average pooling to the corresponding 
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If we substitute Equation (2) into Equation (3), then we have
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where  is the sum of the elements contained in the feature map . Therefore,  can be easily computed.
The SPDP feature vector is further processed using the power law normalisation as:
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where  is the sign function and  is the power law coefficient. Finally, the  normalisation is applied to  and we have
	.
	(12)


The  feature vector is used as the representation of image .
B. Asymmetric Pair-wise Difference Pooling (APDP)
Two sets of feature maps either can be computed from two  images  and  (, ), respectively, using the same CNN, or can be computed from the same image   using two different CNNs respectively. The two sets of feature maps are denoted as two  arrays:  and , respectively. In these arrays  or  is an  feature map. Regarding a location  (, ), we have two  dimensional feature vectors:  and . Using both the vectors, the asymmetric pair-wise difference (APD)  can be calculated as
	.
	(13)


Similar to the deduction procedure introduced in Section III-A, the asymmetric pair-wise difference pooling (APDP) can be computed as
	.
	(14)


where  and  are the sums of the elements contained in the feature maps  and  respectively. Again, Equation (14) can be conveniently calculated.
The  feature vector is further processed by using the power law and  normalisations as shown in Equations (11) and (12) respectively.
C. Pair-wise Difference Pooling Based BCNN (BCNN-PDP)
The SPDP is used to replace the outer product pooling of the BCNN proposed by Lin et al. [36]. We refer to this feature set as the Pair-wise Difference Pooling Based BCNN (BCNN-PDP). It can be directly computed from the feature maps extracted from an image using a pre-trained CNN.
D. Fused Pair-wise Difference Pooling Based BCNN (F-BCNN-PDP)
It has been shown that the contour data is key to human perception and can be used for image representation [19-20], [22]. However, these data cannot be accurately obtained from some images. In contrast, the gradient data can be easily computed from an image and is also able to retain the image structure [24]. Therefore, the BCNN-PDP is further extended to two sets of feature maps calculated from the original image and the corresponding gradient magnitude map respectively. Since this method fuses the two sets of feature maps into a single vector, we term it the Fused BCNN-PDP (F-BCNN-PDP).
When a grey level image  is processed, two derivative maps:  and  are calculated using the Canny [6] detector at the  and  directions respectively. The gradient magnitude map is computed according to
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The computation process for colour images is more complicated. Given an RGB image, a pair of  and  are first computed from each colour channel using the Canny [6] detector at the  and  directions respectively. In total, six derivative maps: , , , ,  and  are derived. The Jacobi eigenvalue algorithm [12] is used to compute the gradient map from these derivative maps. Let the Jacobi matrix be expressed as
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we have 
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Thus, the Jacobian determinant is calculated as
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The gradient magnitude can be calculated as the greatest eigenvalue of Equation (19) according to
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	(21)


Regarding image , F-BCNN-PDP features are computed from the two sets of feature maps extracted from this image and the corresponding  using Equation (14). The features encode both the original image characteristics and the gradient information.
E. Asymmetric Pair-wise Difference Pooling Based BCNN (A-BCNN-PDP)
Lin et al. [36] applied the outer product based BCNN to the feature maps calculated using two different CNNs. Compared with the single network BCNN feature set, the dual-network BCNN feature set produced better results. We are motivated to adapt the asymmetric BCNN-PDP (A-BCNN-PDP) by fusing the two sets of feature maps calculated from the same image using two different CNNs: VGG-M [9] and VGG-VD-16 [44].
F. A Multi-scale Scheme for the PDP-Based BCNNs
Considering the features extracted using multiple scales normally produce better results than those computed at a single scale [11], we extend the PDP-based BCNNs to the multi-scale cases. In total six different scales:  ( {-2, -1.5, -1, -0.5, 0, 0.5}) are used for an image. The multi-scale PDP-based BCNN is implemented using the Average Scale-wise Pooling. Given an image , specifically, six scale images  are obtained at each scale using the cubic interpolation algorithm. For each scale image , a PDP-based BCNN feature vector is first computed separately and is denoted as . The multi-scale PDP-based BCNN feature vector is then calculated according to
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where  denotes the cardinality of  .
In terms of the BCNN-PDP, F-BCNN-PDP and A-BCNN-PDP feature sets, the multi-scale feature sets are referred to as the MS-BCNN-PDP, MS-F-BCNN-PDP and MS-A-BCNN-PDP respectively.
G. Block-wise PCA
Although the performance of the original BCNN [36] method is promising, the high dimensionality of the feature vectors that it produces limits its application to large scale datasets and also decreases the computational speed of recognition. This is also the case for the proposed PDP-based BCNN feature sets. In [36], Lin et al. used PCA reduce the dimensionality of one of the two sets of feature maps. The BCNN was computed from the reduced feature maps and non-reduced feature maps. However, this strategy impaired the recognition performance.
 In essence, each element of the BCNN feature vector encodes the relationship between a feature map and another feature map (see Equations (5) and (6) for more details). Therefore, different elements can be treated as individual features. In this context, a PCA operation can be applied to a subset of the feature vector. Based on this assumption, we introduce a simple Block-wise PCA (BPCA) method. Given a set of BCNN features, in essence they are a  matrix which can be expressed as
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Given the matrix is divided into a set of blocks,  (), we first apply an individual PCA operation to each block  as described below:
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The PCA operation comprises four procedures, including an  normalisation, PCA, whitening and a second  normalisation. Then, all  are collapsed into a single feature vector based on the concatenation operation:
	.
	(25)


Compared with the original  feature vector, the  feature vector is more compact. (Given the block size is  () and the output dimensionality of each PCA is  (), the dimensionality of the  feature vector is  ()). As a result, the computational speed of image classification is enhanced.
IV. Experimental Setup
In this section, we introduce the experimental setup. First, we briefly present the datasets, classifier and performance measure used in our experiments. Second, we describe the baseline feature sets which are used for comparison purposes. Third, we present the implementation details of our experiments. 
A. Datasets, Classifier and Performance Measure
We test the proposed PDP-based BCNN feature sets using seven publicly available datasets, including six texture datasets and an aerial scene dataset which contains some textural classes. Three texture datasets contain colour images while the other three texture datasets comprise grey level images. For the aerial scene dataset, colour images are included. 
A Support Vector Machine (SVM) [26] classifier is used for the classification task. For each class of the six texture datasets, 50% images are randomly selected for training and the other 50% images are used for testing. In total, ten random splits are generated for each texture dataset. Mean and standard deviation are computed across the ten classification accuracy (%) values obtained using each split, and are used as the performance measure. With regard to the aerial scene dataset, a five-fold cross validation experiment is performed by following the original experimental setup in [53]. The average classification accuracy (%) calculated across the five folds is used as the performance measure.
B. Baseline Feature Sets
In order to fairly evaluate the proposed feature sets, we use six hand-crafted texture feature sets, four types of deep visual word feature sets, one deep fully-connected feature set and the outer product based BCNN [36] feature sets as the baselines. 
Two different normalisation strategies are used for the hand-crafted and CNN feature sets, respectively, before features are extracted. Regarding the hand-crafted feature sets, we normalise each image in order to ensure that this image has zero mean and unit standard deviation by following the setup used by Ojala et al. [42]. This operation removes the impact of 1st- and 2nd-order grey level statistics on the image. For the CNN feature sets, we follow the setup that Cimpoi et al. [11] used in which each image is subtracted by the average colour of the dataset used for training the CNN.
1) Hand-Crafted Texture Feature Sets
Gabor Wavelet Filter Bank (GaborMM) [39] The magnitude maps of the complex filtered images calculated at six orientations and four scales are computed. For each magnitude map, mean and standard deviation are calculated. All the means and standard deviations are concatenated into a 48-D feature vector. 
Grey Level Co-occurrence Matrices (GLCM) [29] The input image is quantised to 32 grey levels. In total, 16 displacements are used, including four distance values and four directions. In terms of the co-occurrence matrix obtained using each displacement, 22 statistics are computed. Given a distance value, mean and standard deviation are computed across different directions for each statistic. All the means and standard deviations are combined into a 176-D feature vector.
Local Binary Patterns (LBP), Local Variances (VAR) and Their Joint Distribution (LBP/VAR) The “uniform” and the grey-scale and rotation invariant version:  [42] is used for the LBP feature set. The rotation invariant variance measure  (i.e. VAR) and the joint distribution of both the feature sets:  (i.e. LBP/VAR) proposed in [42] are also utilised. We set  to 16 for the three feature sets as this value performed the best in [42].
Multi-resolution Simultaneous Autoregressive Models (MRSAR) Three resolutions are used for the MRSAR [40] feature sets. With regard to a local region at each resolution, four coefficients and the standard deviation of the estimation errors are computed using the least-squares algorithm. As a result, five feature matrices are produced. The means and standard deviations are computed from each feature matrix and are combined into a 30-D feature vector.
2) Deep Visual Word Feature Sets
We extract multi-scale deep convolutional features at the last convolutional layer of the pre-trained VGG-VD-16 [44] model. In total, six scales are used as we perform for the multi-scale PDP-based BCNN feature sets (see Section III-F). Deep visual words are learnt from the multi-scale deep convolutional features using k-means or Gaussian Mixture Model (GMM). For more details, please refer to [11] and [22]. We learn three sets of words, including 50, 100 and 200 words, respectively. Four methods are used to encode the deep words as introduced below. In total, 12 sets of deep word features are obtained.
Bag-of-Words (BoW) The BoW [45] feature set is generated via accumulating a histogram from the occurrence frequency of the label of each visual word.
[bookmark: 1664s55][bookmark: 2r0uhxc][bookmark: 4bvk7pj]Fisher Vectors (FV) The GMM is used for the FV [31] feature set. We calculate FV features using the signed square-rooting and  normalisation.
Spatial Pyramid Matching (SPM) We extract a BoW [45] feature vector at each of three levels of spatial pyramids. These feature vectors are weighted and concatenated using the method introduced by Lazebnik et al. [33].
Vector of Locally Aggregated Descriptors (VLAD) The signed square-rooting and global  normalisation approaches are used for the VLAD [30] feature set.
3) The Deep Fully-Connected (FC) Feature Set
Following the work of Cimpoi et al. [11], we extract the 4096-D FC features at the penultimate fully-connected layer of the pre-trained VGG-VD-16 [44] model.
4) BCNN
The BCNN [36] feature set is extracted from the last convolutional layer of the pre-trained VGG-VD-16 [44] model. The proposed block-wise PCA can also be applied to this feature set.
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Fig. 2. Examples of the first 21 textures (classes) contained in the Brodatz [5] dataset. For each texture, only the top-left 80×80 patch is shown.

We extract the BCNN-PDP, F-BCNN-PDP and BCNN [36] features from the last convolutional layer of the pre-trained VGG-VD-16 [44] model. The A-BCNN-PDP features are computed from the last convolutional layers of both the pre-trained VGG-VD-16 [44] and VGG-M [9] models. For the F-BCNN-PDP feature set, the sigma used for the Canny detector [6] is set to 1.0. The value of  used for the power law is set to 0.5.[image: D:\curetcol\Training Textures\01-032.png]
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Fig. 3. Examples of the first 21 classes contained in the CUReT [16] dataset.

For the VisTex [1] dataset, all the images are used to learn the block-wise PCA projections because this dataset is relatively small. In contrast, 33% images are employed for the other datasets. The size of the blocks is set to 2048 and the dimensionality of the output of each PCA is set to 128. Therefore, for a 512×512 feature vector, four columns are used for learning a single PCA. The reduced dimensionality of the feature vector is 128×128=16,384. The linear SVM [26] is applied with the value of  set to 10.
V. Experiments
The three proposed pair-wise difference pooling (PDP) based BCNN feature sets and their multi-scale versions are tested on the six texture datasets and an aerial scene dataset along with 21 baseline feature sets. The setup introduced in Section IV is used. For the computational efficiency purpose, we mainly use the PDP-based BCNN feature sets together with the proposed block-wise PCA. We report the experimental results in detail as follows.
A. Brodatz
As one of the most popular texture datasets in the computer vision community, Brodatz consists of 112 texture images taken from a photo album [5]. Each image was treated as a single class and was divided into 64 80×80 non-overlapping patches. As a result, 7,168 image patches were obtained. Figure 2 shows the first 21 Brodatz textures. 
The classification results are displayed in the second column of Table I. As can be seen, (1) the LBP/VAR [42] and MRSAR [40] feature sets outperformed the other hand-crafted feature sets; (2) the results of the visual word feature sets were normally superior to those of the hand-crafted feature sets; (3) VGG-VD-16 [44] outperformed all the visual word feature sets and BCNN [36]; (4) BCNN [36] performed better than the hand-crafted feature sets and the visual word feature sets; (5) the use of the proposed block-wise PCA improved the performance of BCNN; (5) the proposed BCNN-PDP feature set outperformed BCNN. In particular, all the proposed feature sets produced better results than their counterparts; (6) both the F-BCNN-PDP-BPCA and A-BCNN-PDP-BPCA feature sets performed better than, or comparably to BCNN-PDP; (7) our multi-scale scheme improved the results of BCNN-PDP, F-BCNN-PDP-BPCA and A-BCNN-PDP-BPCA; and (8) the best result: 97.57±0.24 was achieved by our multi-scale A-BCNN-PDP-BPCA.


B. CUReT
The CUReT dataset [16] was acquired in order to capture the visual appearance of real-world surfaces. In total, 61 texture samples were included in this dataset. Each sample was regarded as an individual class and over 200 images were acquired under different viewing and illumination directions from this sample. We used the subset that Varma and Zisserman [48] utilised. For each class, 92 200×200 images were derived. As a result, 5,612 images were used. Figure 3 displays the examples of the first 21 classes.
The third column of Table I shows the results obtained using the CUReT dataset [16]. It can be observed that (1) both MRSAR [40] and GaborMM [39] outperformed the other hand-crafted feature sets with large margins. They were also superior to the BoW feature sets; (2) the FV [31] and VLAD [30] feature sets performed better than the hand-crafted, BoW [45], SPM [33], VGG-VD-16 [44] and BCNN [36] feature sets; (3) BCNN produced the results similar to that generated by the hand-crafted feature set: MRSAR [40]. But they were outperformed by VGG-VD-16 and our feature sets; (4) the block-wise PCA improved the performance of both BCNN [36] and BCNN-PDP; (5) the proposed PDP-based BCNN feature sets together with the block-wise PCA were superior to their counterparts; (6) F-BCNN-PDP and A-BCNN-PDP performed slightly better than the BCNN-PDP. The multi-scale scheme did boost the performance of these feature sets; and (7) the best performance was provided by the proposed multi-scale F-BCNN-PDP feature set along with the block-wise PCA. 
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Fig. 4. Examples of the first 21 classes contained in the DTD [11] dataset.

TABLE I
THE AVERAGE CLASSIFICATION ACCURACY (%) VALUES OBTAINED USING THE FOUR GROUPS OF BASELINE FEATURE SETS AND THE PROPOSED PDP-BASED BCNN FEATURE SETS ON SIX TEXTURE DATASETS AND AN AERIAL SCENE DATASET. FOR THE PROPOSED FEATURE SETS AND THE BCNN [36] FEATURE SET, “-BPCA” MEANS THAT THE BLOCK-WISE PCA HAS BEEN APPLIED. FOR EACH TEXTURE DATASET, THE MEAN AND STANDARD DEVIATION OF THE ACCURACY VALUES ARE COMPUTED ACROSS TEN RANDOM SPLITS. REGARDING THE AERIAL SCENE DATASET, A FIVE-FOLD CROSS VALIDATION SCHEME IS USED AND THE AVERAGE CLASSIFICATION ACCURACY IS CALCULATED ACROSS THE FIVE FOLDS, FOLLOWING THE EXPERIMENTAL SETUP IN [53].
	
	Brodatz
	CUReT
	DTD
	Pertex
	sTex
	VisTex
	Aerial Scene

	GaborMM
	73.37±0.35
	95.91±0.27
	18.61±0.58
	59.30±0.48
	55.69±0.64
	62.59±1.93
	52.38

	GLCM
	58.08±0.56
	83.54±0.61
	12.56±0.48
	14.59±0.58
	46.34±0.92
	53.93±0.85
	40.86

	LBP
	69.65±0.34
	55.82±0.63
	15.70±0.57
	80.33±0.76
	19.88±0.84
	36.20±1.74
	40.43

	VAR
	33.41±0.44
	30.31±0.63
	8.36±0.43
	50.63±0.85
	16.13±0.98
	28.29±1.49
	36.05

	LBP/VAR
	75.40±0.75
	64.29±0.70
	17.88±0.46
	87.56±0.59
	40.26±1.12
	52.34±1.59
	53.67

	MRSAR
	75.00±0.24
	97.62±0.26
	18.17±0.70
	43.52±0.68
	82.12±0.99
	83.61±0.84
	57.33

	BoW-W50
	73.55±0.24
	89.13±0.54
	53.14±0.98
	77.43±0.81
	65.19±0.91
	66.13±1.99
	90.10

	BoW-W100
	84.11±0.42
	92.83±0.45
	57.14±0.97
	84.71±0.75
	78.45±0.93
	77.73±1.09
	91.86

	BoW-W200
	88.53±0.48
	95.27±0.31
	59.73±0.80
	88.27±0.83
	86.03±1.31
	81.00±1.52
	93.95

	SPM-W50
	68.76±0.73
	92.27±0.39
	52.94±0.90
	76.89±0.69
	62.73±1.25
	66.63±1.41
	89.67

	SPM-W100
	81.63±0.37
	94.67±0.31
	57.01±0.89
	83.90±0.54
	75.52±1.29
	77.38±1.54
	92.48

	SPM-W200
	86.77±0.67
	96.36±0.30
	59.70±0.90
	87.85±0.57
	84.11±1.27
	80.34±1.56
	94.43

	FV-W50
	95.20±0.43
	99.39±0.21
	71.53±0.77
	98.64±0.15
	87.50±2.04
	75.09±1.30
	96.19

	FV-W100
	94.45±0.60
	99.39±0.18
	71.41±0.95
	98.50±0.16
	87.09±0.72
	67.68±2.19
	95.38

	FV-W200
	92.50±0.48
	99.06±0.22
	71.13±0.82
	98.39±0.21
	80.96±1.09
	54.09±3.50
	94.90

	VLAD-W50
	94.80±0.32
	99.18±0.19
	70.23±0.84
	98.62±0.18
	90.96±3.06
	76.38±2.18
	96.10

	VLAD-W100
	92.01±0.32
	99.19±0.25
	71.02±0.77
	98.62±0.20
	87.63±1.08
	68.55±2.06
	95.81

	VLAD-W200
	90.15±0.57
	98.97±0.22
	70.70±0.73
	98.45±0.23
	83.38±1.34
	60.61±2.88
	94.43

	VGG-VD-16
	95.74±0.27
	98.47±0.29
	64.94±0.78
	90.86±0.61
	96.58±0.43
	87.21±0.75
	92.76

	BCNN
	95.07±0.35
	97.77±0.31
	66.11±0.88
	88.76±0.56
	95.00±0.55
	79.55±1.09
	94.24

	BCNN-BPCA
	95.66±0.29
	99.33±0.20
	66.24±0.76
	97.22±0.33
	97.95±0.36
	84.09±0.97
	94.86

	BCNN-PDP
	96.48±0.26
	99.07±0.10
	68.46±0.92
	96.42±0.25
	98.13±0.30
	86.20±1.37
	95.67

	BCNN-PDP-BPCA
	96.41±0.25
	99.40±0.22
	66.76±0.86
	98.16±0.30
	98.23±0.45
	85.27±1.01
	95.81

	MS-BCNN-PDP-BPCA
	97.00±0.35
	99.68±0.08
	69.67±0.95
	98.17±0.12
	98.56±0.33
	86.43±1.21
	96.10

	F-BCNN-PDP-BPCA
	96.36±0.26
	99.46±0.14
	67.02±0.89
	98.69±0.19
	98.48±0.40
	85.66±1.34
	96.48

	MS-F-BCNN-PDP-BPCA
	97.23±0.21
	99.73±0.08
	70.02±0.88
	98.76±0.16
	98.77±0.24
	86.71±1.32
	96.43

	A-BCNN-PDP-BPCA
	96.91±0.23
	99.55±0.13
	66.96±0.86
	98.80±0.19
	98.57±0.39
	86.14±1.44
	96.33

	MS-A-BCNN-PDP-BPCA
	97.57±0.24
	99.71±0.07
	69.95±1.01
	98.65±0.22
	98.73±0.25
	87.05±1.29
	96.48



The Describable Textures Dataset (DTD) [11] was used to identifying describable texture attributes in images. In total, 47 texture attributes were selected. Each one was used as the key attribute of 120 texture images. As a result, 5,640 images were included in this dataset. The key attributes were treated as classes. The examples of the first 21 classes are shown in Fig. 4.
It can be seen from the fourth column of Table I that (1) the hand-crafted feature sets performed poorly and were inferior to all the CNN-based feature sets; (2) both FV [31] and VLAD [30] outperformed BoW [45] and SPM [33] with large margins. They were also superior to VGG-VD-16 [44], BCNN [36] and the proposed feature sets. However, our best performance 70.02%±0.88 is close to the results produced by FV [31] and VLAD [30]; (3) the proposed feature sets performed better than their counterparts excepting FV and VLAD; (4) both F-BCNN-PDP and A-BCNN-PDP yielded better results than BCNN-PDP; and (5) the multi-scale scheme indeed improved the performance of the proposed feature sets.
In [51], the performances obtained using the end-to-end trained Deep-TEN [56] and DEP [51] were 69.6% and 73.2% respectively. Compared with these values, our best result 70.02%±0.88 is close even if we used a pre-trained CNN. Furthermore, the results produced by the compact BCNN [27] and the Locally-Transferred Fisher Vectors (LFV) method [46] reported by Song et al. [46] were 67.71% and 68.6%±1.0 respectively. Although these results are worse than the best performance of our methods, it should be noted that they used one third of the images in each class for training and the rest for testing.
D. Pertex
 The Pertex [13], [28] dataset was collected for acquiring human perceptual texture similarity data. In total, 334 textures are included in this dataset. The dataset also provides the height map for each texture. We used the images published by Clarke et al. [13], which had been rendered using the same lighting condition. We divided each 1024×1024 texture image into 16 256×256 non-overlapping patches. Hence, 5,344 patches were produced. Each texture was considered as a single class. Figure 5 shows the first 21 classes of the Pertex dataset.
The results are reported in the fifth column of Table I. It is shown that (1) the LBP/VAR [42] feature set outperformed the other hand-crafted feature sets and produced results similar to those obtained using the BoW [45], SPM [33] and BCNN [36] feature sets. However, it was inferior to the VGG-VD-16 [44], FV [31] and VLAD [30] feature sets and our PDP-based BCNN feature sets; (2) the use of the block-wise PCA boosted the performance of BCNN [36] greatly; (3) the proposed BCNN-PDP feature set performed much better than the BCNN [36] feature set; (4) both the F-BCNN-PDP-BPCA and A-BCNN-PDP-BPCA feature sets produced better results than that generated by the BCNN-PDP feature set; and (5) the best result was derived using our A-BCNN-PDP-BPCA feature set.
E. sTex
The sTex [2] dataset consists of 31 categories of textures. To tackle the class imbalance issue, only the first eight textures in each category were used and the categories which contain less than eight textures were left out. As a result, 20×8=160 textures were selected. Figure 6 presents the examples of the 20 categories. Each texture image was regarded as a single class and was divided into 16 128×128 non-overlapping patches. In total, 160×16=2,560 patches were obtained.
The six column of Table I displays the results obtained using the sTex dataset. We can observe that (1) among the hand-crafted feature sets, MRSAR [40] yielded the best result, which was much better than those produced by the other hand-crafted feature sets and was better than, or comparable to, those obtained using BoW [45] and SPM [33]; (2) both FV [31] and VLAD [30] outperformed the BoW [45] and SPM [33] feature sets when 50 or 100 words were used, while it was not the case when 200 words were utilised; (3) VGG-VD-16 [44], BCNN [36] and the proposed feature sets were superior to their counterparts. In particular, VGG-VD-16 outperformed BCNN but it was surpassed by the BCNN feature set when the block-wise PCA was applied to the latter; (4) all the proposed feature sets performed better than the other feature sets; (5) both F-BCNN-PDP-BPCA and A-BCNN-PDP-BPCA were superior to BCNN-PDP-BPCA. The multi-scale scheme further improved the performance of these feature sets; and (6) the best result was provided by the multi-scale F-BCNN-PDP-BPCA.[image: H:\Pertex-16\Training Textures\001_01.png]
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Fig. 5. The first 21 classes/textures included in the Pertex [13], [28] dataset. For each texture, the top-left 256×256 patch is shown
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Fig. 6. Examples of the 20 selected categories of the sTex [2] dataset.

The VisTex [1] dataset comprises 19 categories of textures. The categories which contain less than five textures were ignored and only the first five textures of each category were selected in order to avoid the class imbalance problem. Finally, 14×5=70 textures were selected. Figure 7 displays the examples of the 14 categories. Each texture was treated as a single class and was divided into 16 128×128 non-overlapping patches. As a result, 70×16=1120 patches were obtained in total.[image: D:\VisTex-512-First 5-16P\Training Textures\Bark.0000_01.png]
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Fig. 7. Examples of the 14 selected categories of the VisTex [1] dataset.

From the results shown in the seventh column of Table I, we can see that (1) the MRSAR [40] feature set outperformed the other hand-crafted feature sets with large margins. It was also superior to some CNN-based feature sets, including BoW [45], SPM [33], FV [31], VLAD [30] and BCNN [36]; (2) BCNN yielded better results than those obtained using the hand-crafted feature sets excepting MRSAR [40]. It also outperformed BoW [45], SPM [33], FV [31] and VLAD [30] with the exception that it was inferior to BoW and SPM when 200 words were used; (3) our block-wise PCA improved the performance of BCNN; (4) the proposed feature sets outperformed all their counterparts except the VGG-VD-16 [44] feature set; (5) the multi-scale scheme worked for the proposed feature sets; and (6) the best result 87.21±0.75 was provided by VGG-VD-16 [44], which was very close to the accuracy of 87.05±1.29 produced by the proposed multi-scale A-BCNN-PDP-BPCA feature set. 
G.  Aerial SceneTABLE II
Comparison between SVM [26] and Random Forests [4] along with the BCNN-PDP and BCNN [36] feature sets

BCNN-PDP
BCNN

Non-BPCA
BPCA
Non-BPCA
BPCA
RF (20 Trees)
92.02±0.67
91.04±0.39
88.80±0.82
90.64±0.77
RF (200 Trees)
96.72±0.34
97.09±0.45
94.55±0.61
96.45±0.42
SVM
98.13±0.30
98.23±0.45
95.00±0.55
97.95±0.36

[image: H:\Classification Results\ClassificationAccuracy.eps]
Fig. 9. The average classification accuracy values obtained using our feature sets and three baselines: VGG-VD-16 [44], BCNN [36] and BCNN-BPCA.

To further augment the experimental results, we tested the proposed feature sets and the baseline methods on an aerial scene dataset [53]. This dataset includes 21 classes and 100 images are contained in each class. Different objects and spatial patterns are presented in these images. The examples of each class are shown in Fig. 8. Following the experimental setup used by Yang and Newsam [53], the five-fold cross-validation classification was run. The average classification accuracy (%) was computed across the five folds.
As can be seen in the eighth column of Table I, (1) all the hand-crafted feature sets performed significantly worse than the CNN-based feature sets. The best result produced by these feature sets was only 57.33%; (2) both FV [31] and VLAD [30] outperformed BoW [45], SPM [33], VGG-VD-16 [44] and BCNN [36]; (3) benefiting from the proposed block-wise PCA, the performance of BCNN [36] was boosted and was superior to BoW [45], SPM [33] and VGG-VD-16 [44]; (4) the proposed BCNN-PDP outperformed BCNN [36] but it was inferior to both F-BCNN-PDP-BPCA and A-BCNN-PDP-BPCA; (5) the best result was provided by the proposed F-BCNN-PDP-BPCA and MS-A-BCNN-PDP-BPCA. 
H. Summary
In this section, the proposed feature sets have been tested on seven different datasets along with 21 baseline approaches. Figure 9 displays the results produced by the proposed BCNN feature sets and three baselines: VGG-VD-16 [44], BCNN [36] and BCNN-BPCA. According to the results shown in Fig. 9 and Table I, it can be found that (1) the CNN-based feature sets normally produced better results than those obtained using the hand-crafted feature sets. Although hand-crafted feature sets performed properly on some datasets, their performance varied much across the datasets. In contrast, the learning-based CNN feature sets were more generic than the hand-crafted feature sets. This finding is consistent with that reported by Cimpoi et al. [11]; (2) the performance of BCNN [36] was usually inferior to that of VGG-VD-16 [44] even though it performed better for the fine-grained image recognition task [36]; (3) the proposed block-wise PCA was able to boost the performance of BCNN and the proposed feature sets usually. In particular, it was effective for BCNN. The effectiveness of our method should be due to the fact that it reduces the dimensionality of each subset of the BCNN features while retaining the rough pair-wise relationship encoded by these features; (4) the proposed multi-scale scheme normally enhanced the performance of our feature sets. This observation is consistent with that demonstrated by Cimpoi et al. [11]; (5) both the F-BCNN-PDP and A-BCNN-PDP feature sets normally performed better than the BCNN-PDP method because they encoded richer image characteristics; and (6) the F-BCNN-PDP and A-BCNN-PDP feature sets provided the best results on five of the seven datasets among all the feature sets examined here.[image: H:\UC Merced Land Use Dataset\Training Textures\agricultural-1.png]
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Fig. 8. Examples of the 21 classes in the aerial scene [53] dataset.

VI. Detailed Examination of the PDP-Based BCNNs
To augment the experimental results, we further examine the proposed PDP-based BCNN feature sets in more detail. Specifically, we change the modules used for the classification task and tune the parameters of these feature sets. For simplicity, we only use the sTex [2] dataset. 
G. Comparison with Random Forests
We compared the Random Forest (RF) [4] classifier with the SVM [26] used in Section V. Following the setup that Breiman [4] used, we randomly selected a subset of  features for the -dimensional feature vector. The minimum size of the terminal nodes was set to 0.01% of the number of the training samples. For each branch node of the subset, we utilised the Gini impurity measure [4] for the feature and decision boundary selections. Table II reports the classification accuracy (%) values obtained using the SVM and RF classifiers along with the BCNN-PDP and BCNN [36] feature sets. It can be seen that (1) SVM was superior to RF no matter which bilinear CNN feature set was used; and (2) BCNN-PDP always outperformed BCNN.
H. Comparison of Different CNNsTABLE VII
The effect of the  value of the power law on the BCNN-PDP-BPCA features extracted at the “Conv5_1” layer

Accuracy (%)
0.05
98.69±0.24
0.10
98.74±0.25
0.15
98.72±0.22
0.20
98.79±0.24
0.25
98.80±0.33
0.30
98.72±0.21
0.35
98.68±0.27
0.40
98.56±0.17
0.45
98.65±0.32
0.50
98.65+0.31
0.55
98.54±0.44
0.60
98.61±0.34
0.65
98.39±0.34
0.70
98.37±0.39
0.75
98.17±0.51
0.80
98.18±0.43

TABLE VI
The effect of different convolutional layers on the BCNN-PDP feature set. The block-wise PCA is also applied

BCNN-PDP
BCNN-PDP-BPCA
Conv1_1
31.66±1.02
N/A
Conv2_1
81.34±1.35
N/A
Conv3_1
94.86±0.73
95.59±0.59
Conv4_1
97.79±0.34
97.90±0.43
Conv5_1
98.72±0.21
98.65+0.31
Conv5_2
98.40±0.32
98.31±0.43
Conv5_3
98.13±0.30
98.23±0.45
The “Conv1_1” and “Conv2_1” layers produce 64 and 128 feature maps respectively. Therefore, the block-wise PCA is not applied.

Different pre-trained CNNs, including AlextNet [32] and VGG-M [9] were also used to compute the BCNN-PDP and BCNN [36] feature sets. The results are compared with those produced by the VGG-VD-16 [44] CNN in Table III. It can be seen that VGG-VD-16 usually generated better results than those produced by the AlextNet [32] and VGG-M [9] CNNs for both the BCNN-PDP and BCNN feature sets. Again, our BCNN-PDP feature set was always superior to BCNN. However, the results: 97.59±0.44 and 98.23±0.45 obtained using BCNN-PDP-BPCA with the VGG-M and VGG-VD-16 CNNs, respectively, were worse than the result: 98.57±0.39 produced by the proposed A-BCNN-PDP-BPCA which utilised both the CNNs. 
I. Comparison of Different Fusion Strategies
Our F-BCNN-PDP feature set fuses the features extracted from the original image and the associated gradient magnitude map. To compare different fusion strategies, we replaced the magnitude map by different types of images calculated from the original image, including the gradient angle map, the directional derivative maps in the  and  directions and the edge map. We also implemented the fused BCNN (F-BCNN) for the comparison purpose. The results are shown in Table IV. As can be seen, the F-BCNN-PDP together with the block-wise PCA achieved its best performance 98.48±0.40 when the gradient magnitude map was used. Again, the F-BCNN-PDP feature set always outperformed F-BCNN. 
J. Effect of the Parameters of the Block-wise PCA
The proposed block-wise PCA has two parameters: the block size, , and the output dimensionality of each PCA, . To explore the effect of the two parameters on the classification task, we set these to different values. The results obtained using different combinations of  and  are reported in Table V. It can be seen that the best performance was derived when  and  were set to 512 and 64 or 2048 and 128. However, the latter combination produces fewer features and thus requires less memory. In fact, we have used this combination in Section V. TABLE V
The effect of different parameters of the block-wise PCA on the BCNN-PDP feature set



32
64
128
256

512
97.91±0.24
98.23±0.44
98.17±0.49
96.96±0.72

1024
97.91±0.26
98.20±0.44
98.20±0.50
96.99±0.73

2048
97.94±0.26
98.18±0.44
98.23±0.45
97.04±0.69


K. Effect of Different Convolutional Layers
In this paper, we used the “Conv5_3” layer of the VGG-VD-16 [44] CNN to extract the proposed BCNN-PDP features. We examined the effect of different convolutional layers on this feature set. Table VI reports the results produced by different convolutional layers. As can be seen, “Conv5_1” generated the better result than the other layers while “Conv5_3” performed comparably to it. TABLE IV
Comparison of different fusion strategies for the F-BCNN-PDP and F-BCNN feature sets

F-BCNN-PDP
F-BCNN

Non-BPCA
BPCA
Non-BPCA
BPCA
Grad. Mag.
97.36±0.28
98.48±0.40
95.73±0.39
98.12±0.30
Grad. Angle
97.77±0.32
98.29±0.41
95.38±0.53
97.87±0.34
Deriv. X
97.40±0.34
98.24±0.48
95.27±0.39
98.13±0.44
Deriv. Y
97.57±0.39
98.30±0.45
95.32±0.50
98.13±0.38
Edge
98.07±0.40
98.21±0.47
95.59±0.71
97.70±0.34
Here, F-BCNN was implemented by referring to the F-BCNN-PDP
TABLE III
Comparison of the BCNN-PDP and BCNN [36] feature sets extracted using different CNNs

BCNN-PDP
BCNN

Non-BPCA
BPCA
Non-BPCA
BPCA
AlexNet
96.27±0.43
96.60±0.47
93.91±0.82
96.42±0.46
VGG-M
97.13±0.51
97.59±0.44
95.16±0.92
97.13±0.48
VGG-VD-16
98.13±0.30
98.23±0.45
95.00±0.55
97.95±0.36


L. Effect of the  Coefficient of the Power Law
The proposed BCNN-PDP feature sets apply the power law to the feature vector after the pooling operation is complete. We tuned the value of the power coefficient . To investigate the best performance, the “Conv5_1” layer was used. Table VII presents the classification accuracy values obtained using different  values. The best result was produced when  was set to 0.25. However, the default value  used in this paper provided the close result. 
M. Examples of Misclassified Images
With regard to the best result (i.e. 98.80%±0.33) presented in Section VI-F, we investigate the misclassified images produced in this case. In total, 154 images were misclassified across the ten splits of the experiment. Given that only the images which were misclassified at least twice across these splits were considered, 32 images were obtained. These images accounts for 71 misclassified cases. Fig. 10 shows the 32 images along with the ground-truth and classified class labels. It can be observed that 24 images were classified into the class which belongs to the same category (e.g. different flowers or foods) as that of the ground-truth class. 
N. Effect of the Number of Training Images
[bookmark: _3q5sasy]We examined the effect of the number of the training images on the classification performance. For simplicity, the BCNN-PDP-BPCA feature set extracted at the “Conv5_1” layer was utilised. As shown in Table VIII, more training images produced better and more stable results. 
O. Computational Cost
Given that the experiment was performed on a Lenovo T540p laptop, which has a 64-bit, 2.5GHz Intel(R) i7-4710MQ CPU and 16.0 GB memory, Table IX reports the average per image time cost for extracting the BCNN-PDP, F-BCNN-PDP and A-BCNN-PDP features from the sTex [2] images using the single scale and multiple scales. It is shown that the computational speed for extracting the three feature sets is fast even if the feature extraction is only implemented on the CPU. TABLE X
The average recognition accuracy obtained using the BCNN-PDP-BPCA and BCNN-BPCA feature sets on the Caltech-101 [35] dataset
BCNN-PDP-BPCA
BCNN-BPCA
SS
MS
SS
MS
84.85±0.79
85.95±0.91
84.26±0.76
85.74±0.93
Here, “SS” and “MS” denote single scale and multi-scale respectively.

TABLE IX
The average per image time (seconds) costed for extracting the BCNN-PDP, F-BCNN-PDP and AS-BCNN-PDP features from the sTex [2] images
BCNN-PDP
F-BCNN- PDP
A-BCNN- PDP
SS
MS
SS
MS
SS
MS
0.22
0.64
0.47
1.31
0.79
1.78
Here, “SS” and “MS” denote single scale and multi-scale respectively.
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Fig. 10. Examples of misclassified images produced by the best BCNN-PDP-BPCA feature set which were extracted at the “Conv5_1” layer on the sTex [2] dataset. Each image has been misclassified at least twice across the 10 splits. The ground-truth and classified class labels are displayed below each image.

In this section, we applied the proposed method to the Caltech-101 [35] dataset for object recognition. This dataset contains 9,144 images, which were divided into 102 classes, including 101 object classes and one background class. Following the existing studies [9], [44], we randomly selected 30 images as the training images and up to 50 images as the test images for each class. In total, we generated ten splits. The average recognition accuracy (%) was computed across these splits as the mean class accuracy. 
Table X reports the average recognition accuracy  produced by the BCNN-PDP-BPCA and BCNN-BPCA feature sets using the single scale and multiple scales. As can be seen, the proposed BCNN-PDP-BPCA feature set always outperformed the BCNN-BPCA feature set. 
VIII. Conclusions and Future WorkTABLE VIII
The effect of the number of training images on the classification performance of the BCNN-PDP-BPCA feature set
Num. of Images
2
5
10
15

74.99±2.35
96.91±0.40
99.40±0.23
99.75±0.32


In this paper, we applied the Pair-wise Difference Pooling (PDP) to the Bilinear Convolutional Neural Network (BCNN). The new BCNN is referred to as the PDP-Based BCNN (BCNN-PDP). In contrast to the outer product used by the original BCNN [36] approach, the pair-wise difference encodes both the pair-wise relationship between two sets of features and the difference between each pair of features. Therefore, BCNN-PDP owns a stronger discriminant power than the original BCNN method. In particular, it can be computed from a convolutional layer of a pre-trained CNN. We also adapted the PDP-based BCNN by taking into account two sets of feature maps calculated from the original image and its gradient magnitude map respectively. The adapted feature set utilises the characteristics presented in both the original image and the gradient map, and is termed the Fused BCNN-PDP or F-BCNN-PDP for short. Besides, two different CNNs can be used to compute the PDP-based BCNN features. We refer to this dual-CNN style PDP-based BCNN as the Asymmetric BCNN-PDP (A-BCNN-PDP). 
Considering the importance of multiple resolutions to texture representation, we proposed a multi-scale scheme for the three proposed PDP-based BCNNs. Using this scheme, multiple scales of images are used for computing the PDP-based BCNN features. However, the high dimensionality of the BCNN feature sets limits the practical application of them. To address this issue, we introduced a simple Block-wise PCA (BPCA) method. This method can be applied to both the proposed and original BCNN feature sets. The three proposed feature sets together with the multi-scale scheme and the BPCA method were tested on seven image datasets. Our results showed that both the F-BCNN-PDP and A-BCNN-PDP feature sets normally produced better results than those generated by the BCNN-PDP feature set. The use of the block-wise PCA not only reduced the dimensionality of the features extracted using these feature sets, but also improved their performances in some cases. In addition, the multi-scale scheme was able to boost the performance of those feature sets further. Nonetheless, the most important finding is that the proposed methods outperformed, or performed comparably to, the 21 baseline feature sets. Particularly, the BCNN-PDP always produced better results than those derived using the original BCNN [36] method. These promising results should be due to the stronger discriminant power of the pair-wise difference than that of the outer product.
Although the use of the pre-trained CNN has shown the promising generalisation ability in this study, it has been demonstrated in the literature that the end-to-end trained CNN outperforms a pre-trained CNN when the sufficient training data is available. In this situation, the end-to-end training makes the CNN better suit the specific data set than the pre-trained CNN. In our future work, we aim to end-to-end train CNNs using the Pair-wise Difference Pooling (PDP). However, this study has shown that the PDP together with pre-trained CNNs is particularly effective for texture classification with small datasets without fine-tuning the CNNs.
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Fig. 2. Examples of the ﬂrst 21 textures (classes) contained in the
Brodatz [5] dataset. For each texture, only the top-left 80x80 patch is
shown.
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F|. 3. amples of the first 21 classes contained in the CUReT[16]
dataset.
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Fig. 4. Examples of the first 21 classes comalned inthe DTD[11]
dataset.
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Fig. 5. The first 21 classes/textures included in the Pertex [13], [28]
dataset. For each texture, the top-left 256x256 patch is shown
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Fig. 6. Examples of the 20 selected categories of the sTex [2] dataset.
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Fig. 7. Examples of the 14 selected categories of the VisTex|[1]
dataset.
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TABLE Il

COMPARISON BETWEEN SVM [26] AND RANDOM FORESTS [4] ALONG WITH THE BCNN-PDP
AND BCNN [36] FEATURE SETS

BCNN-PDP BCNN
Non-BPCA BPCA Non-BPCA BPCA
RF (20 Trees) | 92.02+0.67 91.04+0.39 88.80+0.82 90.64+0.77
Brie(gg)o 96.72+0.34 97.0940.45 94.55+0.61 96.45%0.42
SVM 98.1340.30 98.23+0.45 95.00+0.55 97.95+0.36





image127.png
[-#--Brodatz —=—CUReT - DTD —#- Pertex -~ sTex = VisTex _Aerial Scene|

H

Classification Acouracy (%)
2 &8 3 3 8 8 8 8

i
i
‘g

Fig. 9. The average classification accuracy values obtained using our
feature sets and three baselines: VGG-VD-16 [44], BCNN [36] and
BCNN-BPCA.
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TABLE VI
THE EFFECT OF THE VALUE OF THE POWER LAW ON THE BCNN-PDP-BPCA FEATURES
EXTRACTED AT THE “CONV5_1" LAYER

Accuracy (%)
0.05 98.69+0.24
0.10 98.7440.25
0.15
0.20
0.25
0.30 98.7240.21
0.35 98.68+0.27
0.40 98.56+0.17
0.45 98.6510.32
0.50 98.65+0.31
0.55 98.5410.44
0.60 98.6140.34
0.65 98.39+0.34
0.70 98.3740.39
0.75 98.1740.51

0.80 98.1840.43
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TABLE VI
THE EFFECT OF DIFFERENT CONVOLUTIONAL LAYERS ON THE BCNN-PDP FEATURE SET.
THE BLOCK-WISE PCA IS ALSO APPLIED

BCNN-PDP BCNN-PDP-BPCA

Conv1_1 31.66+1.02 N/A

Conv2_1 81.3441.35 N/A

Conv3_1 94.860.73 95.5910.59
Conv4_1 97.79+0.34 97.90+0.43
Conv5_1 98.72+0.21 98.65+0.31
Conv5_2 98.40+0.32 98.3110.43
Conv5_3 98.13+0.30 98.2310.45

The “Conv1_1" and “Conv2_1" layers produce 64 and 128 feature
maps respectively. Therefore, the block-wise PCA is not applied.
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TABLE V

THE EFFECT OF DIFFERENT PARAMETERS OF THE BLOCK-WISE PCA ON THE BCNN-PDP

FEATURE SET

32 64 128 256

512
1024
2048

97.9140.24 98.23#0.44 98.17+0.49 96.96x0.72
97.9140.26 98.20+0.44 98.20+0.50 96.990.73
97.94£0.26 98.18+0.44 98.23+0.45 97.04%0.69
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TABLE IV

COMPARISON OF DIFFERENT FUSION STRATEGIES FOR THE F-BCNN-PDP AND F-BCNN

FEATURE SETS
F-BCNN-PDP F-BCNN
Non-BPCA BPCA Non-BPCA BPCA

Grad. Mag. | 97.36+0.28 98.48+0.40 95.73+0.39 98.12+0.30
Grad. Angle | 97.77+0.32 98.29+0.41 95.38+0.53 97.87+0.34
Deriv. X | 97.40£0.34 98.24:0.48 95.27+0.39 98.13+0.44
Deriv.Y | 97.57+0.39 98.30:0.45 95.32+0.50 98.13+0.38
Edge 98.07+0.40 98.2140.47 95.59+0.71 97.70+0.34

Here, F-BCNN was implemented by referring to the F-BCNN-PDP
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TABLE Il

COMPARISON OF THE BCNN-PDP AND BCNN [36] FEATURE SETS EXTRACTED USING

DIFFERENT CNNS

BCNN-PDP BCNN
Non-BPCA BPCA Non-BPCA BPCA
AlexNet 96.27+0.43 96.60+0.47 93.91+0.82 96.42+0.46
VGG-M 97.13+0.51 97.59+0.44 95.16%0.92 97.13+0.48
VGG-VD-16 | 98.13+0.30 98.23#0.45 95.00+0.55 97.95+0.36
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TABLE X
THE AVERAGE RECOGNITION ACCURACY OBTAINED USING THE BCNN-PDP-BPCA AND
BCNN-BPCA FEATURE SETS ON THE CALTECH-101 [35] DATASET

BCNN-PDP-BPCA BCNN-BPCA

SS MS SS MS

84.85+0.79 85.95+0.91 84.26+0.76 85.7440.93

Here, “SS” and “MS” denote single scale and multi-scale respectively.
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TABLE IX
THE AVERAGE PER IMAGE TIME (SECONDS) COSTED FOR EXTRACTING THE BCNN-PDP, F-
BCNN-PDP AND AS-BCNN-PDP FEATURES FROM THE STEX [2] IMAGES

BCNN-PDP F-BCNN- PDP A-BCNN- PDP
SS MS SS MS SS MS
0.22 0.64 0.47 1.31 0.79 1.78

Here, “SS” and “MS” denote single scale and multi-scale respectively.
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TABLE VIl
THE EFFECT OF THE NUMBER OF TRAINING IMAGES ON THE CLASSIFICATION
PERFORMANCE OF THE BCNN-PDP-BPCA FEATURE SET

Num. of

2 5 10 15
Images

74.99+2.35 96.91+0.40 99.40+0.23 99.75+0.32
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