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Abstract. By analyzing the near-infrared spectrum, the quantitative relationship 

between the spectral data and the target component can be modeled. This paper 

proposes a predictive regression model based on one-dimensional convolutional 

neural network. Based on the traditional convolutional neural network, gating 

mechanisms and dilated convolutions are combined. The particle swarm opti-

mization method is used to optimize the hyperparameters of one-dimensional 

convolution. The end-to-end near-infrared predictive regression model does not 

require wavelength selection. It is convenient to use and has a strong promo-

tional value. Taking the public cocoa beans near-infrared data set as an exam-

ple, the method can predict the moisture content and fat content in cocoa beans, 

and the effectiveness of the method is verified. Comparing the improved one-

dimensional convolution with traditional one-dimensional convolution results 

and partial least squares regression, it shows better prediction accuracy and ro-

bustness. 

Keywords:  Convolutional neural network , Infrared spectroscopic data, Gating 

mechanisms,  Dilated convolution. 

1 Introduction 

Near-infrared spectroscopy analysis technology has a wide range of applications due 

to its fast analysis speed, no need for chemical reagents, reduced environmental pollu-

tion, low cost, and easy online analysis. Near-infrared spectroscopy detection tech-

nology will not destroy the substance that predicts the information of a sample by 

establishing a correlation model between the near-infrared spectroscopy data of the 

sample and the true value of the attribute to be measured.  

In the past few decades, due to the complexity of NIR spectrum and the diversity 

of analysis objects, NIR quantitative analysis generally uses multivariate information 

processing technology, such as partial least squares regression (PLSR)[1-3], multiple 

linear regression (MLR)[4], principal component regression. partial least squares 

regression is the most commonly used linear stoichiometric model. However, with the 

deepening of the application, these methods also expose many problems, such as: 

MLR will encounter collinearity problems and the limitation of the number of input 
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variables, PCR can not distinguish noise or valid information, and the running speed 

is slow, and PLS cannot be effective Handling nonlinear problems. 

 The study of machine learning method is a significant task to resolve the problem 

of accurate quantitative measurement in chemometrics. Especially in the industrial 

field, The machine learning algorithm of fast near-infrared detection has established 

several mathematical models to estimate the fidelity of measured data, such as artifi-

cial neural network (ANN)[5], support vector machine regression (SVR)[6] and so on. 

However, they all produce more parameters and complicated operation, which is not 

conducive to the promotion of NIR analysis technology. 

 Neural networks have powerful modeling capabilities and have been widely used 

in computer vision and speech recognition for multi-large-scale data and achieved 

great success. At the same time, due to its deep network structure and nonlinear acti-

vation ability, the application of neural network in modeling and analysis of near-

infrared spectroscopy has been reported. Chao Ni et al. proposed a method to quantify 

the nitrogen content of pinus massoniae seedling leaves by using variable weight 

convolutional neural network [7]. Muhammad Bilal et al. proposed to reduce the ei-

genvector size by training L2 regularized sparse auto en-coder[8]. Salim Malek et al. 

used a one-dimensional convolutional neural network for feature extraction[9] 

 In view of the characteristics of deep learning's powerful expression ability, we 

improve the dilation gate convolution model and introduce it into the prediction re-

gression of infrared spectrum. In order to optimize the convolution kernel and some 

other parameters, we used the PSO, which aims to study a non-destructive and effec-

tive method to identify the cocoa fat content and the moisture content and explore a 

new model applied to the learning of spectral characteristics of foods. 

2 Neural Network 

2.1  CNN 

CNN model uses gradient descent to minimize the loss function, reverse adjustment 

of the weight parameters in the network layer by layer, and improve the accuracy of 

the network through frequent iterative training. 

The convolution calculation layer is to extract feature on the original input. There 

can be multiple convolutional layers. We specify the size and weight of the convolu-

tion kernel. In the input matrix, select the data convolution calculation with the same 

size as the convolution kernel. Continuously extract and compress features, and then 

obtain relatively advanced features for convolution. The parameters of the convolu-

tion kernel of each convolution layer are the same, which is weight sharing, which 

significantly reduces the number of parameters. 

In the excitation layer, the activation function is mainly used to smooth the results 

of the operation. Meanwhile, the activation function can remove the redundant data, 

and retain the main features of the data. 



 

After the excitation layer, the pooling layer specifies the size of a window and re-

places it with a value. It is commonly used to maximize the pool and average the 

pool. It can effectively reduce the size of the matrix and prevent overfitting. 

The output layer outputs multiple neurons. Depending on the type of output, the 

output layer uses different types of activation. For regression models, we use linear 

activation. 

CNN training can be seen as two stages of forward propagation and back propaga-

tion. Back propagation uses the BP algorithm. The difference between CNN and tra-

ditional multilayer neural networks is the addition of convolution and pooling opera-

tions, so CNN is in convolution The training process of the layer and the pooling 

layer is different from the neural network. Before the CNN network starts training, 

first, the network must be initialized, the connection weights are assigned random 

numbers in (-1, 1), and the calculation accuracy and maximum learning are given. 

Number of times. Second, randomly select input samples and corresponding expected 

outputs. Finally, start the training of the network. 

2.2 Spectral Regression Model Based on CNN 

The wavelength range of NIR is 780nm to 2526nm, and a complete nir spectrum se-

quence is relatively long. Therefore, dilated convolution and gating mechanisms are 

introduced .In order to identify larger features, all pooling layer uses maximum pool-

ing.  

Block Structure.The gating mechanism will control the flow of information to make 

it multi-path circulation. Aäron van den Oord [10]proved that it could model more 

complex interactions with LSTM-style gating mechanism. 
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W and b represent kernel and deviation, which represents the sigmoid function,  

is element-wise multiplication, and * is the convolution multiplier. The gradient of 

gating in LSTM style is 
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Among them, 
1 1 2 2tanh'( * ) '( * ) (0,1)x W b x W b  ， .Under normal circum-

stances, the problem of disappearing gradients appears as the network depth increases. 

We constructed a set of block structures (as shown in Fig 1), which is equivalent to 

two gating mechanisms in a set of block structures. 



  Input

Conv1D11 Conv1D12

Conv1D21 Conv1D22

Output

relu relu

relu relu

 

Fig. 1..block structure 

Dilated Convolution. Because the complete sequence of a near-infrared spectrum is 

relatively long, dilated convolution is used to enable the CNN model to capture a 

longer distance without increasing model parameters. Dilated convolution was first 

developed from the wavelet decomposition algorithm[11] called " convolution with 

dilated filter ", and later applied to image and semantic segmentation. Dilated convo-

lution modifies the convolution operator so that it can use filter parameters in a varie-

ty of ways. In a two-dimensional convolution, 
2:F Z R  is a discrete function, 2 2

r [ , ]r r Z    , k : r R  is  a discrete fil-

ter of size 22r（ +1） [12].The two-dimensional discrete convolution operator * is defined 

as 
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Then r is a dilation factor and 
r* can be defined as 
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So we can extend to one-dimensional expansion convolution, 
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It can expand the vision of convolution kernel without increasing computation. Fig 

2 shows two convolutional neural networks with three layers, and the size of the con-

volution kernel is 3. Traditional convolution obtains a feature through a three-layer 

convolutional layer. The first layer has 7 inputs. After three-layer expansion convolu-

tion, a feature is obtained. The first layer has 15 inputs. In the dilated one-dimensional 

convolution, if the dilated rate of the kernel increases exponentially, the size of the 

receiving domain is exponentially correlated with the depth of the layer. 

 

r=1 r=1 r=1 r=1 r=2 r=4
 

Fig. 2 .Left : a 1-D CNN with three conventional convolutional layers. Right: a 1-D CNN with 

three dilated convolutional layers  

3  PSO Algorithm 

Through the combination of local perception, weight sharing and pooling, CNN re-

duces the number of parameters in network training. However, CNN's hyperparame-

ters, such as the size of convolution kernel and the number of convolution kernel ,all 

need to be set manually. 

PSO was proposed by Kennedy and Eberhart in 1995[13][14].It is a global search 

algorithm, which has become a research hotspot due to its fast convergence and few 

parameters .The idea comes from simulating the behavior of birds flying for food in a 

cluster. Scattered birds then fly for food. There is an indirect mechanism to let them 

know the distance between food and the current position. Each particle representing 



every bird, has its own velocity and position, can be determined by the problem of the 

definition of fitness function of particle fitness, and then iterate unceasingly, The 

particle's flight speed and the next position are calculated by the historical optimal 

solution of the particle and the global optimal solution until the global optimal solu-

tion is found. The PSO algorithm has the characteristics of fast search speed, easy 

algorithm implementation, and high precision. 

Suppose that in a d-dimensional search space, m particles form a population, and 

the ith particle is represented as a d-dimensional vector

1 2x ( , ,..., ), 1,2,...,i i i idx x x i m 
 The position of the ith particle in the d-

dimensional search space is ix , The velocity of the ith particle is also a d-

dimensional vector 1 2=( , ,..., )i i i idv v v v . At present, the optimal position searched for 

the ith particle is 1 2=(p ,p ,...,p )i i i idp , and the optimal position searched for the 

entire population is g1 2=(p ,p ,...,p )i g gdp .The standard particle swarm optimization 

algorithm uses the following formula to update the particle velocity and position: 
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In the above formula, idvk
is the d-th component of the velocity of particle i in the 

k-th iteration..
 id

kx  is the d-th component of the position of particle i in the k-th itera-

tion. pk

id  is the d-th component of the local optimal value of particle i. gpk

d  is the d-th 

component of the global optimal value. k represents the current iteration times, 1 2,c c  

are the learning factor, 
1 2r ,r  are the random number between [0,1], and w is the iner-

tia weight. 

Assuming that the optimization goal is to find the minimum value, the update 

methods of   pk

id and  gpk

d  are: 
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Where ( )f   is the objective function and N is the total number of particles in the 

particle swarm. 

The steps of particle swarm optimization for CNN hyperparameters are: 

(1) Determine the number and value range of CNN hyperparameters. 



 

(2) Set the parameters of PSO , such as inertia factor, learning factor ,and maximum 

iteration number. 

(3) Initialize the particle swarm, and each particle swarm represents a group. 

(4) CNN was trained according to hyperparameters, the fitness function value of each 

particle was calculated, and the advantages and disadvantages of particles were sorted 

according to the fitness function value. 

(5) Update the optimal position of the current particle and particle swarm according to 

the value of the fitness function. 

(6) Update the position and speed of each particle to generate a new group of parti-

cles. 

(7) Add 1 to the current number of iterations. 

(8) If the maximum current iteration number is exceeded, the optimization is termi-

nated; otherwise, step 4 is returned. 

(9) According to the optimal position of PSO algorithm, the optimal value of CNN 

hyperparameters is obtained. 
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Fig.3  Particle swarm optimization algorithm ( PSO ) optimizes CNN hyperparameters 

flowchart 



4  Experimental Methods 

4.1  Dataset Description 

The feasibility and effectiveness of the method proposed is based on the public cocoa 

bean near-infrared spectral dataset[15]. The cocoa bean near-infrared data set has 72 

samples. Fat and water are the internal quality parameters of cocoa beans samples. 

They correspond to the chemical information in cocoa beans and consist of structured 

molecular bonds of C-H-O, C-H, O-H, N-H and R-O-H. Near-infrared spectroscopy is 

an electromagnetic wave with a wavelength in the range of 780 nm to 2 526 nm, 

which can reflect the combined frequency and frequency doubling of the vibrations of 

the near-infrared spectral region and the hydrogen-containing groups in organic mole-

cules to determine the hydrogen-containing groups of organic molecules in the sample 

Characteristic information, specific wavelengths in the near infrared region can be 

used to describe the quality parameters of cocoa bean samples.  

The wavelength range of near infrared spectrum in this data set is 

1000nm~2500nm.Training sets are used to establish quantitative analysis model, the 

test sets are used to evaluate the generalization performance of the model. The spectra 

of each sample between 1000nm and 2000nm is more dispersed. The spectrum of 

each sample between 2000nm and 2200nm is relatively messy. 

 

Dataset

Train(90%)

Test(10%)

Test(80%)

Validation
(10%)

 

Fig .  4.  Modeling the Dataset for Training and Testing the Model 



 

 

Fig.  5.  Cocoa beans near infrared spectrum 

4.2  Spectral Pretreatment 

In order to eliminate the influence of noise on the model in the process of spectral 

measurement, the data preprocessing method is usually used to preprocess the spectral 

data before the model is established. Common pre-processing methods include deriva-

tive, multivariate scattering correction and vector normalization. Derivative prepro-

cessing can reduce the impact of low-frequency noise and improve resolution. Alt-

hough neural networks have powerful feature extraction, preprocessing the spectrum 

and selecting the wavelength of the spectrum can make the prediction results more 

accurate.  

Experiments have shown that the cocoa beans have a high degree of spectral over-

lap after SNV, MSC, and derivatives. They can not clearly reflect the differences 

between the samples, which is not conducive to the regression prediction of the neural 

network. The spectral preprocessing in this paper first adopts Gaussian smoothing to 

eliminate the dimensional influence between the indicators and the influence of the 

size of the variable itself and the value of the variable, then standardizes the spectral 

data to speed up the training of neural networks. 

4.3 Network Structure 

The network structure we propose is as follows: we construct a group of block struc-

tures, which is equivalent to two gating mechanisms in a group of block structures, 

and the subsequent groups repeat the same pattern. Zero padding is applied to the one-

dimensional convolution to make the input and output size the same. Use maximum 

pooling to take the largest feature point in the neighborhood. Add dropout to the pool-



ing layer to make some neurons in the pooling area randomly set to 0 with a probabil-

ity of 0.1, which can reduce the probability of overfitting. 

4.4  Model Evaluation Criteria 

In order to evaluate the regression method and make a direct comparison with the 

latest results, we used the root mean square error (RMSE) and coefficient of determi-

nation (R2) . The RMSE is very sensitive to the large or small error in a group of 

measurements. Coefficient of determination (R2) represents that the percentage of 

variation in variable y can be explained by the controlled independent variable x. The 

higher the goodness of fit, the higher the degree of independent variable's interpreta-

tion of the dependent variable. 
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                                                 （10） 

 

SSE is sum of squares for error, SST is sum of squares fortotal. 
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N is the total number of test samples,   iy  and
iy


 are the true and predicted val-

ues of   x it samples . Gain measured using accuracy can provide information about 

how much our method has improved [16], the formula is： 

4.5 Parameter Setting 

The improved one-dimensional convolutional neural network architecture includes 

some parameters: the number of convolutional layers L, and the number of samples m 

selected for one training and Particle swarm optimization parameters. As shown in 

table 1and table 2 are the set value of parameters. The parameter setting is greatly 

reduced, and it is easier to operate and use for users who lack professional knowledge. 

It can be seen from the set number of layers that for the regression model of the near 

infrared spectrum, the deeper the structure, the better the result. Since the network is 

not deep, there is no problem of the gradient disappearing. 

Table 1. Best parameter values of the Improved PSO‐1DCNN for each dataset 

Dataset L m 

moisture 1 4 

fat 2 2 



 

 

Table 2. Particle swarm optimization parameters 

Parameter Value 

inertia factor 0.5 

learning factor  0.5 

Number of iteration 10 

Number of particles 5 

 

Fig 6 is a sample-by-sample comparison between the estimated value and the actual 

output value of the test set of cocoa bean moisture content data set. 

 

 

Fig. 6. Sample-by-sample comparison between the predictive value and the actual output value 

for the test set of cocoa moisture content data set 

 

 
Fig. 7. Training error and verification error of water content 



Fig 8 is a sample-by-sample comparison between the estimated value and the actual 

output value of the test set of cocoa bean fat content data set. 

 

 
 

Fig.8.  Sample-by-sample comparison between the predictive value and the actual output value 

for the test set of cocoa fat content dataset 

 

 
Fig.9. Training error and verification error of fat content 

The figure above shows that the improved one-dimensional CNN can predict the 

moisture content and fat content of cocoa beans. 

The improved CNN uses several blocks to superimpose, and its effect is not as 

good as blocks with few layers. Indicating that in the near infrared spectroscopy pre-

diction regression model, the deeper the structure of the neural network does not 

mean the better the effect . 



 

5 Discussion 

In order to evaluate our method, we choose two regression methods, PLSR and tradi-

tional one-dimensional CNN. PLSR is the most commonly used linear stoichiometric 

model, and one-dimensional CNN is a common algorithm in machine learning. Table 

3 and Table 4 are the moisture content and fat content of cocoa beans, and their R2 

and RMSE are calculated by three methods. It can be seen that in predicting the mois-

ture and fat content of cocoa beans, the improved PSO-1DCNN has the highest R2 

and the lowest RMSE. 

Table  3.  Results for moisture content dataset 

Method R2 RMSE 

Improved PSO-1DCNN 0.876 0.223 

PSO-1DCNN 0.744 0.794 

PLSR 0.861 0.472 

 

Table  4. Results for fat content dataset 

Method R2 RMSE 

Improved PSO-1DCNN 0.832 0.801 

PSO-1DCNN 0.554 1.197 

PLSR 0.825 0.846 

 

6 Conclusion 

We proposed a new method for chemometric data analysis based on CNN, improved 

the traditional one-dimensional convolutional neural network architecture, and added 

dilated convolution and gate mechanisms. Experimental results in cocoa beans near 

infrared spectroscopy show that the improved one-dimensional convolutional neural 

network can predict the moisture content and fat content of cocoa beans. Compared 

with the traditional one-dimensional convolutional neural network, the gate mecha-

nism and expansion volume The integrated convolutional neural network has higher 

accuracy and better fault tolerance. Compared with traditional machine learning 

methods, simplifying the process of quantitative analysis of infrared spectroscopy is 

also more suitable for users who lack professional knowledge and is easy to promote. 
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