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Co-Design Secure Control Based on Image Attack
Detection and Data Compensation for Networked

Visual Control Systems
Dajun Du, Lang Wu, Changda Zhang, Zixiang Fei, Lisi Yang, Minrui Fei, and Huiyu Zhou

Abstract—The incomplete and untrue data caused by cyber
attacks (e.g., image information leakage and tampering) will
affect control performance and even lead to system instability.
To address this problem, a novel co-design secure control method
based on image attack detection and data compensation for
networked visual control systems (NVCSs) is proposed. Firstly,
the existing problems of NVCSs under image attacks are an-
alyzed, and a co-design secure control method including image
encryption, watermarking-based attack detection and online data
compensation is presented. Then, a detector based on double-
layer detection mechanism of timeout and digital watermarking
is designed for real-time, integrity and authenticity discrimination
of the image. Furthermore, according to the detection results, an
online compensation scheme based on cubic spline interpolation
and post-prediction update is proposed to reduce the effect of
cumulative errors and improve control performance. Finally,
the online compensation scheme is optimized by considering
the characters of networked inverted pendulum visual control
systems, and experimental results demonstrate the feasibility and
effectiveness of the proposed detection and control method.

Index Terms—Networked visual control systems, cyber attacks,
attack detection, online data compensation, secure control.

I. INTRODUCTION

Vision-based instrumentation and measurement systems [1],
[2] have been applied for acquiring and processing signals,
also known as non-contact, non-invasive, or non-destructive
inspection. The technologies of visual sensing and image
processing are widely used in variety of industrial automation
fields, e.g. [3]–[5], robot control, unmanned driving and un-
manned aircraft control. This leads to the rapid development of
networked visual control systems (NVCSs) [6]. While bringing
convenience, vision-based measurement faces large challenges
of image security (i.e., preservation of image information).
Since a large number of images need to be transmitted in
real time, data integrity and authenticity cannot be guaranteed
especially under an open network environment, facing the risk
of image leakage, tampering, and so forth. It in turn leads to
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the incomplete and untrue image data, and ultimately affects
the stability of NVCSs [7], [8].

Such incomplete and untrue data mainly derive from two
categories: 1) network inherent factors such as data packet
losses, network-induced delay and so on [9]–[12]; 2) cyber
attacks [13]–[17] such as denial-of-service (DoS) attacks, crop
attacks and noise attacks, etc., leading to information forgery
or even loss [18]–[21]. These factors pose huge challenges to
security control of NVCSs.

These problems have stimulated some research works by
considering incomplete and untrue data caused by cyber at-
tacks. For example, DoS attacks decline system performance
by blocking data transmission [22], and a compensation mech-
anism using the latest received data packets is designed to
alleviate the influence of DoS attacks [23]. Deception attacks
such as replay attacks and false data injection attacks (FDIAs)
destroy data authenticity [24], and a distributed observer
combined with attack detection algorithm is designed to resist
random or intermittent replay attacks [25]. To reduce the
oscillation caused by FDIAs, a terminal integral adaptive
sliding mode control algorithm using the estimation error as
adaptive factor is proposed [26]. Moreover, more different
methods on attack detection, state estimation and security
control under cyber attacks are summarized in [27], [28].
However, these researches have not considered cyber attacks
against the images.

In NVCSs, the mechanism of image attacks is more complex
than non-image attacks, because image attacks will damage the
quality of the transmitted images, and lead to being unable to
extract complete and true state information. To explore secure
control methods of NVCSs under image attacks, the existing
researches are basically aimed at image information leakage
and tampering. To protect the security of the images, chaos
theory is employed to design some image encryption tech-
niques based on image pixels [29], [30]. Furthermore, by using
cyclic generation of confrontation network, the encryption and
decryption of images are achieved based on deep learning
[31]. To detect image attacks, the fragile image watermarking
methods [32]–[34] are proposed to find image tampering and
its locations. Some approaches based on image attacks detec-
tion are studied. For example, an image restoration method is
presented by integrating non-local self-similarity and global
structure sparsity [35]. A diagonal mapping algorithm is
proposed to guarantee the image tampered content recovery
[36], and a flexible deep framework is proposed based on
discriminant convolutional neural network for various image

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT 2

restoration tasks [37].
However, these existing methods are difficult to simulta-

neously satisfy real-time and image security requirements in
NVCSs. There are the following challenging problems and
difficulties:
(1) The existing image security algorithms have usually high

complexity and relatively low efficiency, leading to their
inapplicability to high real-time environments. How to de-
sign high efficiency image security algorithm for NVCSs
is the first challenge.

(2) Image security approach can only achieve the corre-
sponding information confidentiality functions, but how
to design image security detection is the second difficulty.

(3) Most existing studies have been performed based on
known assumption of data loss or tampering character-
istic, but the assumption that the attacks obey a specific
probability distribution is not always consistent with
actual diverse and random image attacks. How to further
guarantee stability of NVCSs based on attack detection
is the third challenge.

Therefore, considering real-time and accuracy requirements
of NVCSs under image attacks, a novel co-design secure
control method is proposed. The main contributions of this
paper are summarized as follows:
(1) The existing problems of traditional NVCSs under image

attacks are analyzed, and the overall framework of co-
design secure control method including image encryp-
tion, watermarking-based attack detection and online data
compensation is elaborated.

(2) A detector based on double-layer detection mechanism
of timeout strategy and digital watermarking is designed
for real-time and integrity discrimination of the images,
which can judge wether the image is valid and provide
the detection result by a trigger signal.

(3) Considering detection result and cumulative errors, a
cubic spline interpolation online compensation scheme
based on post-prediction update is proposed to improve
control performance of NVCSs.

The remainder of this paper is organized as follows. In
Section II, we have analysed vision-based measurement of
NVCSs and the necessity of new secure control method. In
Section III, co-design secure control method for NVCSs is
proposed, including double-layer detection and online com-
pensation method. Section IV optimizes the online compensa-
tion scheme, and discusses different experimental results for
the NVCSs. The conclusions and future researches are given
in Section V.

II. PROBLEM FORMULATION

A. Vision-based Measurement of NVCSs

Vision-based measurement of NVCSs are shown in Fig. 1,
which includes the controlled plant, industrial camera (i.e.,
visual sensor), remote control terminal (with image informa-
tion extraction unit and controller) and the actuator. Firstly,
the real-time images of the controlled plant are captured
by industrial cameras, which are then transmitted to remote
control terminal via network. Then, states xk of the controlled

Packet loss Image tampering DoS attacks
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Fig. 1. Vision-based measurement of NVCSs.

plant are extracted from the received images in the image
information extraction unit. Furthermore, according to xk, the
control signals uc

k will be calculated in the controller and
transmitted to the actuator via network. Finally, the actuator
derives the controlled plant to keep stability.

To well construct the above NVCSs, three basics of vision-
based measurement [2] is discussed by taking the networked
inverted pendulum visual control system [38] as example:

1) Visual sensors: There are three main aspects on visu-
al sensors: i) The visual sensor can be a visible-light
camera, an infrared camera, a laser scanner, an x-ray
scanner, or any other sensor, e.g., a visible-light charge-
coupled device (CCD) Aca640-120gm monochrome in-
dustrial camera with the adjusted frame rate is used
in our experiments. ii) The lighting conditions and the
parallelism of the planes of the camera and the controlled
plant directly affect the quality of the captured image. To
solve these two problems, the five light emitting diode
(LED) stroboscopic fluorescent lamps with adjustable
illumination levels as the light sources and a level meter
are used in our experiments. iii) After having installed the
industrial camera, an appropriate sampling mechanism
should be set, e.g., a time-triggered sampling mechanism
is designed to improve the efficiency of image processing
and the real-time performance of the system.

2) Image pre-processing: The image acquired by the visual
sensor could have deficiencies such as noise and data
redundancy [2]. For instance, to reduce data redundancy,
the regions containing the cart and the pendulum motion
areas are found from the original image, and then the
standard Canny edge detection algorithm is used to detect
the edge information of the cart and the pendulum.

3) Image analysis: The purpose of this stage is to analyze
the image and extract the necessary information in re-
mote control terminal. For instance, the cart position is
obtained by applying the translation between the pixel
coordinate system and the world coordinate system since
the camera and the moving plane are fixed, and the
pendulum angle is measured in the pixel coordinate
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system by using the edge detection technique based on
the Hough Transformation.

For now, with the well-established vision-based measure-
ment, to achieve the integrity and authenticity of the state
information, secure transmission of images has become the
primary issue of NVCSs.

B. Problem Analysis of Image Attacks Detection

The states xk depends importantly on the images, when the
images suffers from cyber attacks, the integrity and authen-
ticity of the image are destroyed, leading to incomplete and
untrue state and control information. The specific reasons are
listed as follows:

1) It is difficult to accurately detect the types and areas of
attacks in real time from the transmitted images. Image
attacks usually include copy-move, slicing, noise attack-
s, geometric attacks, etc., which need to be identified
through image target detection or forensics. However,
for control systems with high real-time requirements, the
large amount of image data will bring a great image
processing delay.

2) It is tough to describe attacks quantitatively from the
extracted information. Due to the characteristic of image
attacks, the impact of image tampering on the extracted
information is indirect, which different from direct attacks
on traditional sensing acquisition data. The extracted
information from image may involve only part of the area,
and the impact of the attack on the extracted information
cannot be estimated.

3) NVCSs take data availability as the highest priority.
Assuming that image attacks conform to a specific e-
mergence pattern does not satisfy the real random attack
situation. Unilateral consideration from attack detection
or data compensation cannot guarantee the stability of the
system under cyber attacks.

Remark 1: Although accurate detection of image attacks can
identify attacks, the system cannot afford the delay cost. Even
if the type and area of the attack are detected, the impact of
the attack on the extracted information is difficult to quantify.
Assuming that the attacked image is directly discarded, there
will be greater pressure on the system information compensa-
tion, which is only suitable for a good network environment.
Therefore, it is necessary to weigh the attack recognition
accuracy and recognition speed. Moreover, to guarantee secure
control of NVCSs, attack detection and data compensation
need to be co-designed urgently.

III. CO-DESIGN SECURE CONTROL METHOD FOR NVCSS

The above has presented the framework of traditional NVC-
Ss and analysed the corresponding drawbacks. To cope with
the drawbacks, a new co-design secure control method for
NVCSs is fully designed.

A. Framework of Co-Design Secure Control

To achieve secure control of NVCSs under image attacks,
an co-design security control method is proposed, and the
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Fig. 2. Framework of co-design secure control method for NVCSs.

corresponding framework is shown in Fig. 2. Unlike traditional
NVCSs shown in Fig. 1, extra four units are added, i.e., image
pre-processing, attack detector, data compensation and buffer
units. These four units are analysed as follows:

1) Image pre-processing: The controlled plant is sampled
periodically by industrial camera, and these captured real-
time images are preprocessed by watermarking encryp-
tion. They are then transmitted to remote control terminal
via network.

2) Attack detector: Since the image may be lost or corrupted
from attacks, a image detector is deployed in remote con-
trol terminal. When the image arrives at attack detector
beyond the maximum allowable time, it will be discarded,
going directly to data compensation unit. Otherwise, the
image tampering detection is performed, and the whole
process will be analysed by the following Section III. B
(Double-level attack detector).

3) Data compensation: When the image is judged as “in-
valid” by attack detector, the lost state information will
be online compensated by the following Section III. C
(Online compensation based on cubic spline interpola-
tion).

4) Buffer: The states xk of the controlled plant are extracted
and stored in the buffer to support controller design and
data compensation.

For convenience, a flag γk is used to indicate whether
data transmission is normal. γk = 1 represents the normal
transmission of data, which means that true state information
can be extracted from the received image. γk = 0 represents
the invalidity of the data, which means that the predicted value
should be used to compensate. Then the controller input signal
can be expressed as

zk = γkxk + (1− γk)x̂k, (1)

where xk represents true state, x̂k represents the predicted
value of xk, and zk represents the controller input.

Remark 2: In comparison with the traditional NVCSs,
the induced four new units can achieve image encryption,
watermarking-based attack detection and co-design of online
data compensation with buffer.
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Fig. 3. Image security detection method based on image encryption and
fragile watermarking.

B. Double-level Attack Detector for the Image

Let us begin achieving co-design secure control from attack
detector. To make real-time judgement for image integrity and
authenticity, a double-level attack detector is shown in Section
I. A of the supplementary materials, which will be detailed
presented in the following.

1) First-Level Detection, i.e., Time-Based Detection: For
real-time availability of the images, time-based policy is
treated as first level detection. According to the time from
the timer, if the image reaches attack detector timeout, it
will be judged as “invalid” and then directly enter the data
compensation unit, otherwise it is “valid” image. Moreover,
the timer will be reset after each image arrival or time-out.

2) Second-Level Detection, i.e., Image Security Detection:
To guarantee the security of images and detect image attacks,
some advanced image encryption and watermarking algorithm-
s have been proposed. However, these approaches mainly solve
the security problems of still images, which usually have high
computational complexity.

Remark 3: To verify whether existing advanced encryption
or watermarking approaches meet the real-time requirement of
NVCSs, they have operated on networked inverted pendulum
visual control system (NIPVCS) experimental platform [38].
As analyzed in Section I. B of the supplementary materials, it
is revealed that they directly destroy the system stability due
to high time.

To satisfy the real-time and detection requirements, a new
image security detection method as shown in Fig. 3 is designed
as the second level detection. Unlike the watermarking-based
security detection method directly based on state information
[39], it combines image encryption with random fragile wa-
termarking to reduce both the sacrifice of image information
and computational complexity of the algorithm.

At image pre-processing unit of the local pre-processing
terminal, two pseudo-random sequences are generated firstly
by iterating the logistic mapping:

λen
n+1 = µenλen

n (1− λen
n ), λwm

n+1 = µwmλwm
n (1− λwm

n ), (2)

where λen
n , λwm

n ∈ (0, 1), µen, µwm ∈ (0, 4) and n ∈ Z. The
relevant parameters of the logistic mapping are set as Key 1
(i.e., λen

0 , µen) and Key 2 (i.e., λwm
0 , µwm).

Then, the original image Io is encrypted by Key 1, where
the pixel of image at the ith row and jth column is denoted
by Pi,j . The specific encryption steps are as follows:

i) Keys updating: Getting the image time-stamp Tn, offset
the Keys 1 and 2 by considering Tn as a disturbance:

Tn ← mod(Tn, 1000)/1000

λen
0 ← |λen

0 − Tn| , λwm
0 ← |λwm

0 − Tn|
µen ← 3.9 + |µen − 3.9− Tn|
µwm ← 3.9 + |µwm − 3.9− Tn|

(3)

where “←” represents the assignment operation.
ii) Recorders initialization: Get the row number N and col-

umn number M of the image to ensure that each row and
column is encrypted only once. The un-encrypted number
of rows and columns are set as Nrow = N,Ncol = M ,
the row and column recorder of the image are set as
R[i] = i, i = 0, . . . , N−1 and C[j] = j, j = 0, . . . ,M−1
respectively.

iii) Rows and columns selection: Firstly, set ϵenrow[l] and
ϵencol[l], l = 0, 1, 2, 3 to record the iteration values for
Logistic map of row and column selection. Then, iterate
(2a) once to get ϵenrow[l] by Key 1, and the row number
Prow[l] or Srow[l] in row recorder is selected by (4a)
and (4b). Moreover, overwriting the selected sequence
number with the last unselected sequence number stored
in the recorder and update Nrow by (4c) and (4d). After
that, the un-encrypted row numbers are stored in the first
Nrow positions of the recorder. Finally, repeat these steps
four times to select four rows.

Prow[l]← ⌊ϵenrow[l]Nrow⌋,Srow[l]←R[Prow[l]],

R[Prow[l]]← R[Nrow],Nrow ← Nrow − 1.
(4)

So does columns selection, i.e.,

Pcol[l]← ⌊ϵencol[l]Ncol⌋,Scol[l]← C[Pcol[l]],

C[Pcol[l]]← C[Ncol],Ncol ← Ncol − 1.
(5)

where “⌊∗⌋” represents a rounding down operation.
iv) Encryption parameters generation: Generate the encryp-

tion parameters βrow[l] and βcol[l] as follows for l =
0, 1, 2, 3:

βrow[l] = mod(⌊ϵencol[3− l]× 10000⌋, 256),
βcol[l] = mod(⌊ϵenrow[3− l]× 10000⌋, 256).

(6)

v) Pixels encryption and rank swapping: Using the encryp-
tion parameters generated by (6) to encrypt the pixel
values of the selected rows and columns, i.e.,

PSrow[l],j ← PSrow[l],j ⊕ (βrow[l] >> (mod(j, 4) << 1)),

Pi,Scol[l] ← Pi,Scol[l] ⊕ (βcol[l] >> (mod(i, 4) << 1)).
(7)

where “>>” and “<<” represent rotate right and left
operation, and ⊕ represents XOR operation. Then, the
rows and columns are swapped in pairs respectively.

PSrow[l],j ↔ PSrow[l+1],j , Pi,Scol[l] ↔ Pi,Scol[l+1],

if l is even (8)

where “↔” represents the replacement operator.
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Fig. 4. Watermarking Embedding.

vi) Repeating (iii)-(v) until Nrow = 0 or Ncol = 0.
During the image encryption process, the cross iteration of

rows and columns is used, while the intersection of rows and
columns (i.e., PSrow[lr],Scol[lc], lr = 0, 1, 2, 3, lc = 0, 1, 2, 3)
is selected as the watermarking embedding location, as shown
in Fig. 4. Here, the specific watermarking embedding method
is as follows:

i) Watermarking parameters generation: Iterating (2b) once
to get ζwm[s], s = 0, 1, 2, ..., 15 by Key 2 in (3), and
set g[s] = mod(⌊ζwm[s] × 1000⌋, 24). Then, the wa-
termarking parameters is split to get the watermarking
information wmL[s] = g[s]&3 and pixel shift distance
wmH [s] = (g[s]&12) >> 1.

ii) Watermarkings embedding: Embed watermarking infor-
mation in the lower two bits of the pixel, i.e.,

PSrow[lr],Scol[lc] ← PSrow[lr],Scol[lc]&252⊕ wmL[s],

PSrow[lr],Scol[lc] ← PSrow[lr],Scol[lc] >> wmH [s].
(9)

iii) Repeating (i)-(ii) until all intersections are embedded with
watermarking.

At the second level detection, after the encrypted image is
received, the embedded watermarking is extracted from the
same position according to Keys 1 and 2 before decryption.
In comparison with the extracted watermarking and original
watermarking, it will be detected whether the encrypted image
has suffered tampering based on its intensity. If the intensity
of the detected tampering exceeds attack detection threshold,
the image is judged as “invalid” and discarded. Otherwise, the
image can be decrypted by Key 1, which is an inverse process
of image encryption.

The pseudo code of the image pre-processing (encryption
and watermarking embedding) is Algorithm 1.

The result from double level attack detector will be rep-
resented by a trigger signal γk. If the image is judged as
“invalid” (i.e., γk = 0), then the image is discarded and next
process will directly enter data compensation unit. Otherwise,
γk = 1, the “valid” image will be decrypted by Key 1 and the
corresponding available state information xk are extracted at
information extraction unit.

For NVCSs, the complete and true image is the cornerstones
of system stability. Moreover, the large-granularity-based row-
column cross selection method greatly improves the detec-
tion efficiency of algorithm. In comparison with authenticity
detection of state information extracted from the image, the
proposed double-level attack detection has a higher real-time

Algorithm 1 Image Security Detection Method
Input: The image captured by industrial camera: Io, The

pixels of the image: Pi,j , The image time-stamp: Tn; The
image encryption key (Key 1): λen

0 and µen, The fragile
watermarking key (Key 2): λwm

0 and µwm;
Output: The encrypted image Iw,

1: Keys updating (3),
2: Recorders initialization,
3: repeat
4: Rows and columns selection (4) and (5),
5: Encryption parameters generation (6),
6: Pixels encryption (7) and rank swapping (8),
7: repeat
8: Watermarking parameters generation,
9: Watermarkings embedding (9),

10: until All intersections are embedded with watermark-
ings.

11: until Nrow = 0 or Ncol = 0.

capability. The former needs to extract information from the
image before detection, while the latter detects firstly the
validity of the image, only “valid” image is processed to
extract state information. Therefore, under the latter case, state
information extraction maybe skipped if the detector judges
the image as “invalid”, which avoid the meaningless time-
consuming of image processing.

Remark 4: In comparison with the retransmission mech-
anism [40], the proposed double-level detection mechanism
(combing timeout strategy, image encryption and watermark-
ing) enhances the attack resistance of images and can detect
tampering locations on images, which improves the efficiency.
For instance, if 1% of 1000 frames of images (i.e., 10 frames)
have timed out, and 2% (i.e., 20 frames) are judged as ‘invalid”
under image attacks, then more 30-times retransmission will
be produced based on the retransmission mechanism under
single-layer detection, which cannot guarantee system stability
because the retransmitted image may not reach the remote
control terminal in time. However, the proposed double-
level detection mechanism does not need the retransmission,
while directly compensates the “invalid” image. Therefore,
the proposed double-level detection mechanism can improve
efficiency, because the computational time of compensation is
far less than retransmission time.

C. Analysis of Real Time and Computational Burden

The process control systems do have less strict requirements
on the control period, which is usually on the seconds or
minutes level [41], [42]. However, the motion control systems
with fast-changing characteristics, and its control period is
generally on the millisecond level [43]–[45]. As an ideal class
of the motion control platform, NIPVCS can only maintain
stability if meeting high real-time requirements.

High real-time performance can be achieved with low
computational burden of the algorithm. The computational
complexity of our proposed algorithm based on the logistic
map iteration is O((M + N) + (MN)/2), which is much
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smaller than O(2MN), O(3MN) or O(24MN) of some
advanced pixel-based algorithms. That is, our algorithm re-
duces time-consuming from generating encryption as well
as watermarking parameters and converting floating point
numbers with the same size of images. It is worth noting that
the time-consuming of the decryption is about half of the entire
algorithm. If images can be pre-judged as invalid after being
attacked, this will avoid nearly half of the unnecessary image
decryption time. Experimental results of the proposed method
are analysed in Section I. B of the supplementary materials,
which meets the real-time requirement of NVCSs.

D. Online Compensation Based on Cubic Spline Interpolation

If the images are judged as “invalid” and discarded by
the above double-level attack detector, data compensation
must be designed to guarantee the stability of NVCSs. Due
to good characteristics such as continuity of derivatives and
interpolation and low computational burden, etc., cubic spline
interpolation algorithm [46] is adopted, as shown in Section I.
C of the supplementary materials. Then, online compensation
is described as follow.

1) Cubic Spline Interpolation Algorithm: To compensate
state information caused from “invalid” images, the predicted
values in the kth sampling period can be calculated by spline
interpolation. Firstly, an interval [t1, tn] is divided into n− 1
intervals, i.e., t1 < t2, · · · , tn−1 < tn. Then, the function
S(t) is a cubic polynomial on each interval [ti, ti+1]. Given
yi = f(ti), i = 1, · · · , n on the node ti and S(ti) = ti, S(t)
is called as spline function on the nodes t1, · · · , tn.

To solve function coefficients of spline interpolation, the
following conditions need be satisfied:

i) In each interval [ti, ti+1], Si(t) is a cubic polynomial and
Si(t) = ai + bi(t− ti) + ci(t− ti)

2 + di(t− ti)
3, where

ai, bi, ci, di, i = 1, · · · , n − 1. Thus, there are 4(n − 1)
unknown coefficients.

ii) Zero error at the node is satisfied, i.e., Si(ti) = yi.
iii) The curve S(t) is smooth. The first and second-order

derivative S′(t) and S′′(t) are all continuous in [t1, tn],
i.e., S′

i(ti+1) = S′
i+1(ti+1), S′′

i (ti+1) = S′′
i+1(ti+1).

Letting hi = ti+1 − ti, mi = 2ci, the above (i)-
(iii) leads to himi + 2(hi + hi+1)mi+1 + hi+1mi+2 =

6
[
yi+2−yi+1

hi+1
− yi+1−yi

hi

]
. Hence, the parameters in Si(t) are

ai = yi, bi =
yi+1−yi

hi
− hi

2 mi − hi

6 (mi+1 −mi), ci = 1
2mi,

di =
mi+1−mi

6hi
.

A non-node boundary (Not-A-Knot) is used to add extra
restrictions on the differentiation between the endpoints x1

and xn, i.e., S′′′
1 (t2) = S′′′

2 (t2), S′′′
n−2(tn−1) = S′′′

n−1(tn−1).
Then, the above restrictive conditions becomes h2(m2−m1) =
h2(m3 −m2), hn−1(mn−1 −mn−2) = hn−2(mn −mn−1).
Therefore, the corresponding piecewise trinomial polynomial
function curve coefficients ai, bi, ci, di can be obtained by the
solution of mi.

Remark 5: The accuracy of the predicted data generated by
interpolation gradually decreases as the number of “invalid”
images increases. From the interpolation strategy, when the
historical compensation data becomes historical data, they will

have an impact on future data compensation. Therefore, only
data prediction cannot fulfill stable operation requirement for
high real-time control systems. It is necessary to improve the
existing algorithm.

2) Design of Online Compensation scheme: It is found
by the experiments that when only predictions are made in
the above cubic spline interpolation algorithm, there exist the
following drawbacks:

i) If the current control signal uk is correlated with the
current state xk and buffer {zk−1} including the previous
states, the historical prediction error will decline control
performance when xk is not lost and xk−1 is lost.

ii) Under poor network environments, the historical data
x̂k−1 will be used to predict the current lost data, but
the prediction error will adversely affect the current
prediction.

Due to the existence of prediction errors described above,
the cumulative errors will lead to an excessive accumulation
of errors after a period of operation, which affects the stability
of NVCSs. To solve the above problems, we propose an online
compensation strategy based on cubic spline interpolation,
which is mainly divided into data prediction phase and re-
updating phase of historical prediction data. The data from
the prediction phase will be transmitted to the controller to
calculate control signals, while re-updating phase of historical
prediction data reduces the accumulated errors to provide more
accurate historical data for next prediction by improving the
accuracy of historical prediction data.

To achieve online compensation strategy, a buffer is firstly
deployed to record historical data {zk−1} for supporting data
compensation of invalid images. When invalid images are
discarded, the lost data are replaced by x̂k, which is predicted
in data compensation unit by {zk−1} from the buffer. Then,
the received first valid states xk after discarding data will be
used to update historical compensation data and be transferred
to the buffer.

Specifically, three cases (i.e., the current data is invalid, the
current data is valid and previous data was invalid, and both
the current data and previous data are valid) are processed:

i) When the current data xk is judged as invalid, taking the
previous data {zk−1} as known data, the current data is
predicted by cubic spline external interpolation algorithm,
and {zk} will be updated by the predicted value x̂k. It is
treated as the prediction phase.

ii) When xk is valid but xk−1 is judged as invalid,
the latest historical predicted data x̂k−1, · · · , x̂k−τ will
be re-updated to x̂′

k−1, · · · , x̂′
k−τ by xk. Then, the

buffers Λ , {zk−τ , · · · , zk−1, zk} will be updated by
x̂′
k−τ , · · · , x̂′

k−1 and xk. It is treated as the update phase.
iii) When both xk and xk−1 are valid, the buffer {zk} is

updated directly.
Considering continuous character of attacks, τk is used to

record the continuous invalidation at the kth instant, repre-
senting the number of equivalent continuous packet losses. If
γk = 1, set τk = 0; if γk = 0, set τk = τk−1 + 1.

Therefore, the pseudo-code of online compensation strategy
is summarized in Algorithm 2.
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Algorithm 2 Online Compensation Strategy Based on Cubic
Spline Interpolation
Input: γk, τk−1, xk,
Output: zk, τk,

1: Initial τ0 ← 0 and k ← 1,
2: for each k ∈ [1,∞) do
3: if γk = 0 then
4: τk ← τk−1 + 1,
5: Using cubic spline interpolation prediction to ob-

tain x̂k,
6: zk ← x̂k,
7: else
8: if τk−1 ̸= 0 then
9: Using cubic spline interpolation to update

x̂′
k−1, . . . , x̂

′
k−τ ,

10: Update historical values in the buffer
zk−1, . . . , zk−τ ,

11: end if
12: τk ← 0,
13: zk ← xk,
14: end if
15: k ← k + 1,
16: end for

Valid Data Historical Predicted Data Current Predicted Data

Fig. 5. An illustration of prediction phase.

As mentioned above, the compensation of invalid data is
divided into two main phases: prediction and update.

The prediction phase uses a multi-step prediction ap-
proach. When invalid data occurs, the invalid data xk is
predicted by interpolation based on the known historical data
xk−1, . . . , xk−i (i is the number of known historical data
selected in the prediction phase). Each prediction is based
on previous i steps, regardless of the presence of historical
predicted data in previous i steps. Taking the prediction phase
shown in Fig. 5 as an example. The coefficients of the seg-
mented cubic polynomial are obtained by interpolating cubic
splines with the known sampled values (which may contain
historical prediction data, such as t4) at t1, . . . , t4. Then, the
last segment function S3(t) is used as the motion trajectory
of the controlled plant, and the corresponding function value
obtained at the corresponding instant is the predicted value of
the invalid sampling value at instant t5.

Data before update

Data after 1 update

Data after 2 updates

Data after     updates

Valid Data Historical Predicted Data Updated data

......

...

...

...

...

...

...       u

...

Buffer

Fig. 6. An illustration of τ update of Multi-step update phase.

Remark 6: The predicted values x̂k will be used in the
calculation of control signal uc

k, which has an effect on the
motion of the controlled plant, so historical prediction data is
also considered as known historical data for next invalid data
in case of successive invalidation. It is worth noting that as the
time interval between the prediction data and real valid data
increases, the accuracy of the prediction gradually decreases
in short-period sampling system.

To improve the accuracy of historical prediction data when
next continuous invalid data occurs, an update phase after
prediction is proposed to form pre-predict and post-update
strategy. When the first valid data xk appears after continuous
data invalidation at τk−1 instants, a multi-step update is used
to interpolate historical prediction data xk−1, . . . , xk−τ one
by one based on the current real data xk and historical data
xk−1, . . . , xk−j (j > τk−1, and j is the number of known data
selected in the update phase) to ensure that the used historical
data is closer to the real data when data invalidation occur
again.

Remark 7: Multi-step update is defined as a process of τ
update based on historical forecast data, and the corresponding
updation process is shown in Fig. 6. According to the number
of τ of historical prediction data, τ rounds of updations are
performed, in the order of time interval between historical
prediction data and the latest real data from near to far. Only
one historical prediction data is updated in each round, and
the buffer will be updated at the end.

Taking the update phase shown in Fig. 7 as an example, the
data at t4 and t5 are historical prediction data, which means
that the amount of historical prediction data is 2 and two
rounds of updates are required. In the first round, the data
at t5 will be predicted again. In the second round, the data at
t4 will be predicted again. The segmentation function between
two moments before and after the update moment is used as
the motion curve. The first round of updation takes data at
t1, t2, t3, t4, t6 as known sampled data to obtain the coeffi-
cients of the segmented cubic polynomial. The segmentation
function between t4 and t6 is used to take the updated data
at the corresponding instant t5. In the second round, the data
at t1, t2, t3, t5, t6 are taken as known sampled data, where the
data at t5 is the updated data. The corresponding segmentation
function between t3 and t5 is used to take the updated data at
t4.
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Valid Data Historical Predicted Data Current Update Data

Fig. 7. An illustration of one update of Multi-step update phase.

This phase is based on the current valid data for reducing
the impact of prediction errors. On the other hand next round
of data prediction is operated to reduce the accumulation of
prediction errors.

Remark 8: It is worth noting that the update phase re-
quires multiple rounds of updations, which consumes a certain
amount of computation time to update at the current instant.
Therefore, it is considered to copy firstly the current buffered
data, and then judge the necessity of updating based on
whether this information is adopted or not, when next round
of consecutive predictions appears. If the historical prediction
data is adopted by next round of prediction, the time margin
generated from skipping the image decryption and information
extraction units at prediction phase is used to update, which
will reduce unnecessary data updations.

IV. EXPERIMENTAL ANALYSIS

A. Establishment of the Experimental Platform

With nonlinear and unstable characteristics, inverted pen-
dulum control system is an ideal platform for experiment
verification. Therefore, networked inverted pendulum visual
control system (NIPVCS) is employed to verify the feasibility
and effectiveness of the proposed secure control method, as
shown in Fig. 8. NIPVCS is mainly composed of actuator,
inverted pendulum, visual sensor (industrial camera), image
pre-processing unit, double-layer detector, data compensation
unit, image information extraction unit and controller. Visual
sensor has the highest frame-rate up to 120fps and the highest
resolution up to 659 × 492, which can satisfy the measurement
resolution and real-time requirements of inverted pendulum
control system.

Considering NIPVCS under time-triggered mechanism, the
effective sampling period Ts needs to be selected to satisfy
Ts > T (T represents the upper bound of system delay). In
fact, system delay fluctuates due to the influence of compution
processing ability, network environment and other factors, so
there exist upper bound T and lower bound T . Therefore, to
select a suitable Ts, the fluctuation range of the delay needs
to be analyzed of 2000 image samples is shown in Section I.
D of the supplementary materials. T and T are obtained as:

T = 26ms, T = 34ms. (10)

Therefore, Ts = 35ms > T is taken as the sampling period.

Fig. 8. Experimental platform of the networked inverted pendulum visual
control system (NIPVCS).

NIPVCS with fast time variation has large sawtooth fluc-
tuations in pendulum angle curve due to short control period,
which is not conducive to long-term data prediction compen-
sation. Therefore, its state is considered to be segmented to
obtain the smoother state curve. From the pendulum angle
curves at the 2kth and (2k+1)th shown in Section I. E of the
supplementary materials, it appears the gentler motion trend
between the interval sampling points of the state compared
to the original one, which makes it more suitable for data
compensation. Therefore, the state are divided into two time
series (2kth and (2k + 1)th) for compensation respectively.

However, the above division reduces the correlation of the
prediction information. Therefore, to ensure the prediction
accuracy, considering the correlation between xk and xk−1,
the prediction results are corrected by the state information of
the previous instant in the prediction phase.

x̂k|k−1 = eprex̂k + (1− epre)zk−1 (11)

where epre is the correction scale factor and epre ∈ (0, 1),
x̂k is the predicted value of the invalid state xk, zk−1 is the
state of previous instant cached in the buffer, and x̂k|k−1 is
the correction value of x̂k which will be recorded as zk.

In the update phase, assuming that the current new valid
state belongs to the 2kth series, then only the historical
predicted state of the 2kth series will be updated in the
update phase, while the (2k+1)th series can be updated until
next valid state appears. However, the calculation of control
signal is highly correlated with the state of previous instant,
so the state updation starts from a pre-update of the nearest
neighboring historical prediction data. It follows that

x̂′
k−1|k = eupzk−1 + (1− eup)xk (12)

where eup is pre-update scale factor and eup ∈ (0, 1), xk is
new valid state, and x̂′

k−1|k is pre-update value of zk−1. The
correction scale factor epre = 0.8 and the pre-updated scale
factor eup = 0.7 are selected by several experiments.
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B. Security Detection and Real-time Control Experiments
1) Analysis Method of Watermarking Detection: The water-

marking embedded pixels of the proposed algorithm is random
and scattered for the located. A block localization method is
employed to support the detection, where 640×480 image will
be divided into 10× 10 blocks for initial tampering detection.
If a watermarking embedded pixel is detected to be tampered,
the corresponding block will be marked as be tampered. After
extraction and comparison of all watermarkings, a 64 × 48
marked image is obtained. Morphological operation are then
performed on this marked image to exclude small black holes,
as shown in Section I. F of the supplementary materials, which
can achieve high attack recognition accuracy.

2) Real-time Performance: The real-time performance of
system with detector and system without detector are shown in
Section I. G of the supplementary materials. It can be seen that
the curve fluctuation of pendulum angle has slightly increased,
but the system can still maintain stability after adding detector,
which demonstrates that the proposed detector can satisfy real-
time requirement.

3) Threshold Selection of Attack Detection: To analyze
the effect of attack intensity on system performance, the
experiments are operated by considering typical attacks in-
cluding cropping attacks (rectangular cropping and irregular
cropping), splicing attacks, copy-move attacks, replay attacks
and noise attacks (Gaussian noise and salt-and-pepper noise)
as shown in Fig. 9. Among them, from left to right are
the encrypted images under attacks, initial marked images
(initial tampering detection using block localization method),
final marked images (after morphological operation of initial
marked images ) and decrypted images respectively; white part
of the images is the tampered area detected; the range shown
by blue dashed line in the image under copy-move attack is
the copied area, and the range shown by white dashed line is
the moved area.

As can be seen in Fig. 9, regardless of regular shape of
the clipping attack, the cropping region can be detected and
effectively localized. The splicing attack, copy-move attack
and replay attack present the same results of tampering region
as the cropping attack. Gaussian noise and salt-and-pepper
noise are global tampering attacks, where initial marked im-
ages show global random distribution. It can be seen from
the final marked images in Figs. 9(f) and 9(g) that further
detection for the attack can more clearly reflect their global
characteristics. Moreover, the decrypted image indicates that
the information in the tampered area will not be completely
lost under a certain intensity of attack, which is because the
impact of the attack is dispersed to other regions of the image
by encryption.

To guarantee the stability of NIPVCS, a suitable detection
thresholds need to be set to achieve quantitative identification
of images. Therefore, the tampering rates of typical attacks
detected at different intensities are analyzed by appropriate
threshold. The proposed block localization method is used to
detect different types of attacks with different attack intensi-
ties, and the stability of system is observed without warning,
as shown in Tables I and II. Here, attack intensity refers to
the ratio of the number of pixels suffering from tampering to

(a) Rectangular cropping attack

(b) Irregular cropping attack

(c) Splicing attack

(d) Copy-move attack

(e) Replay attack

(f) Gaussian noise attack

(g) Salt-and-pepper noise attack

Fig. 9. Detecting and decrypting images under attack.

the whole image; “Tampering rate 1” represents the tamper
rate obtained from the initial detection; “Tampering rate 2”
represents the tamper rate obtained from the final detection;
“
√

” represents the ability of the system to maintain stable
operation under a continuous attack of the corresponding
intensity, otherwise “×”.

From Table I, it can be concluded that for local tampering
(cropping, splicing and copy-move attacks), the tampering rate
2 can effectively represents the true tampering ratio and the
ratio of tampering rate 1 to 2 is close to 1:2. Moreover, when
the tampered area is greater than 17%, the inverted pendulum
cannot maintain stability. For replay attack, the whole image is
tampered and no valid information can be obtained to maintain
system stability, but the ratio of tampering rate 1 to 2 is also
close to 1:2. Therefore, these types of area-based tampering
can be considered as having a ratio of “Tampering rate 1” to
“Tampering rate 2” close to 1:2, and 17% can be selected
as the threshold of “Tampering rate 2”. The threshold of
“Tampering rate 2” is 17%, which means that the area-type
attacks with “Tampering rate 2” less than 17% can be resisted
by the controller and the impact on image information can be
ignored.

From Table II, it can be concluded that for global tam-
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TABLE I
ATTACK DETECTION RESULTS UNDER DIFFERENT REGIONAL ATTACK

TYPES

Attack type
Attack Tampering Tampering System

intensity rate 1 rate 2 stability
4% 1.92% 4.13%

√

Rectangular 8% 3.79% 7.77%
√

cropping attack 16% 7.81% 15.59%
√

25% 11.59% 24.66% ×
4% 1.91% 4.12%

√

Irregular 8% 3.86% 7.83%
√

cropping attack 16% 7.92% 16.27%
√

25% 12.35% 25.18% ×
4% 1.86% 3.87%

√

Splicing 8% 3.91% 7.79%
√

attack 16% 7.71% 15.79%
√

25% 11.97% 24.85% ×
4% 1.92% 4.09%

√

Copy-move 8% 3.81% 7.89%
√

attack 16% 7.93% 15.87%
√

25% 11.46% 24.80% ×
Replay attack 1 45.67% 100.00% ×

TABLE II
ATTACK DETECTION RESULTS UNDER DIFFERENT NOISE ATTACK TYPES

Attack type
Attack Tampering Tampering System

intensity rate 1 rate 2 stability
µ = 0, σ = 1 8.04% 38.38%

√

Gaussian noise µ = 0, σ = 2 15.71% 94.37%
√

attack µ = 0, σ = 4 24.10% 97.73%
√

µ = 0, σ = 6 28.48% 98.70% ×
4% 1.99% 4.46%

√

10% 7.58% 33.20%
√

Salt-and-pepper 20% 14.48% 62.66%
√

noise attack 30% 17.76% 86.32%
√

40% 27.67% 92.97% ×
80% 45.57% 98.83% ×

pering (Gaussian noise and Salt-and-pepper noise), the ratio
of “Tampering rate 2” to “Tampering rate 1” increases and
then decreases as the noise intensity increases, and the ratio of
two tamper rates is three times or more at moderate intensity.
Unlike the regional tampering, inverted pendulum still remains
stable when “Tampering rate 2” is greater than 17%. The sys-
tem is not stable when “Tampering rate 1” of Gaussian noise is
greater than 25%, while Salt-and-pepper noise is smaller than
Gaussian noise. Therefore, to distinguish medium-intensity
noise attack, we can set a second threshold to determine
whether medium-intensity noise attack is a resistible attack,
based on the judgment that “Tampering rate 2” is three times or
more than “Tampering rate 1”. To be conservative, “Tampering
rate 1” equal to 18% is selected as the second threshold,
which indicates that the encrypted image under noise attack
with “Tampering rate 1” less than 18% is considered to be
recoverable.

Remark 9: An appropriate threshold of tampering rate of
image attacks for double-layer detector is the key to judge the
validity of images. Most of the existing threshold selection
methods generally include theoretical derivation [47], statisti-
cal analysis [48] and machine learning [49], etc. According
to the statistical results of real-world experiments, the thresh-

olds of image attack tampering rate are determined. For the
NIPVCS shown in Fig. 8, the double thresholds achieve the
appropriate division of the damage on image information under
different attack intensities. The “tampering rate 2” is equal to
17% as the first threshold. If it is less than 17%, the images
are valid; if it is greater than 17%, we then analyse the ratio of
“tampering rate 1” and “tampering rate 2”. If “tampering rate
2” is 3 times or more than “tampering rate 1”, and “tampering
rate 1” is less than 18%, the image is valid, otherwise invalid.
From Tables I and II, the selection of other thresholds is
too conservative, which will affect the validity judgment of
images.

Remark 10: When the system still remains stability under
noise attacks, the tampering rate detected by Gaussian noise
and Salt-and-pepper noise demonstrates a large difference, so a
uniform threshold cannot be obtained to classify them. That is
due to the global characteristics of Gaussian noise, which will
add different intensities of Gaussian interfere to each pixel,
while the watermarking information is embedded in each bit
of the pixel that it has a better detection effect. On the other
hand, Salt-and-pepper noise is selected a certain percentage of
pixels to change its value to 0 or 255, and the watermarking
information is also embedded at intervals, naturally the de-
tection probability of it will be lower. Therefore, the smaller
tampering rate among them is selected as the second threshold
value conservatively.

C. Co-Design Compensation and Real-Time Control Experi-
ments

Experimental analysis is performed on NIPVCS to compare
the proposed online compensation schemes step by step, and
they are experimented under different network environments
to analyze the factors affecting their performance.

1) Control Performance Comparison under Different Com-
pensation Schemes: Considering the invalidation of data be
equated to data loss, and the frequency of data invalidation will
be expressed as the loss rate ρ. To verify the effectiveness of
the prediction phase (without the update phase), the traditional
method (deferring the previous data), single-step prediction
(based on cubic spline interpolation) and multi-step prediction
are compared under the number of consecutive loss τ = 4. The
performance of the above three prediction compensation meth-
ods is tested by gradually increasing ρ, and the performance
of the above three prediction methods is compared under the
same ρ, as shown in Figs. 10 and 11.

From Fig. 10, with τ = 4, it can be obtained that the
tolerance to the loss rate is multi-step prediction > single-
step prediction > traditional method. From Fig. 11, under
ρ = 15%, it can be obtained that the control curve fluctuation
situation is multi-step prediction < single-step prediction <
traditional method. Multi-step prediction performs best in both
tolerance of loss rate and control stability.

Furthermore, under τ = 4 and with multi-step prediction
phase, three update methods of non-update, single-step update
and multi-step update were compared, and their performance
are tested by gradually increasing ρ, as shown in Figs. 10(c)
and 12. It can be obtained that the tolerance to the loss rate
is multi-step update > single-step update > non-update.
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Fig. 10. Prediction compensation methods in different ρ.
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The prediction error based on cubic spline interpolation
will accumulate excessively after a period of time, which
will affect the stability of NVCSs. Therefore, two updating
methods (single-step update and multi-step update) are used to
reduce the prediction error in the real-time experiments, which
provides more accurate historical data for the next prediction.
The performance of the above five data compensation methods
is compared under the same ρ and τ , as shown in Fig. 13. It
can be obtained that the fluctuation of the control curve is
multi-step update (with multi-step prediction) < single-step
update (with multi-step prediction) < multi-step prediction <
single-step prediction < traditional prediction, and the multi-
step update method based on historical prediction data has the
best performance in loss rate tolerance and control stability.

The prediction accuracy is evaluated by the root mean
squared errors between historical prediction data and real data,

i.e., PA =
√
(1/Ninv)

∑Ninv

n=1 (err(n))
2, where Ninv repre-
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Fig. 12. Update compensation methods in different ρ.

0 5 10 15
Time(s)

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

(r
ad

)

Tradictional predicition
Single-step prediction
Multi-step prediction
Single-step update with multi-step prediction
Multi-step update with multi-step prediction

Fig. 13. Comparison of compensation methods in ρ = 30%.

sents the total number of invalid data and err(n) represents
the nth error between the historical prediction and real data.
When PA is smaller, it indicates that the prediction accuracy is
higher, i.e., the compensation performance is better. As shown
in Fig. 14, under the same ρ = 30% and τ = 4, the prediction
error fluctuation based on multi-step update (with multi-step
prediction) is smaller. Moreover, the prediction accuracies of
five methods are calculated respectively, as shown in Section I.
H of the supplementary materials. Experimental results show
that the proposed multi-step update with multi-step prediction
has higher prediction accuracy, i.e., the historical prediction
data are closer to real value.

To summarize, multi-step prediction compensation works
best in the prediction stage, and multi-step update works best
in the update stage. The online compensation strategy based
on multi-step prediction and multi-step update can effectively
compensate for the invalid data under network uncertainty of
the control system.

2) Control Performance Comparison under Different Net-
work Environments: In fact, the variable network environment
makes data loss random (e.g., random number of consecutive

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT 12

0 5 10 15
Time(s)

-0.15

-0.1

-0.05

0

0.05

0.1

E
rr

or
(r

ad
)

Tradictional predicition
Single-step prediction
Multi-step prediction
Single-step update with multi-step prediction
Multi-step update with multi-step prediction

Fig. 14. Comparison of errors under different methods (ρ = 30%).

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

−0.2

−0.1

0

0.1

0.2

Time(s)

(r
ad

)

τ = 4

τ = 5

τ = 6

τ = 7

τ = 8

τ = 9

Fig. 15. Comparison under different τ in ρ = 15%.

loss, random loss frequency), which affects the online date
compensation and thus leads to different compensation effects
of the proposed strategy. Therefore, the control performance
under different number of consecutive loss τ and loss rate ρ
will be experimentally analyzed to further explore the impact
of network environment on the proposed strategy.

Firstly, the effect on the system control is observed by
increasing τ , as shown in Fig. 15. It can be seen that for the
same ρ, the fluctuation of the pendulum angle keeps increasing
as τ increases. Within a certain range of τ , the control system
at the lower ρ fluctuates for a period of time after data loss,
but it still can reach a stable state. Moreover, the inverted
pendulum control system starts to lose stability with τ > 8.

The absolute value of angular error is calculated for τ =
4, . . . , 9 under ρ = 15%, as shown in Fig. 16. It can be seen
that the prediction error increases with the increase of τ at the
same ρ. The more distant the prediction data is from the valid
data, the lower the prediction accuracy is, which leads to the
decrease of control performance and the increase of deviation
between the current state of the controlled plant and the stable
state. As the control system is in a fluctuating state, it takes a
long time to regain a relatively stable state after obtaining valid
data, resulting in a long oscillation period. What’s more, with τ
increases further, the system oscillates too much and exceeds
the controllable boundary before the valid data is obtained,
which leads to system destabilization.

The RMSEs of the data prediction phase for continuous
lost data at different τ and ρ are counted respectively, as
shown in Section I. I of the supplementary materials. With the
same τ , the prediction error increases as ρ increases. Although
updating the predicted data can reduce the cumulative error,
the effect of the error still requires some time for the normal
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Fig. 16. The absolute value of angular error under different τ in ρ = 15%.

control process to eliminate. Moreover, the increase in ρ makes
multiple continuous loss periods too close to each other on the
time scale, which will lead to the accumulation of the error
not being eliminated and accumulated to the next loss period.
In this way, the prediction error will keep increasing, and then
the system gradually destabilizes over time.

V. CONCLUSION

In this paper, a novel co-design secure control method
based on image attack detection and data compensation for
NVCSs is proposed to address the incomplete and untrue
data caused by cyber attacks. Firstly, a detector based on
double-layer detection mechanism of timeout strategy and
digital watermarking has been designed for image real-time
and integrity discrimination to achieve image information
protection and integrity detection simultaneously. Then, based
on the detection results, an online compensation scheme based
on cubic spline interpolation has been proposed to improve the
control performance. Finally, the feasibility and effectiveness
of the proposed method is confirmed on a practical platform.
Limited by the high real-time requirement of system, the
method proposed compensates the data in the perspective of
non-visual information, so future research will be devoted
to the efficiency improvement of the recovery algorithm on
images.
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